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Abstract

Despite the attractive qualities of convolutional neural networks (CNNs), and

the universality of architectures emerging now, CNNs are still prohibitive regard-

ing environmental impact due to electric consumption or carbon footprint, as well

as deployment in constrained platform such as micro-computers. We address this

problem and sketch how PAC-Bayesian theory can be applied to learn lighter

convolutional architectures in order to reduce training, inference complexity and

environmental impact of machine learning. We propose two main contributions:

(1) a first sparsity regret bounds to enforce specific network characteristics in

terms of number of parameters to train as well as non-zero weights, and (2) the

control of a low bitwidth architectura, where binarized operations are used to ap-

proximate standard real-valued convolutions. With this in mind, and gathering

with [1], we have the long term objective to design adaptive CNN architectura

that fits dynamically to the size of the data, the difficulty of the problem and the

desire environmental constraints.
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1 Introduction

Deep learning is nowadays the most used technique to address the problem of

supervised learning. It is extensively developed in Computer Vision, Natural

Language Processing or communication networks, where very often the architec-

ture of the deep net is based on a cascade of convolutions and non-linear activa-

tions. Indeed, CNNs are based on a very reduced set of computations (essentially

convolutions and activations), and can be used to cover numerous application

domains (e.g., audio, video, biosignals). Many tasks can be automated by con-

volutional neural networks, from the vanilla image classification problem (see [2],

[3]) to more complex tasks such as text classification (see [4]), long-range tem-

poral dependencies such as speech generation (see [5]), or even in unsupervised

task such as object detection (see [6]) or graph embeddings (see [7]). Despite the

attractive qualities of CNNs, and the universality of architectures emerging now

to solve a broad range of tasks (see [8]), CNNs are still prohibitively expensive

to deploy in a tight constrained environment such as micro-computer, in the con-

text of high-resolution datasets or more generally on low-power devices since they

need power-hungry General Purpose - Graphic Processing Units (GP-GPUs). In

the recent literature, a natural approach for reducing the computational effort

of CNNs (training of smaller and faster models) is through binarized networks.

The idea behind binarized neural network is to approximate real-valued convo-

lutions with low bitwidth operations. In [9] (or more recently in [10]), CNNs

are trained with binary weights during the forward and backward propagations,

while retaining precision of the stored weights in which gradients are accumulated,

whereas in [11, 12], or more recently in [13], both filters and signal activations

are binarized, leading to the so-called XNOR-nets where convolutions are ap-

proximated using primarily binary operations. The latter results in 58x faster

convolutional operations and offer the possibility of running state-of-the-art net-

works on CPUs (rather than GPUs) in real-time. Moreover, binarizing the input

signals also provide a significant gain in the overall memory consumption, espe-

cially for large batch sizes. Finally, since binarized networks can lead to poor
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approximations of real-valued convolutions, [14] proposes to use ternary weight

networks whereas [15] proposes a more flexible low bitwidth approach using dif-

ferent bitwidth weights for weights (1-bit weights), activations (2-bit activations),

and gradients (see below). [16] studies the effects of quantization for convolutional

neural networks when the network complexity is changed. It shows a better re-

silience of deep nets when the number of layers is big. Finally, as low bitwidth

convolutions can be implemented efficiently in standard CPU or GPU, but also

on tight constrained field-programmable gate arrays (FPGAs) or even on Ap-

plication Specific Integrated Circuits (ASICs), binarized networks are exploited

on each specialized computer hardware. It leads in [17] to a energy-efficient and

scalable CNN accelerator on ASICs, whereas [18] proposes a recent survey on

hardware accelerators that uses FPGAs.

It is also important to notice the recent growing interest for other main ap-

proaches to alleviate the computation of deep neural networks. Standard prun-

ing methods (see [19] for the original paper, or more recently [20]) first train a

feedforward or a convolutional neural network to convergence, and then network

connections and / or neurons are pruned only subsequently. These techniques are

applied and fined-tuned after training the entire network. Recent advances pro-

pose two different strategies in order to avoid the training of the entire network.

It leads to significant improvements and accelerate both training and inference

since the overall skeletonization is estimated before or during the training. One

can prune the network at initialization, by estimating the important weights for

a given task (see [21, 22] for moderate pruning levels up to 95%, or more recently

[23] for higher level of compression, up to 99.5%). Another promising strategy

is to select the connectivity of the network during the training. Interestingly,

theoretical guarantees are proposed in [24] for an adaptive procedure selecting

the architecture during training. It could be seen as a form of architecture de-

signing, from the most general purpose of automated machine learning (AutoML,

see [25]) to the problem of aggregation and design of efficient neural networks in

terms of latency, memory size or carbon footprint, which lead finally to search for

device-specific CNNs. As a seminal example, [26] proposes a neural architecture
3



search called FBNet to construct hardware efficient CNNs for mobile phones (see

also [27]). The so-called Neural Architecture Search (NAS) uses a stochastic gen-

erator of architectures (that is a recurrent neural network named the controller)

and train the proposed network with Reinforcement Learning (see for instance

[28] for a nice introduction). Another approach is proposed in [29] where several

budgeted super networks are selected to predict well in less than 100 milliseconds

or to learn efficient models in terms of memory (for instance models that fit in

a 50mb memory). More recently, [30] expends the search space to number of fil-

ters and channels dimension without prohibitive memory and computational cost

with FBNetv2. Finally, [31] uses another approach based on a hierarchical neural

ensemble to aggregate neural network blocks efficiently and control dynamically

the inference latency depending on external constraints.

However, despite a growing interest, the study of computational-efficient deep

neural networks is a work in progress in the community and affects several as-

pects of CNNs processing (i.e., training versus inference) as well as different key

metrics and concepts to compare the various architectures, design and hardware

(see [32] for a survey of deep nets processing). In this processing, power and

energy consumption account for all aspects of the system including the size of the

network, the hardware itself (such as CPUs, GPUs, FPGAs or ASICs) and the

potentially external memory access. Recently open sources libraries have been

proposed in order to evaluate globally the carbon footprint of deep learning al-

gorithms as well as specific studies of particular algorithms. It has been shown

for instance in [33] that significant gain in carbon emmission could be done with-

out endowing the generalization performances. However, open sources available

librairies in [34, 35, 36, 37, 38] are designed for massive usage of a large com-

munity of researchers and then constrain the estimations with strong hypothesis.

As a consequence, we loose the specific impact of different hardware platform,

as well as the cooling technique of the data center used for extensive compu-

tations. Moreover, carbon footprint are usually based on national coefficient.

Finally, as discussed in [39], electric consumption based on a software estimation

do not reflect the entire consumption of the system. Some contributions (see
4



[40, 39]) propose to conduct energy measurement experiments but are limited to

a particular hardware distributor and specific algorithms.

With this in mind, we have the long term objective to train algorithms that

reach a theoretical-based trade-off between accuracy of the network and power

or energy consumption. For that purpose, we need to design penalties that cover

precise attributes of the network such as - of course - the network architecture (in-

cluding number of layers, number of filters, filter sizes, and number of channels),

the number of non-zero weights (mainly for storage requirements) or the number

of MACs (multiply-accumulate operations), but also metrics from the hardware

design, depending on the number of cores or the amount of on-chip storage, the

latency and throughput (depending on the batch size), the memory access and

finally the power and energy consumption.

Finally, it is important to note that continuous weights are required for

Stochastic Gradient Descent (SGD) to work at all since SGD computes small

mooves and explores a real-valued space of parameters. Therefore, it is hard to

promote low bitwidth for gradient updates (see a 6-bits attempt in [15]). In this

paper, as well as in the companion paper [1], we use the PAC-Bayesian paradigm

to learn distribution over a set of deep nets. It changes drastically the optimiza-

tion procedure and lead to alternative to stochastic gradient updates for training -

binarized - architectures. In the present paper, we use standard Kullback-Leibler

divergences to get penalties proportional to the size of the network in terms of

non-zero weights. In the companion paper [1] one offers more flexibility thanks to

the introduction of Bregman divergences and optimal transport. It gives a new

extension of the usual PAC-Bayesian theory presented in this paper and can be

applied to deep learning with convolutional architectures in order to explore new

strategies for penalizing training and/or inference complexity related with envi-

ronmental impact. These theoretical based approaches could be applied to several

data sources (images, time series, and graphs) and both generic and low bitwidth

convolutional neural networks (see below), in order to design adaptive algorithms

that fits dynamically to the size of the data, the difficulty of the problem and the

desire environmental constraints.
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2 Context and notations

2.1 Deep nets architectura

In this paper, we are interested in convolutional neural networks. From the

learning perspective, a CNN is uniquely determined by a potentially huge set of p

weights w ∈Wp ⊂ Rp, where W depends on the bitwidth of the system. In what

follows, we consider W = R for standard deep nets, as well as W = {−1, 1} for

binary XNOR-nets (the intermediate case W = {−b, . . . , b} for some integer b > 1

is not considered for simplicity). Then, we introduce a parametric set of decisions

G := {gw : X → Y,w ∈ Wp}, where X is the input of the neural network (also

called the input space of descriptors, such as images, time series, or graphs, see

below), and Y is the output of the network (for instance a vector of probabilities

in classification, or a scalar in a regression framework). We want to learn a set of

weights w := (wl, bl)
k
l=1, where each couple (wl, bl) denotes the weights of layer l

of the convolutional neural network gw(·) defined as:

gw(x) = softmax ((wk ∗ σ(wk−1 ∗ · · · ∗ σ(w1 ∗ x+ b1) · · · ) + bk)) , (1)

where w ∗x is a linear transformation described precisely below as a matrix mul-

tiplication and σ(·) is an element-wise non-linear activation such as a rectified

linear unit (ReLU in the sequel) defined as σ(x) = max(0, x). In (1), we ar-

bitrarily choose a softmax(·) since we deal in the main theoretical bounds with

classification with cross-entropy loss function. Of course other activations at the

head of the CNN could be considered, for other learning tasks. In what follows,

thanks to the general algorithm presented below, we can choose automatically

the number of layers k, as well as the number and size of filters or matrices in-

volved in the linear transformation at each layer. For the sake of simplicity, we

fix the number and size of filters at each layer and consider the space of candidate

architectures W as the following union:

W :=
L⋃
k=1

N⋃
i=1

F⋃
j=1

Wk(i+1)j , (2)
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where L ≥ 1 is the maximal number of layers for gw, N ≥ 1 is the maximum

number of filters and F ≥ 2 is the maximum size of filters. We can easily extend

the main theoretical results to more complex decision spaces.

In the context of Computer Vision, x ∈ Rm represents a m = r1 × r2 image

(we restrict the number of channels to 1 for simplicity) and given a set of i filters

(fu)iu=1 of size j = s× s, the convolution w ∗ x in (1) corresponds to the matrix

product of the filters and a relaxed form of the Toeplitz matrix of input signal x

as follows:

w ∗ x :=

w11 w12 w13 w14

w21 w22 w23 w24



x11 x12 x21 x22

x12 x13 x22 x23

x21 x22 x31 x32

x22 x23 x32 x33

 ∈ Ri×4,

where we stand s = 2, d = 2, vertical and horizontal stride is let to 1 with no

padding, and r1 = r2 = 3 for the sake of simplicity. Note that this representation

could be extend to multiple channels and filters with redundant Toeplitz matrices.

Of course this matrix multiplication above corresponds to convolutional layers and

could be replaced by a standard matrix multiplication for fully connected layers.

Moreover, concerning convolutions, it is also possible to consider similarly time

series processing. If the input signal x is a univariate time serie of size m and

we have at hand a set of filters, the one-dimensional convolution of x with filters

(fu)iu=1 with i = 2 can be written as a matrix product w ∗ x as follows:

w ∗ x :=

w11 w12

w21 w22

x1 x2 x3

x2 x3 x4

 ∈ Ri×3

where m = 4, stride is let to 1 with no padding. Finally, for completeness, we

can also mention extensions of CNNs to graph real-world applications (see [41],

[42], [7] or more recently [43]). In this framework, we observe a graph G = (V,E)

where V = {1, . . . , N} is the set of vertices and E ⊂ {(i, j), i, j ∈ {1, . . . ,m}2}

is the set of edges, and a feature matrix X of size m ×m′ where each line i of

X describes node i with m′ features. Graph Convolutional Networks (GCNs)

corresponds to an universal architecture able to process these inputs. It could be
7



written as follows:

Hl+1 = f(Hl, A),

where A is the adjacency matrix of G = (V,E), H0 = X is the input matrix of

feature, and HL = Y is the output of the GCN. Then, the result of the present

paper could be applied to the architectura presented in [7] where the layer-wise

propagation rule has the following form:

Hl+1 = σ(D−1/2 ∗A ∗D−1/2 ∗Hl ∗Wl),

where D is the diagonal node degree matrix, Wl is the weight matrix of the

l-th layer and σ is a non-linear activation function like the ReLU, and ∗ stands

for the classical matrix product. This propagation could be described intuitively

as follows. Multiplication with A means that, for every node, we sum up all

the feature vectors of all neighbor nodes. It extends the localization ensured by

convolution to the graph topology. The presence of the diagonal node degree

matrix arises technically to normalize the scale of the feature vectors for high

degrees nodes.

Finally, in this paper, we also consider significant computational gain in con-

volution operations by considering XNOR-nets, where both parameters and ac-

tivations are binary in the matrix multiplications considered above. In binarized

CNNs, full precision weights and activations are binarized into 1 bit, so the mul-

tiplications and additions of the convolution are transformed into simple bitwise

operations (XNOR-bitcounting operations), resulting in significant storage and

computation requirements reduction. However, since much information has been

discarded during binarization, the accuracy degradation is high. For that purpose,

different techniques has been introduced to improve the approximation power of

binary or low bitwidth convolutions. In [12], real-valued weights and activations

are approximated by re-scaling the output of the binary convolution using real-

valued positive scale factors. Whereas these scaling parameters are computed

analytically in [12], [13] proposes to learn these factors directly via backprop-

agation. It leads to the following approximation of convolutions w ∗ x defined
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above:

w ∗ x ≈
(
wbin

⊕
sign(x)

)⊙
wscale, (3)

where
⊕

stands for the bitwise convolution and
⊙

defines the element-wise

product of the output of the binary convolution wbin ∗ sign(x) and the scaling

factor wscale. In [13], the set of parameters that is learnt during the training at

a given layer is given by the couple (wbin, wscale), where the dimension of wscale

is varying. In this work, we adopt this strategy and consider (3) where wscale

corresponds to a sparse rank-1 tensor (see Section 3.2 and the proof of Theorem

3.2 for a precise description of the approximation, and [13] for details about this

choice).

2.2 PAC-Bayesian Theory

PAC-Bayesian machine learning theory can be traced back to the work of Mac

Allester and the first so-called Pac-Bayesian bounds ([44] and [45]). It was first

introduced in learning theory to give a theoretical framework for proving gener-

alization abilities of algorithms that combine the advantages of both PAC, that

is generalization bounds, and Bayesian statistics (that is, the introduction of a

prior domain knowledge on the set of candidate models). The main objective of

PAC-Bayesian bounds is to extract a procedure that optimizes a tradeoff between

complexity, or structure, such as sparsity of the candidate learners, with a good-

ness of fit, or likelihood of the observed sample. In [44], the first theoretical bound

claims that with high probabilities over the sample distribution, there exists an

optimal posterior distribution that realizes this trade-off, whereas [45] extends

the previous result to an uncountable set of decisions, thanks to the introduction

of the Kullback-Leibler divergence as an upper bound. It also shown that the

optimal posterior is actually a Gibbs distribution. More recently, many authors

have used these ingredients in the high dimensional setting to get interesting al-

ternatives to standard sparsity-induced penalized empirical risk procedures such

as lasso estimators. It leads to sparsity oracle inequalities for different aggregat-

ing procedures based on exponential weighted averages, with significant weaker
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assumptions over the gram matrix of the predictors, as well as augmented sta-

bility in the procedures. For instance, in the i.i.d. setting, [46] extends to an

infinite set of weak learners the previous results stated in [47]. [48] goes one

step further considering a deterministic setting, tits the online learning setting,

where no assumption are provided over the data mechanism. Thanks to similar

argues, namely convex duality and a cancellation argument originated in [49],

regret bounds are stated for recursive algorithm inspired from the previous cited

litterature. Sparsity regret bounds for exponential weighted averages are then

derived in [50] in an online regression setting, as well as in online clustering in

[51]. In this paper, we focus on the sparsity scenario and apply the PAC-Bayesian

theory to different families of CNNs whereas the companion paper [1] proposes

a more ambitious theory where Kullback-Leibler divergence is replaced by Breg-

man or optimal transport divergences and give rise to more flexible penalties for

revisited optimization procedures.

2.3 Supervised online learning

In the online supervised learning scenario1, we observe sequentially a set of couples

{(xt, yt) ∈ X × Y, t = 1, . . . , T}. At each round t ≥ 1, the data mechanism and

the learning machine interact as follows:

• the environment reveals an new input (or mini-batch) xt ∈ X ,

• a stochastic algorithm proposes wt ∈ W drawn from a suitable distribution

πt over the space of candidate architectures (2) and predicts gwt(xt),

• the environment reveals the true output yt ∈ Y and the stochastic algorithm

computes πt+1.

Based on the deep nets architecture introduced in Section 2.1, and the usual online

PAC-Bayesian theory introduced in Section 2.2, the construction of the sequence

1In the sequel, we study the online learning paradigm to avoid any assumption about the data

mechanism. It is important to note that thanks to [48], our procedure in Algorithm 1 could be slightly

modified (by introducing a mirror averaging, see [46]) in order to get risk bounds in a classical statistical

i.i.d. framework.
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of distributions {πt}Tt=1 expects to minimize the following notion of regret:

T∑
t=1

Eπt`(yt, gwt(xt))− inf
w∈W

{
T∑
t=1

`(yt, gw(xt)) + λpen(w)

}
, (4)

where ` : Y × Y → R+ is a task-dependent loss function, W is the space of

candidate weights defined above and pen(w) depends on the network size and

the number of non-zero weights. Parameter λ > 0 governs the trade-off between

complexity of the solution and accuracy with respect to the training set. To

prove regret bounds such as (4), we consider the standard PAC-Bayesian theory

with sparsity priors introduced in [52] (see also [48, 50, 51]) and lead to `1 and

`0 penalties. Depending on the choice of λ > 0 and the penalty above, our

procedure reaches automatically the desire trade-off. In the same spirit, we can

mention several papers dealing with neural networks sparsity (see [53] and the

references therein). Several authors also use reinforcement learning to conduct

Neural Architecture Search (NAS, see [28]), such as in FBNets (see [26, 30, 54]).

Others techniques are presented in [29] or [31].

Algorithm 1 General Algorithm

init. λ > 0, π = π1 a prior distribution on W and t = 1. Let h0 ≡ 0.

Observe x1 and draw ŵ1 from π1. Predict y1 according to gŵ1(x1).

repeat Observe yt and compute

ht(w) = ht−1(w) + `(yt, gw(xt)) +
λ

2
(`(yt, gw(xt))− `(yt, gŵt(xt)))

2 , for all w ∈ W .

return πt+1 = Gibbsλ(ht) where:

dGibbsλ(ht)(w) := Zλ exp {−λht(w)} dπ(w),

for Zλ the normalizing constant.

Draw ŵt+1 from πt+1 and predict yt+1 according to gŵt+1(xt+1).

t = t+ 1

until t = T + 1
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3 Sparsity regret bounds for CNNs

In this section, we state regret bounds for convolutional neural networks (CNNs)

described above. The main agenda is to show how theoretical results can be

applied to convolutional architectures in order to get sparsity regret bounds for

Algorithm 1 and control the training and/or inference complexity of the solution.

In Section 3.1, we apply the general PAC-Bayesian paradigm to choose automat-

ically the architecture of a generic CNN. We penalize the size of the network in

terms of magnitude and non-zero weights. In Section 3.2, we apply these results

to a particular low bitwidth architectura, where a precise bitwise approximation

is used for the convolutional layers. It leads to a sparse and Bayesian version of

the XNOR-nets described in [13].

3.1 Sparsity Regret bound for Classification

We state regret bounds in the context of classification. In this case, considering

a set of weights w ∈ W and the associated convolutional neural network gw(·)

defined in (1), we define the last k-th layer by:

softmax(wk ∗ xk−1 + bk) =



exk(1)

Ck

exk(2)

Ck
...

exk(K)

Ck

 ∈ [0, 1]K , (5)

where xk−1 is the output of layer k − 1, xk = wk ∗ xk−1 + bk, wk ∈ Wpk is the

weight matrix of last layer k, Ck =
∑K

j=1 e
xk,j , K is the number of classes, ∗ is

the standard matrix multiplication and xk(j) stands for the j-th coordinate of

vector xk.

In what follows, we state a first regret bound considering the cross-entropy

between the output of the CNNs and yt = et the orthonormal vector of RK with

coordinate 1 at yt.

12



Theorem 3.1. Consider Algorithm 1 with prior π ∈ P(W) defined as:

π(w) =
L∑
k=1

αk

N∑
i=1

βi

F∑
j=1

γjπijk(w)1
{
w ∈ Rk(i+1)j

}
, (6)

where α (respectively β and γ) is the prior probability on the number of layers

{1, . . . , L} (respectively on the number of filters and the size of the filters) and

πijk is a sparsity prior for a given architecture of k layers, i filters of size j whose

density is given by:

πijk(w) =

p∏
u=1

cR,τ
(1 + |wu|/τ)4

1 (|wu| ≤ R) ,w ∈ Rp,

where constant cR,τ := 3
2τ

(
1− 1

(1+R/τ)3

)−1
and with a slight abuse of notations

w = (w1, . . . , wp) for p = k(i+ 1)j.

Let {(xt, yt), t = 1, . . . , T} a deterministic sequence and (πt)
T
t=1 the sequence

of distribution defined in Algorithm 1 with prior π. Then, for any λ, τ > 0, we

have:

T∑
t=1

EπtH(yt, gwt(xt)) ≤ inf
w∈W(R)

{
T∑
t=1

H (yt, gw(xt)) + λ pen(w)

}
, (7)

where pen(w) = 2τ pen1(gw)
∑T

t=1 ‖xt‖+ 2τT pen2(gw) + λpen3(gw) for

pen1(gw) =
k∏
l=1

C1
l +

∑
l 6=l′

C1
l ‖wl′‖+ λC ′(R)T, (8)

pen2(gw) =

k−1∑
l=1

(
k∏

l′=l+2

‖wl′‖

)[
C1
l+1(‖ReLU(bl)‖+ C2

l ) + C2
l

]
, (9)

pen3(gw) = 4‖w‖0 log

(
1 +

‖w‖1
τ‖w‖0

)
− log(αkβiγj), (10)

where k is the number of layer of w and C1,2
l are constants depending on the

distribution π in its layer l and:

W(R) = {w ∈ W : |wu| ≤ R, ∀u ∈ {1, . . . , p}}.

The proof uses the general PAC-Bayesian theory with several computations

related with the definition of CNNs architecture in (2) gathered with Kullback-

Leibler divergences with sparsity prior (6) (see Section 4 for the proof).
13



Remark 1. Theorem 3.1 can lead to usual statistical risk bounds for deep nets by

slightly modifying Algorithm 1 with a mirror averaging (see [46]). Then, gener-

alization bounds relying on the Froebenius norm of the weights at each layer can

be proposed and compared with the recent literature (see [55, 56, 57, 53]).

Remark 2. We can state the same result for more general prior involving dif-

ferent filter size inside each layer by considering:

π(w) =
L∑
k=1

αk

Nk∑
i=1

βik

Fki∑
j=1

γijkπijk(w). (11)

We omit this case for concision.

Remark 3. In [1], we derive similar results in a more general case where the

Gibbs measure in Algorithm 1 is replaced by a new optimization procedure based

on a convex conjugate of Bregman divergences or optimal transport. It gives rise

to more flexible penalties than in Theorem 3.1 and Theorem 3.2.

3.2 Application to sparse XNOR-Nets

In this section we propose to extend the previous result to a binarized network.

Following in particular [12] and [13], we propose to reduce drastically the real-

valued operations involved in standard CNNs. Moreover we alleviate high quan-

tization errors thanks to the introduction of sparse scaling factors in our bitwise

approximations. Inspired by [11], we first keep the first convolutional layer and

the last fully connected layer with sparse real-valued weights and activations.

Then, scaling factors are learned by the learning procedure itself for intermediate

layers, where sparsity is also enforced for these scaling parameters at each binary

layer. In order to define properly the prior distribution, we now detail the ap-

proximation used for the intermediate layer. In the sequel, we denote by xl−1 the

input of the lth-layer, wbin
l the binary set of weights involved in layer l and wscale

l

the scaling factors of layer l. Then, following [13], the output of a binarized layer

l is given by the following approximation:

xl =
(
wbin
l

⊕
sign ◦ BNorm (xl−1)

)⊙
wscale
l ,
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where
⊕

stands for the bitwise convolution, BNorm is the Batch Normalization,⊙
is the element-wise product between the tensor

Bl := wbin
l

⊕
sign ◦ BNorm (xl−1) ∈ {0, 1}h

(l)
1 ×h

(l)
2 ×h

(l)
3

and the scaling tensor wscale
l = (wscale

l,1 , wscale
l,2 , wscale

l,3 ) ∈ Rh
(l)
1 +h

(l)
2 +h

(l)
3

+ given by:

xl(i, j, k) = Bl(i, j, k)wscale
l,1 (i)wscale

l,2 (j)wscale
l,3 (k), ∀ i = 1, . . . h

(l)
1 , j = 1, . . . h

(l)
2 , k = 1, . . . h

(l)
3 .

(12)

Note that different choices of scaling tensor wscale
l are discussed in [13]. It leads

to the resulting binarized network:

gw(x) = softmax
(
wreal
L ∗ xL−1 + bL

)
,

where xL−1 is given by:

xL−1 =
(
wbin
L−1

⊕
sign ◦ BNorm (xL−2)

)⊙
wscale
L−1

=
(
wbin
L−1

⊕
sign ◦ BNorm

(
wbin
L−2

⊕
sign ◦ BNorm (xL−3)

⊙
wscale
L−2

))⊙
wscale
L−1

=
(
wbin
L−1

⊕
· · · sign ◦ BNorm

(
wreal
1 ∗ x+ b1

))⊙
wscale
L−1

Then we can state the following theorem.

Theorem 3.2. Consider a prior π related with the particular architecture de-

scribed above, based on the triplet of priors (πreal, πbin, πscale) as follows:

π(w) = πreal(w
real)πbin(wbin)πscale(w

scale). (13)

Let us consider a sparsity prior πreal for the real-valued weights wreal as above:

πreal(w
real) :=

preal∏
r=1

cτ,R
(1 + |wreal

r |/τ)4
1

{
|wreal
r | ≤ R

}
,

where cτ,R > 0 is defined in Theorem 3.1. For wbin we consider πbin as a product

of independent Rademacher distribution defined as:

R({wbin
r = 1}) = R({wbin

r = −1}) =
1

2
, ∀r = 1, . . . , pbin.
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Then, wscale contains the pscale scaling factors with associated prior:

πscale(w
scale) :=

pscale∏
r=1

c′τ,R
(1 + wscale

r /τ)4
1

{
0 ≤ wscale

r ≤ R
}
,

where c′τ,R = 3/τ
(

1− 1
(1+R/τ)3

)−1
.

Let {(xt, yt)}Tt=1 a deterministic sequence and {πt}Tt=1 the sequence of distri-

bution defined in Algorithm 1 with prior π defined in (13) with standard deviation

τ > 0. Then, for some R > 0, by denoting W(R) := {w = (wreal,wbin,wscale) :

∀w ∈ wreal ∪wscale, |w| ≤ R}, we have for any λ > 0:

T∑
t=1

EπtH(yt, gwt(xt)) ≤ inf
w∈W(R)

{
T∑
t=1

H (yt, gw(xt)) +
penXNOR(w)

λ

}
+resλ,τ (T ),

where:

penXNOR(w) =
∑

w∈{wreal,wscale}

‖w‖0 log

(
1 +

‖w‖1
τ‖w‖0

)
+ pbin log 2,

and resλ,τ (T ) is a residual term of order
√
T for particular choices of hyper-

parameter (λ, τ) in Algorithm 1 and prior (13).

Remark 4. Theorem 3.2 allows to bound the cumulative loss of the PAC-Bayesian

version of XNOR-nets presented in [13]. Interestingly, the RHS in Theorem 3.2

depends on the sparsity of the set of real-valued parameters of the XNOR-nets.

It gives some insights to construct sparse versions of classical binarized networks

where continuous weights are used to approximate real-valued convolutions.

Remark 5. However, this sparsity-induced penalty scales linearly with the dimen-

sion of the binary weights. As in [58], this unconstrained bound strongly depends

on the network size, and can be trivial when the number of parameters exceeds the

sample size. This dependence is not considered here where we focus on a sparse

version of XNOR-Nets in its real-valued weights.
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4 Proofs

4.1 Proof of Regret bounds

4.1.1 Proof of Theorem 3.1

The proof is based on the online PAC-Bayesian bound stated in [48] as follows:

Theorem 4.1. [48, Theorem 4.6] Let (xt, yt),t = 1, . . . , T a deterministic se-

quence of data and (πt)
T
t=1 a sequence of distributions based on Algorithm 1.

Then we have the following bound:

T∑
t=1

Eπt`(yt, ĝt(xt)) ≤ min
ρ∈P(W)

{
Ew∼ρ

T∑
t=1

¯̀(yt, gw(xt)) +
K(ρ, π)

λ

}
,

where ¯̀(yt, gw(xt) = `(yt, gw(xt) + λ
2 (`(yt, g(xt))− `(yt, ĝt(xt))2.

In what follows, we use this bound with a particular measure ρ in the RHS.

Let w∗ ∈ W =
⋃L
k=1

⋃N
i=1

⋃F
j=1Wk(i+1)j a specific set of weights in architecture

a∗. Without loss of generality, we denote by L the number of layers of w∗. Then,

for a fixed parameter τ > 0, consider πw∗ the translation of the sparsity prior

πijL defined in Theorem 3.1 as follows:

πw∗(dw) =
dπijL
dw

(w −w∗)dw. (14)

Lemma 4.2 below is useful to control the first term in the RHS of Theorem 4.1,

whereas Lemma 4.6 below controls the Kullback-Leibler divergence K(πw∗ , π).

Lemma 4.2. Let w∗ = (w∗l , b
∗
l )
k
l=1 ∈ W for some k ∈ {2, . . . , L}. Then we have

for any parameter τ > 0:

Eπw∗
T∑
t=1

H (yt, gw(xt)) ≤
T∑
t=1

H (yt, gw∗(xt))+2 pen1(w
∗, τ)

T∑
t=1

‖xt‖+2T pen2(w
∗, τ),

where

pen1(w
∗, τ) =

k∏
l=1

(‖w∗l ‖+ C1
nl,τ

)−
k∏
l=1

‖w∗l ‖,

pen2(w
∗, τ) =

k−1∑
l=1

(
k∏

l′=l+2

‖w∗l′‖

)[
C1
nl+1,τ

(‖ReLU(b∗l )‖+ C2
nl,τ

) + C2
nl+1,τ

]
and C1,2

l,τ are constants depending on the distribution πw∗ in its layer l.
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Proof. Observe that it suffices to obtain the estimate at each time t. Then, for

each (x, y) ∈ X × Y, we need to proove the following bound:

Eπw∗H(y, gw(x)) ≤ H(y, gw∗(x)) + 2 pen1(w
∗, τ)‖x‖+ 2 pen2(w

∗, τ).

Let x0 = x the input data and k = L without loss of generality. From the choice

of πw∗ in (14), we denote the output of layer 1 ≤ l ≤ L− 1 by

xl = ReLU((wl + w∗l ) ∗ xl−1 + bl + b∗l ),

where w = (wl)
L
l=1 has law π. Moreover, we denote in the sequel El := E(w1,...,wl)∼π

the expectation with respect to the distribution π in the first l layers.

We start by unpacking the interaction of the cross entropy loss with the soft-

max activation function in the final layer. For the weights (wl, bl) in layer l, wl,i

and bl(i) denote their ith row and ith entry, respectively. Under the previous

notations, the final output is:

gw∗(x0) = softmax(xL) =

(
exL(1)

CL
, · · · , e

xL(K)

CL

)T
,

where xL = wL ∗ xL−1 + bL and CL =
∑K

i=1 e
xL(i). Without loss of generality,

suppose that yt = e1 = (1, 0, ..., 0). Then, by definition of the cross entropy:

Ew∼πw∗H(y, g(x)) = −Ew∼πw∗ log
exL(1)

CL

= −Ew∼πw∗xL(1) + Ew∼πw∗ logCL.

We bound the two above terms separately. For the first term, by symmetry of

the distribution πw∗ , one has:

−Ew∼πw∗xL,1 = = −Ew∼πw∗ ((w
∗
L,1 + wL,1) ∗ xL−1 + bL(1)∗ + bL(1))

= −(w∗L,1x
∗
L−1 + bL(1)∗)− EL(wL,1xL−1 + bL(1))− w∗L,1EL−1(xL−1 − x∗L−1)

≤ −x∗L,1 + ‖W ∗L‖EL−1‖xL−1 − x∗L−1‖.
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On the other hand, for any i = 1, ...,K, using the same computations:

xL(i) = (w∗L,i + wL,i) ∗ xL−1 + bL(i)∗ + bL(i)

= (w∗L,ix
∗
L−1 + bL(i)∗) + w∗L,i(xL−1 − x∗L−1) +WL,ixL−1 + bL,i

≤ x∗L,i + ‖w∗L,i‖‖xL−1 − x∗L−1‖+ ReLU(WL,ixL−1) + ReLU(bL(i))

≤ xL(i)∗ + ‖w∗L‖‖xL−1 − x∗L−1‖+ ‖ReLU(wLxL−1)‖+ ‖ReLU(bL)‖,

where we adopt the notation that for a vector x ∈ Rk, ReLU(x) = (ReLU(x1), ...,ReLU(xk))
T .

Then,

Ew∼πw∗ logCL

= Ew∼πw∗ log
K∑
i=1

exL(i)

≤ Ew∼π log

K∑
i=1

exL(i)
∗

exp
(
‖w∗L‖‖xL−1 − x∗L−1‖+ ‖ReLU(WLxL−1)‖+ ‖ReLU(bL)‖

)
= log

K∑
i=1

ex
∗
L(i) + Ew∼π

{
‖w∗L‖‖xL−1 − x∗L−1‖+

∥∥∥∥ReLU

(
wL

xL−1
‖xL−1‖

)∥∥∥∥ ‖xL−1‖+ ‖ReLU(bL)‖
}

≤ logCL + ‖w∗L‖EL−1‖xL−1 − x∗L−1‖+ C1
L,τEL−1‖xL−1‖+ C2

L,τ ,

where

C1
l,τ = max

‖x‖=1
El ‖ReLU(wlx)‖

C2
l,τ = El‖ReLU(bl)‖

In summary:

Ew∼πw∗H(y, gw(x)) ≤ H(y, gw∗(x)) + C1
L,τEL−1‖xL−1‖+ 2‖W ∗L‖EL−1‖xL−1 − x∗L−1‖+ C2

L,τ

+ EL−1‖ReLU (wLxL−1) ‖+ EL−1‖ReLU (bL) ‖

≤ H(y, gw∗(x)) + 2
[
C1
L,τEL−1‖xL−1‖+ ‖W ∗L‖EL−1‖xL−1 − x∗L−1‖+ C2

L,τ

]
.
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Finally, by inducting with Lemma 4.3 and Lemma 4.4 below, we have:

C1
L,τEL−1‖xL−1‖+ ‖w∗L‖EL−1‖xL−1 − x∗L−1‖+ C2

L,τ

≤
L−1∑
l=1

(
L∏

k=l+2

‖w∗k‖

)
(C1

l+1,τE‖xl‖+ C2
l+1,τ )

≤

[
L∏
l=1

(‖w∗l ‖+ C1
l,τ )−

L∏
l=1

‖w∗l ‖

]
‖x0‖

+
L−1∑
l=1

(
L∏

k=l+2

‖w∗k‖

)(
C1
l+1,τ (‖ReLU(b∗l )‖+ C2

l,τ ) + C2
l+1,τ

)
= pen1(w

∗, τ)‖x0‖+ pen2(w
∗, τ).

Lemma 4.3. For l = 1, ..., L− 1.

El‖xl − x∗l ‖ ≤ ‖w∗l ‖El−1‖xl−1 − x∗l−1‖+ C1
l,τE‖xl−1‖+ C2

l,τ . (15)

Proof. We use the following facts:

• ReLU(a+ b) ≤ ReLU(a) + ReLU(b)

• ‖ReLU(a)‖ ≤ ‖a‖

• ReLU(a) = ReLU
(

a
‖a‖

)
‖a‖.

Then, we have:

El‖xl − x∗l ‖

= El‖ReLU((w∗l + wl)xl−1 + b∗l + bl)− ReLU(w∗l x
∗
l−1 + b∗l )‖

≤ El‖ReLU(w∗l (xl−1 − x∗l−1))‖+ El‖ReLU(wlxl−1)‖+ El‖ReLU(bl)‖

≤ ‖w∗l ‖El−1‖xl−1 − x∗l−1‖+ El
∥∥∥∥ReLU

(
wl

xl−1
‖xl−1‖

)
‖xl−1‖

∥∥∥∥+ C2
l,τ

≤ ‖w∗l ‖El−1‖xl−1 − x∗l−1‖+ El−1
[
Ewl∼π1

A,τ,l

∥∥∥∥ReLU

(
wl

xl−1
‖xl−1‖

)∥∥∥∥ ‖xl−1‖]+ C2
l,τ

≤ ‖w∗l ‖El−1‖xl−1 − x∗l−1‖+ C1
l,τEl−1‖xl−1‖+ C2

l,τ .
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Lemma 4.4. For l = 1, ..., L− 1.

El‖xl‖ ≤ ‖w∗l ‖El−1‖xl−1‖+ C1
l,τE‖xl−1‖+ C2

l,τ + ‖ReLU(b∗l )‖. (16)

Proof. From a similar computation as in the proof of the previous lemma, one

gets:

El‖xl‖ = El‖ReLU((w∗l + wl)xl−1 + b∗l + bl)‖

≤ El‖ReLU(w∗l xl−1)‖+ ‖ReLU(b∗l )‖+ El‖ReLU(wlxl−1)‖+ El‖ReLU(bl)‖

≤ ‖w∗l ‖El−1‖xl−1‖+ ‖ReLU(b∗l )‖+ +C1
nl,τ

El−1‖xl−1‖+ C2
nl,τ

,

Lemma 4.5. For any l ∈ {1, . . . , L}, the constants C1
l,τ and C2

l,τ are linear in τ

as follows:

C1
l,τ = τC1

l , C2
l,τ = τC2

l ,

where C1
l := C1

l,1 and C2
l := C2

l,τ .

Proof. The proof follows from working with the sparsity prior directly and sub-

stitution.

Let x ∈ Rnl−1 and ‖x‖ = 1. We use the substitution W1 7→Wl/τ . Then,

EWl∼π1
A,τ,l
‖ReLU(Wlx)‖ =

∫ ( nl∑
i=1

ReLU(Wl,ix)2

)1/2
 nl∏
i=1

nl−1∏
j=1

(3/τ) dWl;ij

2(1 + |Wl;ij |/τ)4


= τ

∫ ( nl∑
i=1

ReLU

(
Wl,i

τ
x

)2
)1/2

 nl∏
i=1

nl−1∏
j=1

(3/τ) dWl;ij

2(1 + |Wl;ij |/τ)4


= τ

∫ ( nl∑
i=1

ReLU (Wl,ix)2
)1/2

 nl∏
i=1

nl−1∏
j=1

3 dWl;ij

2(1 + |Wl;ij |)4


= τEWl∼π1

A,1,l
‖ReLU(Wlx)‖.

The homogeneity of order 1 in τ is preserved when taking the max over all
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‖x‖ = 1.

C1
l,τ = max

‖x‖=1
EWl∼π1

A,τ,l
‖ReLU(Wlx)‖

= τ max
‖x‖=1

EWl∼π1
A,1,l
‖ReLU(Wlx)‖

= τC1
l .

The result for C2
l,τ follows from a similar computation.

We are now on time to bound the quadratic term in Theorem 4.1. Using the

previous computations, by noting that w∗ ∈ W(R) for some positive R > 0, and

since π has a bounded support, we have for any (x, y) ∈ X × Y:

(H(y, gw(x))−H(y, gw′(x)))2 ≤ min
(

1,max (H(y, gw(x)),H(y, gw′(x)))2
)

= min
(

(1,
(
x+L (y)− logC+

L

)2)
≤ min

(〈xL−1, wL,y〉+ bL,y − log

K∑
k=1

exL,k

)2


≤ (‖ReLU(wL−1 ∗ xL−2 + bL−1)‖‖wL‖+ 2R)2

≤ (‖wL−1 ∗ xL−2 + bL−1‖‖wL‖+ 2R)2

...

≤ C(R).

We then get the result by using Lemma 4.2 and the following lemma.

Lemma 4.6. Let w∗ ∈ W and ρw∗ given by (14). Then we have:

K(ρw∗ , π) ≤ 4‖w∗‖0 log

(
1 +

‖w∗‖1
τ‖w∗‖0

)
− log(αkβiγj).
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Let w∗ ∈ W. Then we have denoting ρ = ρw∗ :

K(ρ, π) =

∫
log

ρ

π
dρ =

∫
log

ρ

πijk

πijk
π
dρ,

= K(ρ, πijk) +

∫
Rk(i+1)j

log
πijk

αkβiγjπijk
dρ,

=

p∑
u=1

∫
log

(1 + |wu|/τ)4

(1 + |wu − w∗u|/τ)4

)
ρ(w) dw − log(αkβiγj),

= 4

p∑
u=1

log

(
1 +
|wu|
τ

)
− log(αkβiγj),

≤ 4‖w‖0 log

(
1 +

‖w‖1
τ‖w‖0

)
− log(αkβiγj),

where we use Jensen inequality to the concave function x 7→ log(1 + x) in last

line.

4.1.2 Proof of Theorem 3.2

Let w0 = (wreal
0 ,wbin

0 ,wscale
0 ) ∈ W a particular set of weights of the particular

XNORNets++ architectura defined in Section 3. In what follows, with a slight

abuse of notations, for any `, we denote x`(w0) the output of the `-th layer with

particular weights w0 until it does not depend on weights of layers k, for k > `.

We also denote by x`(w0,l) the output of the `-th layer with particular weights

w0,l at layer l. Moreover, given the prior π introduced in (13), we introduce a

particular measure ρ0 based on w0 as follows:

ρ0(w) := πreal(w
real
0 −wreal)δwbin

0
(wbin)π0scale(w

scale),

where δw(·) stands for the dirac distribution at weight w and π0scale is based on

the prior πscale and the set of weights w0 as follows:

π0scale(w
scale) = Πpscale

r=1

c′′τ,R,w0
r

(1 + |wr − w0
r |/τ)4

1 {0 ≤ wr ≤ R} ,

where c′′τ,R,w0
r

= 3/τ
(

2− 1
(1+w0

r/τ)
3 − 1

(1+(R−w0
r)/τ)

3

)−1
.

With a slight abuse of notation, we also denote by Ewl
1∼ρ0

the expectation

with respect to the first l layers of ρ0 whereas Ewl∼ρ0 denotes the conditoinal

expectation of layer l given layers 1, . . . , l − 1. To prove Theorem 3.2, we follow
23



the same line as the proof of Theorem 3.1 and adapt the computations to the

particular XNOR Nets defined in Section 3.2. The first step is to apply Theorem

4.1 to distribution ρ0 defined above to get:

T∑
t=1

EπtH (yt, gwt(xt)) ≤ Ew∼ρ0

T∑
t=1

H (yt, gw(xt))

+ Ew∼ρ0EπT−1
0

T∑
t=1

δλ(xt, yt,w, ŵt−1) +
K(ρ0, π)

λ
.

To study the first term in the upper bound, we perform the same computations

as above. For a given (x, y), we have:

Ew∼ρ0H (y, gw(x)) = −Ew∼ρ0

(
〈wreal

L,y ,xL−1〉+ bL,y

)
+ Ew∼ρ0 log(CL) (17)

= −
(
〈wreal

0,L,y,Ew∼ρL−1
0

xL−1〉+ b0,L,y

)
+ Ew∼ρ0 log(CL).

(18)

Then we need the following lemma:

Lemma 4.7. Let w0 ∈ W and ρ0 a shifted version of prior π defined in (13)

with mean w0. Then we have ∀l ∈ {2, . . . , L− 1}, if Varwscale = cr
T Id:∣∣∣Ewl

1∼ρ0
xl(u)− Ewl−1

1 ∼ρ0xl(w0,l)(u)
∣∣∣ ≤ c√

T
+
c′

T
, ∀u = 1, . . . , h

(l)
1 h

(l)
2 h

(l)
3 ,

where c, c′ > 0 are absolute constant depending on R and the dimension of the

network.

Proof : Let l ∈ {2, L − 1}.The proof uses a standard decomposition of the

expectation and uses Tchebychev inequality. Let us denote wscale
l = (α, β, γ) ∈

Ra+b+c+ the triplet of scaling factors according to [13], where a, b, c are the di-

mensions of the output tensor at layer l defined in (12). Consider the event

Ωα,β,γ := {∀k = 1, . . . a, |αk − α0,k| ≤ δ1}
⋂
{∀i = 1, . . . b, |βi − β0,i| ≤ δ2}

⋂
{∀j =

1, . . . , c, |γj − γ0,j | ≤ δ3}. Then we have by definition of xl in (12), and noting

x = sign ◦ BN(xL−2) ∈ {−1,+1}abc:

Ewl
1∼ρ0

xl = Ewl
1∼ρ0

(
(wbin

l ⊕ x)�wscale
l

)
= Ewl

1∼ρ0

(
(wbin

l ⊕ x)�wscale
l

) [
1(Ωα,β,γ) + 1(Ω̄α,β,γ)

]
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Then, for any u ∈
{

1, . . . , h
(l)
1 h

(l)
2 h

(l)
3

}
, there exists a binary filter wrl ∈ {0, 1}s1s2s3 ,

r ∈ {1, . . . , N}, and integers i, j, k such that:

Ewl
1∼ρ0

xl(u) = Ewl
1∼ρ0

 s1∑
f1=1

s2∑
f2=1

s3∑
f3=1

wr
l (f1, f2, f3)x(f1, f2, f3)αkβiγj


[
1(Ωijk

α,β,γ) + 1(Ω̄ijk
α,β,γ)

]
= Ewl−1

1 ∼ρ0

 ∑
f1,f2,f3

wr(f1, f2, f3)x(f1, f2, f3)(α0,k + δ1)(β0,i + δ2)(γ0,j + δ3)


+ P

(
Ω̄ijk
α,β,γ

)
≤ Ewl−1

1 ∼ρ0xL−1(w0,l)(u) +
c√
T

+ P (|X − µ| ≥ δi|)

≤ Ewl−1
1 ∼ρ0xL−1(w0,l)(u) +

c√
T

+
c′

T
,

where last two lines follows from Tchebychev by choosing δi ∼ 1/
√
T , the as-

sumption on the variance of wscale and the boundness of wscale. It leads to the

RHS upper bound. For the RLS, we have using the same notations as above:

Ewl
1∼ρ0

xl(u) = Ewl−1
1 ∼ρ0

 ∑
f1,f2,f3

wr(f1, f2, f3)x(f1, f2, f3)(α0,k + δ1)(β0,i + δ2)(γ0,j + δ3)


+ P

(
Ω̄ijk
α,β,γ

)
≥ Ewl−1

1 ∼ρ0xL−1(w0,l)(u)− c√
T
− c′

T
,

where we use in last line the decomposition as above and noting that on Ωijk
α,β,γ ,

we have α = α0 + ε with ε > −δ, and on the complementary, ε ≥ −‖wscale‖∞.

Now we need to control the second term in the previous inequality. As in the

proof of Theorem 3.1, we have, for any i = 1, ...,K, under the shifted distribution,

xL(i) = (wreal
0,L (i) + wL|(i) ∗ xL−1 + b0,L(i) + bL(i)

= wreal
0,L (i) ∗ xL−1(w0) + b0,L(i) + wreal

0,L (i) ∗ (xL−1 − xL−1(w0)) + wL(i) ∗ xL−1 + bL(i)

= xL(w0)(i) + wreal
0,L (i) ∗ (xL−1 − xL−1(w0)) + wL(i) ∗ xL−1 + bL(i).

25



Then we have:

Ew∼ρ0 log(CL) = Ew∼ρ0 log
K∑
i=1

exL(w0)|i exp
(
wreal

0,L |i ∗ (xL−1 − xL−1(w0)) + wL|i ∗ xL−1 + bL|i
)

≤ logCL(w0) + Ew∼ρ0 max
i=1,...K

{
wreal

0,L |i ∗ (xL−1 − xL−1(w0)) + wL|i ∗ xL−1 + bL|i
}

≤ logCL(w0) +
c3√
T
,

where we use Lemma 4.7 in the last inequality. Then, applying L−3 times Lemma

4.7 for discrete layers and the same computations as in the proof Theorem 3.1 for

the first and last layer, we have finally, gathering with the last inequality:

T∑
t=1

EπtH (yt, gwt(xt)) ≤
T∑
t=1

H (yt, gw0(xt)) + c
√
T

+ EπT−1
0

T∑
t=1

λ

2
Ew∼ρ0(H(yt, gw(xt))−H(yt, ĝt(xt))

2 +
K(ρ0, π)

λ

≤
T∑
t=1

H (yt, gw0(xt)) + c1
√
T + c2λT

K(ρ0, π)

λ
,

where c1 > 0 is a positive constant depending on the previous computations.

Moreover, using the boundness assumption on w0 and the same computations as

in Theorem 3.1, we arrive at:

T∑
t=1

EπtH (yt, gwt(xt)) ≤
T∑
t=1

H (yt, gw0(xt)) + c1
√
T + c2λT +

K(ρ0, π)

λ
,

where c2 := c2(R) > 0. Finally, by the definition of ρ0 and the sparsity prior π,

we can bound the Kullback-Leibler divergence as follows:

K(ρ0, π) =

∫
log

(
ρ0(w)

π(w)

)
ρ0(w) dw

=

preal∑
r=1

∫
log

(1 + |wreal
r |/τ)4

(1 + |wreal
r − wreal

0,r |/τ)4

)
ρ0(w) dw +

pbin∑
r=1

∫
log
(
2δw0,r(wr)

)
ρ0(w)dw

+

pscale∑
r=1

∫
log

(1 + |wscale
r /τ)4

(1 + |wscale
r − wscale

0,r |/τ)4

)
ρ0(w) dw

≤ 4

preal∑
r=1

log

(
1 +
|wreal

0,r |
τ

)
+ pbin log 2 + 4

pscale∑
r=1

log

(
1 +

wscale
0,r

τ

)

≤ 4‖wreal
0 ‖0 log

(
1 +

‖wreal
0 ‖1

τ‖wreal
0 ‖0

)
+ 4‖wscale

0 ‖0 log

(
1 +

‖wscale
0 ‖1

τ‖wscale
0 ‖0

)
+ pbin log 2

:= penXNOR(w0).
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