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Preface

Hybrid high-order (HHO) methods attach discrete unknowns to the cells and to the faces of the mesh. At
the heart of their devising lie two intuitive ideas: (i) a local operator reconstructing in every mesh cell a
gradient (and possibly a potential for the gradient) from the local cell and face unknowns and (ii) a local
stabilization operator weakly enforcing in every mesh cell the matching of the trace of the cell unknowns
with the face unknowns. These two local operators are then combined into a local discrete bilinear form, and
the global problem is assembled cellwise as in standard finite element methods. HHO methods offer many
attractive features: support of polyhedral meshes, optimal convergence rates, local conservation principles,
a dimension-independent formulation, and robustness in various regimes (e.g., no volume-locking in linear
elasticity). Moreover, their computational efficiency hinges on the possibility of locally eliminating the
cell unknowns by static condensation, leading to a global transmission problem coupling only the face
unknowns.

HHOmethods were introduced in [79, 77] for linear diffusion and quasi-incompressible linear elasticity.
A high-order method in mixed form sharing the same devising principles was introduced in [78], and
shown in [6] to lead after hybridization to a HHO method with a slightly different, yet equivalent, writing
of the stabilization. The realm of applications of HHO methods has been substantially expanded over
the last few years. Developments in solid mechanics include nonlinear elasticity [26], hyperelasticity [1],
plasticity [2, 3], poroelasticity [16, 27], Kirchhoff–Love plates [19], the Signorini [44], obstacle [59] and
two-membrane contact [69] problems, Tresca friction [53], and acoustic and elastic wave propagation
[33, 34]. Those related to fluid mechanics include convection-diffusion in various regimes [74], Stokes
[6, 81], Navier–Stokes [82, 23, 45], Bingham [43], creeping non-Newtonian [24], and Brinkman [22] flows,
flows in fractured porous media [47, 106], single-phase miscible flows [7], and elliptic [35] and Stokes [32]
interface problems. Other interesting applications include the Cahn–Hilliard problem [49], Leray–Lions
equations [72], elliptic multiscale problems [60], H−1 loads [95], spectral problems [38, 41], domains with
curved boundary [21, 35, 36], and magnetostatics [48].

Bridges and unifying viewpoints emerged progressively between HHO methods and several other dis-
cretization methods which also attach unknowns to the mesh cells and faces. Already in the seminal work
[79], a connection was established between the lowest-order HHO method and the hybrid finite volume
method from [97] (and, thus, to the broader setting of hybrid mimetic mixed methods in [85]). Perhaps the
most salient connection was made in [62] where HHO methods were embedded into the broad setting of
hybridizable discontinuous Galerkin (HDG) methods [64]. One originality of equal-order HHO methods is
the use of the (potential) reconstruction operator in the stabilization. Moreover, the analyses of HHO and
HDG methods follow somewhat different paths, since the former relies on orthogonal projections, whereas
the latter often invokes a more specific approximation operator [65]. We believe that the links between HHO
and HDG methods are mutually beneficial, as, for instance, recent HHO developments can be transposed to
the HDG setting. Weak Galerkin (WG) methods [148, 149], which were embedded into the HDG setting in
[61, Sect. 6.6], are, thus, also closely related to HHO.WG andHHOwere developed independently and share
a common devising viewpoint combining reconstruction (called weak gradient in WG) and stabilization.
Yet, the WG stabilization often relies on plain least-squares penalties, whereas the more sophisticated HHO
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stabilization is key to a higher-order consistency property. Furthermore, the work [62] also bridged HHO
methods to the nonconforming virtual element method [119, 10]. Finally, the connection to the multiscale
hybrid mixed method from [105] was uncovered in [46].

A detailed monograph on HHO methods appeared this year [73]. The present text is shorter and does
not cover as many aspects of the analysis and applications of HHO methods. Its originality lies in targetting
the material to computational mechanics without sacrificing mathematical rigor, while including on the one
hand some mathematical results with their own specific twist and on the other hand numerical illustrations
drawn from industrial examples. Moreover, several topics not covered in [73] are treated here: domains with
curved boundary, hyperelasticity, plasticity, contact, friction, and wave propagation. The present material
is organized into eight chapters: the first three gently introduce the basic principles of HHO methods on
a linear diffusion problem, the following four present various challenging applications to solid mechanics,
and the last one reviews implementation aspects.

This book is primarily intended for graduate students, researchers (in applied mathematics, numerical
analysis, and computational mechanics), and engineers working in related fields of application. Basic
knowledge of the devising and analysis of finite element methods is assumed. Special effort was made to
streamline the presentation so as to pinpoint the essential ideas, address key mathematical aspects, present
examples, and provide bibliographic pointers. This book can also be used as a support for lectures. As a
matter of fact, its idea originated from a series of lectures given by one of the authors during the Workshop
on Computational Modeling and Numerical Analysis (Petrópolis, Brasil, 2019).

We are thankful to many colleagues for stimulating discussions at various occasions. Special thanks
go to G. Delay (Sorbonne University) and S. Lemaire (INRIA) for their careful reading of parts of this
manuscript.

Namur and Paris, December 2020
Matteo Cicuttin, Alexandre Ern and Nicolas Pignet
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Chapter 1

Getting started: Linear diffusion

The objective of this chapter is to gently introduce the hybrid high-order (HHO) method on one of the
simplest model problems: the Poisson problem with homogeneous Dirichlet boundary conditions. Our goal
is to present the key ideas underlying the devising of the method and state its main properties (most of
them without proof). The keywords of this chapter are cell and face unknowns, local reconstruction and
stabilization operators, elementwise assembly, static condensation, energy minimization, and equilibrated
fluxes.

1.1 Model problem
Let Ω be an open, bounded, connected, Lipschitz subset of Rd in space dimension d ≥ 2. The one-
dimensional case d = 1 can also be covered, and we refer the reader to Sect. 1.6 for an outline of HHO
methods in this setting. Vectors in Rd and vector-valued functions are denoted in bold font, a·b denotes the
Euclidean inner product between two vectors a, b ∈ Rd and ‖·‖`2 the Euclidean norm in Rd . Moreover, #S
denotes the cardinality of a finite set S.

We use standard notation for the Lebesgue and Sobolev spaces; see, e.g., [30, Chap. 4 & 8], [92, Chap. 1-
4], and [5, 96]. In particular, L2(Ω) is the Lebesgue space composed of square-integrable functions over Ω,
and H1(Ω) is the Sobolev space composed of those functions in L2(Ω) whose (weak) partial derivatives are
square-integrable functions overΩ. Moreover, H1

0 (Ω) is the subspace of H1(Ω) composed of functions with
zero trace on the boundary ∂Ω. Inner products and norms in these spaces are denoted by (·, ·)L2(Ω), ‖·‖L2(Ω),
(·, ·)H1(Ω), and ‖·‖H1(Ω). Recall that for a real-valued function v:

‖v‖2
L2(Ω)

:=
∫
Ω

v2 dx, ‖v‖2
H1(Ω)

:= ‖v‖2
L2(Ω)

+ `2
Ω
‖∇v‖2

L2(Ω)
, (1.1)

where the length scale `Ω := diam(Ω) (the diameter of Ω) is introduced to be dimensionally consistent.
Owing to the Poincaré–Steklov inequality (a.k.a. Poincaré inequality; see [92, Rem. 3.32] for a discussion
on the terminology), there is Cps > 0 such that Cps‖v‖L2(Ω) ≤ `Ω‖∇v‖L2(Ω) for all v ∈ H1

0 (Ω).
The model problem we want to approximate in this chapter is the Poisson problem with source term

f ∈ L2(Ω) and homogeneous Dirichlet boundary conditions, i.e., −∆u = f in Ω and u = 0 on ∂Ω. The
weak formulation of this problem reads as follows: Seek u ∈ V := H1

0 (Ω) such that

a(u,w) = `(w), ∀w ∈ V, (1.2)

with the following bounded bilinear and linear forms:

a(v,w) := (∇v,∇w)L2(Ω), `(w) := ( f ,w)L2(Ω), (1.3)

1



Chapter 1. Getting started: Linear diffusion

Figure 1.1: Local refinement of a quadrilateral mesh; the mesh cells containing hanging nodes are treated
as polygons (here, pentagons).

for all v,w ∈ V . Since we have a(v, v) = ‖∇v‖2
L2(Ω)

, the Poincaré–Steklov inequality implies that the bilinear
form a is coercive on V . Hence, the model problem (1.2) is well-posed owing to the Lax–Milgram lemma.

1.2 Discrete setting
In this section, we present the setting to formulate the HHO discretization of the model problem (1.2).

1.2.1 The mesh
For simplicity, we assume in what follows that the domain Ω is a polyhedron in Rd , so that its boundary is
composed of a finite union of portions of affine hyperplanes with mutually disjoint interiors. The case of
domains with a curved boundary is discussed in Sect. 3.2.2.

SinceΩ is a polyhedron, it can be covered exactly by a mesh T composed of a finite collection of (open)
polyhedral mesh cells T , all mutually disjoint, i.e., we have Ω =

⋃
T ∈T T . Notice that by definition of a

polyhedron, the mesh cells have straight edges if d = 2 and planar faces if d = 3. For a generic mesh cell
T ∈ T , its boundary is denoted by ∂T , its unit outward normal by nT , and its diameter by hT . The mesh size
is defined as the largest cell diameter in the mesh and is denoted by hT , and more simply by h when there is
no ambiguity. When establishing error estimates, one is interested in the process h→ 0 corresponding to a
sequence of successively refined meshes. In this case, one needs to introduce a notion of shape-regularity
for the mesh sequence. This notion is detailed in Sect. 2.1.

The possibility of handling meshes composed of polyhedral mesh cells is an attractive feature of HHO
methods. For instance, it allows one to treat quite naturally the presence of hanging nodes arising from
local mesh refinement; see Figure 1.1 for an illustration. However, the reader can assume for simplicity that
the mesh is composed of cells with a single shape, such as simplices (triangles in 2D, tetrahedra in 3D) or
(rectangular) cuboids, without loosing anything essential in the understanding of the devising and analysis
of HHO methods.

Besides the mesh cells, the mesh faces also play an important role in HHO methods. We say that the
(d − 1)-dimensional subset F ⊂ Ω is a mesh face if F is a subset of an affine hyperplane, say HF , such that
the following holds: (i) either there are two distinct mesh cells T−,T+ ∈ T such that

F = ∂T− ∩ ∂T+ ∩ HF, (1.4)

and F is called a (mesh) interface; (ii) or there is one mesh cell T− ∈ T such that

F = ∂T− ∩ ∂Ω ∩ HF, (1.5)

2



1.2 Discrete setting

and F is called a (mesh) boundary face. The interfaces are collected in the set F ◦, the boundary faces in
the set F ∂, so that the set

F := F ◦ ∪ F ∂ (1.6)

collects all the mesh faces. For a mesh cell T ∈ T , FT denotes the collection of the mesh faces composing
its boundary ∂T . Notice that the above definition of the mesh faces implies that each mesh face is straight
in 2D and planar in 3D. Hence, for every mesh cell T ∈ T , nT |F is a constant vector on every face F ∈ FT .
Notice also that the definitions (1.4) and (1.5) do not allow for the case of several coplanar faces that could
be shared by two cells or a cell and the boundary, respectively; this choice is only made for simplicity.

1.2.2 Discrete unknowns
The discrete unknowns in HHO methods are polynomials attached to the mesh cells and to the mesh faces.
The idea is that the cell polynomials approximate the exact solution in the mesh cells, and that the face
polynomials approximate the trace of the exact solution on the mesh faces (although they are not the trace
of the cell polynomials). To ease the exposition, we consider here the equal-order HHO method where the
cell and face polynomials have the same degree. Variants are considered in Sect. 3.2.1.

Let k ≥ 0 be the polynomial degree. LetPk
d
be the space composed of d-variate (real-valued) polynomials

of total degree at most k. For every mesh cell T ∈ T , Pk
d
(T) denotes the space composed of the restriction

to T of the polynomials in Pk
d
. To define the (d −1)-variate polynomial space attached to a mesh face F ∈ F

(which is a subset of Rd), we consider an affine geometric mapping TF : Rd−1 → HF (recall that HF is the
affine hyperplane in Rd supporting F). Then we set

Pkd−1(F) := Pkd−1 ◦ (T
−1
F ) |F . (1.7)

It is easy to see that the definition of Pk
d−1(F) is independent of the choice of the affine geometric mapping

TF . (Notice that defining polynomials on the mesh faces is meaningful since we are assuming d ≥ 2.)
Let us first consider a local viewpoint. For every mesh cell T ∈ T , we set

V̂k
T := Pkd(T) × P

k
d−1(FT ), Pkd−1(FT ) :=

?
F ∈FT

Pkd−1(F). (1.8)

A generic element in V̂k
T is denoted by v̂T := (vT , v∂T ). We shall systematically employ the hat notation to

indicate a pair of (piecewise) functions, one attached to the mesh cell(s) and one to the mesh face(s). Notice
that the trace of vT on ∂T differs from v∂T ; in particular, the former is a smooth function over ∂T , whereas
the latter generally exhibits jumps from one face in FT to an adjacent one. To define the global discrete
HHO unknowns, we follow a similar paradigm; see Figure 1.2.

Definition 1.1 (HHO space). The equal-order HHO space is defined as follows:

V̂k
h

:= Vk
T
× Vk
F
, Vk

T
:=

?
T ∈T

Pkd(T), Vk
F

:=
?
F ∈F

Pkd−1(F). (1.9)

We have dim(V̂k
h
) =

(k+d
d

)
#T +

(k+d−1
d−1

)
#F . �

A generic element in V̂k
h
is denoted by v̂h := (vT, vF) with vT := (vT )T ∈T and vF := (vF )F ∈F . Notice

that in general vT is only piecewise smooth, i.e., it can jump across the mesh interfaces, and similarly vF
can jump from one mesh face to an adjacent one. Moreover, for all v̂h ∈ V̂k

h
and all T ∈ T , it is convenient

to localize the components of v̂h associated with T and its faces by using the notation

v̂T :=
(
vT , v∂T := (vF )F ∈FT

)
∈ V̂k

T . (1.10)

3



Chapter 1. Getting started: Linear diffusion

Cell unknowns Face unknowns

Assembly

Figure 1.2: Local (left) and global (right) unknowns for the HHO method (d = 2, k = 1). Each bullet on
the faces and in the cells conventionally represents one basis function.

At this stage, a natural question that arises is how to reduce a generic function v ∈ H1(Ω) (think of the
weak solution to (1.2)) to some member of the discrete space V̂k

h
. In the context of finite elements, this task

is usually realized by means of the interpolation operator associated with the finite element. In the context
of HHOmethods, this task is realized in a simple way by considering L2-orthogonal projections. LetT ∈ T .
Let Πk

T : L2(T) → Pk
d
(T) and Πk

∂T
: L2(∂T) → Pk

d−1(FT ) be the L2-orthogonal projections defined such
that for all v ∈ L2(T) and all w ∈ L2(∂T),

(Πk
T (v) − v, p)L2(T ) = 0 ∀p ∈ Pkd(T), (1.11)

(Πk
∂T (w) − w, q)L2(∂T ) = 0 ∀q ∈ Pkd−1(FT ). (1.12)

Notice that for all F ∈ FT , (Πk
∂T
(w)) |F = Π

k
F (w |F ), with the L2-orthogonal projection Πk

F : L2(F) →
Pk
d−1(F). The global L2-orthogonal projections Πk

T
: L2(Ω) → Vk

T
and Πk

F
: L2(

⋃
F ∈F F) → Vk

F
are

defined similarly to (1.11)-(1.12).

Definition 1.2 (HHO reduction operator). For allT ∈ T , the local HHO reduction operator ÎkT : H1(T) →
V̂k
T is defined such that for all v ∈ H1(T),

ÎkT (v) := (Πk
T (v),Π

k
∂T (v |∂T )) ∈ V̂k

T . (1.13)

Similarly, the global HHO reduction operator Îk
h

: H1(Ω) → V̂k
h
is defined such that for all v ∈ H1(Ω),

Îkh (v) := (Πk
T
(v),Πk

F
(v |F)) ∈ V̂k

h . (1.14)

Since v ∈ H1(Ω), v |F is well-defined on all the mesh faces composing F . �

1.3 Local reconstruction and stabilization
Local reconstruction and stabilization operators associated with each mesh cell lie at the heart of HHO
methods. The goal of this section is to present these two operators and their main properties. In the whole
section, T ∈ T denotes a generic mesh cell.

4



1.3 Local reconstruction and stabilization

1.3.1 Local reconstruction
The main purpose of the reconstruction operator is to compute a gradient in the mesh cell T ∈ T given a
pair of discrete unknowns v̂T := (vT , v∂T ) ∈ V̂k

T . Obviously, a simple possibility is to take the gradient of
the cell unknown. However, as we shall now see, taking also into account the face unknowns leads to a
reconstruction operator with better approximation properties.

To stay simple, we consider for the time being a local reconstruction operator RT : V̂k
T → Pk+1

d
(T),

so that the gradient is reconstructed locally as ∇RT (v̂T ) ∈ ∇Pk+1
d
(T) ⊂ Pk

d
(T ;Rd) (see Sect. 3.1 for some

variants).

Definition 1.3 (Reconstruction). The local reconstruction operator RT : V̂k
T → Pk+1

d
(T) is such that for all

v̂T := (vT , v∂T ) ∈ V̂k
T , the function RT (v̂T ) ∈ P

k+1
d
(T) is uniquely defined by the following equations:

(∇RT (v̂T ),∇q)L2(T ) = −(vT ,∆q)L2(T ) + (v∂T , nT ·∇q)L2(∂T ), (1.15)
(RT (v̂T ), 1)L2(T ) = (vT , 1)L2(T ), (1.16)

where (1.15) holds for all q ∈ Pk+1
d
(T)⊥ := {q ∈ Pk+1

d
(T) | (q, 1)L2(T ) = 0}. �

Integrating by parts in (1.15) readily yields for all q ∈ Pk+1
d
(T)⊥,

(∇RT (v̂T ),∇q)L2(T ) = (∇vT ,∇q)L2(T ) − (vT − v∂T , nT ·∇q)L2(∂T ). (1.17)

Moreover, we notice that RT (v̂T ) = vT if v∂T = vT |∂T , i.e., RT (v̂T ) is in Pk+1
d
(T) and not just in Pk

d
(T)

only if v∂T , vT |∂T . In practice, computing RT (v̂T ) requires choosing a basis of Pk+1
d
(T)⊥, inverting

the corresponding local stiffness matrix of size
(k+d+1

d

)
− 1, and adjusting the mean-value of RT (v̂T ) in T

using (1.16).
Tomotivate the above definition of RT , we show that the composed operator RT ◦ ÎkT enjoys a higher-order

approximation property.

Lemma 1.4 (Elliptic projection). We have Ek+1
T = RT ◦ ÎkT where Ek+1

T : H1(T) → Pk+1
d
(T) is the elliptic

projection uniquely defined such that for all v ∈ H1(T),

(∇Ek+1
T (v),∇q)L2(T ) = (∇v,∇q)L2(T ), ∀q ∈ Pk+1

d (T)
⊥, (1.18)

(Ek+1
T (v), 1)L2(T ) = (v, 1)L2(T ). (1.19)

Proof. Consider an arbitrary function v ∈ H1(T) and to alleviate the notation, let us set φ := RT (ÎkT (v)) =
RT (Π

k
T (v),Π

k
∂T
(v |∂T )). Using the definition (1.15) of RT , we infer that

(∇φ,∇q)L2(T ) = −(Π
k
T (v),∆q)L2(T ) + (Π

k
∂T (v |∂T ), nT ·∇q)L2(∂T )

= −(v,∆q)L2(T ) + (v, nT ·∇q)L2(∂T ) = (∇v,∇q)L2(T ),

for all q ∈ Pk+1
d
(T)⊥, since ∆q ∈ Pk−1

d
(T) ⊂ Pk

d
(T) and nT ·∇q ∈ Pk

d−1(FT ) (here, we use that all the faces
are planar so that nT is piecewise constant; projectors were removed owing to (1.11) and (1.12)). Moreover,
we have

(φ, 1)L2(T ) = (RT (ÎkT (v)), 1)L2(T ) = (Π
k
T (v), 1)L2(T ) = (v, 1)L2(T ),

owing to the definition of RT and ÎkT . These two identities prove that φ satisfies (1.18)-(1.19), so that
φ = Ek+1

T (v) for all v ∈ H1(T). Hence, Ek+1
T = RT ◦ ÎkT .
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1.3.2 Local stabilization
The main issue with the reconstruction operator is that ∇RT (v̂T ) = 0 does not imply that vT and
v∂T are constant functions taking the same value. Indeed, since #FT ≥ d + 1, we have dim(V̂k

T ) =

dim(Pk
d
) + dim(Pk

d−1)#FT ≥ dim(Pk
d
) + dim(Pk

d−1)(d + 1), and the rank theorem together with Lemma 1.4
give dim(ker(RT )) = dim(V̂k

T ) − dim(im(RT )) = dim(V̂k
T ) − dim(Pk+1

d
). Combining these two inequalities

and since dim(Pl
d′
) =

(l+d′
d′

)
, this shows that dim(ker(RT )) ≥ 1.

To fix this issue, a local stabilization operator is introduced. Among various possibilities, we focus on
an operator that maps V̂k

T to face-based functions S∂T : V̂k
T → Pk

d−1(FT ) such that for all v̂T ∈ V̂k
T ,

S∂T (v̂T ) := Πk
∂T

(
vT |∂T − v∂T +

(
(I − Πk

T )RT (v̂T )
)
|∂T

)
, (1.20)

where I is the identity operator. Letting δ∂T := vT |∂T − v∂T be the difference between the trace of the cell
component and the face component on ∂T , we observe that

RT (v̂T ) = RT (vT , vT |∂T ) − RT (0, δ∂T ) = vT − RT (0, δ∂T ). (1.21)

Since vT ∈ Pkd(T), the operator S∂T in (1.20) can be rewritten as follows:

S∂T (v̂T ) = Πk
∂T

(
δ∂T −

(
(I − Πk

T )RT (0, δ∂T )
)
|∂T

)
. (1.22)

This shows that S∂T (v̂T ) only depends (linearly) on the difference (vT |∂T − v∂T ). The role of S∂T is to
help enforce the matching between the trace of the cell component and the face component. In the discrete
problem, this matching is enforced in a least-squares manner (see Sect.1.4.1). In practice, computing
S∂T (v̂T ) requires to evaluate L2-orthogonal projections in the cell and on its faces, which entails inverting
the mass matrix in T , which is of size

(k+d
d

)
, and inverting the mass matrix in each face F ∈ FT , which is of

size
(k+d−1

d−1
)
.

Let us finally state an important stability result motivating the introduction of the operator S∂T . To this
purpose, we equip the space V̂k

T with the following H1-like seminorm: For all v̂T ∈ V̂k
T ,

|v̂T |
2
V̂ k
T

:= ‖∇vT ‖2L2(T )
+ h−1

T ‖vT − v∂T ‖
2
L2(∂T )

. (1.23)

Notice that |v̂T |V̂ k
T
= 0 implies that vT and v∂T are constant functions taking the same value. Then, as shown

in Sect. 2.2, there are 0 < α ≤ ω < +∞, independent of the mesh size h, such that for all T ∈ T and all
v̂T ∈ V̂k

T ,

α |v̂T |
2
V̂ k
T

≤ ‖∇RT (v̂T )‖
2
L2(T )

+ h−1
T ‖S∂T (v̂T )‖

2
L2(∂T )

≤ ω |v̂T |
2
V̂ k
T

. (1.24)

1.3.3 Example: lowest-order case
Let us briefly illustrate the above reconstruction and stabilization operators in the lowest-order case where
k = 0. Then, for all v̂T := (vT , v∂T ) ∈ V̂0

T , vT is constant on T and v∂T is piecewise constant on ∂T .
Moreover, ∇RT (v̂T ) is a constant vector in T , RT (v̂T ) ∈ P

1
d
(T), and S∂T (v̂T ) is piecewise constant on ∂T .

Proposition 1.5 (Lowest-order realization). Assume k = 0. Let T ∈ T . Let xT be the barycenter of T and
xF that of the face F ∈ FT . For all v̂T := (vT , v∂T ) ∈ V̂0

T , setting vF := v∂T |F for all F ∈ FT , we have

∇RT (v̂T ) =
∑
F ∈FT

|F |
|T |
(vF − vT )nT |F, (1.25)

RT (v̂T )(x) = vT + ∇RT (v̂T )·(x − xT ), ∀x ∈ T, (1.26)
S∂T (v̂T ) |F = vT − vF − ∇RT (v̂T )·(xT − xF ), ∀F ∈ FT . (1.27)
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1.4 Assembly and static condensation

Proof. The proof revolves around the fact that any polynomial q ∈ P1
d
(T) is such that q(x) = q̄T+Gq ·(x−xT )

for all x ∈ T , where q̄T is the mean-value of q in T and Gq := ∇q is a constant vector in T . Using (1.17)
and ∇vT = 0 gives for all q ∈ P1

d
(T),

|T |∇RT (v̂T )·Gq = (∇RT (v̂T ),∇q)L2(T ) = (∇vT ,∇q)L2(T )− (vT − v∂T , nT ·∇q)L2(∂T )

=
∑
F ∈FT

|F |(vF − vT )nT |F ·Gq .

Since Gq can be chosen arbitrarily in Rd , this proves (1.25). The expression (1.26) then follows from
the above characterization of polynomials in P1

d
(T) and (1.16). Finally, since Π0

T (RT (v̂T )) = vT and
Π0

F (RT (v̂T )) = vT +∇RT (v̂T )·(xF − xT ) for all F ∈ FT , inserting these expressions into (1.20) yields (1.27).

The idea of reconstructing a gradient in each mesh cell by means of (1.25) and adding a stabilization
proportional to (1.27) has been considered in the hybrid finite volume (HFV) method from [97].

1.4 Assembly and static condensation
In this section, we present the discrete problem resulting from the HHO approximation of the weak prob-
lem (1.2). We then highlight the algebraic realization of the discrete problem and show that the cell
unknowns can be eliminated locally by a Schur complement technique often called static condensation.

1.4.1 The discrete problem
The discrete problem is formulated by means of a discrete bilinear form ah : V̂k

h
× V̂k

h
→ R which is

assembled cellwise in the same spirit as in the finite element method. Thus, for all v̂h, ŵh ∈ V̂k
h
, we set

ah(v̂h, ŵh) :=
∑
T ∈T

aT (v̂T , ŵT ), (1.28)

where we recall that v̂T ∈ V̂k
T (resp., ŵT ∈ V̂k

T ) collects the components of v̂h (resp., ŵh) associated with the
cell T ∈ T and the faces F ∈ FT composing its boundary. The local bilinear form aT : V̂k

T × V̂k
T → R is

devised by using the local reconstruction and stabilization operators introduced in the previous section by
setting

aT (v̂T , ŵT ) := (∇RT (v̂T ),∇RT (ŵT ))L2(T ) + h−1
T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ). (1.29)

The first term on the right-hand side is the counterpart of the local term (∇v,∇w)L2(T ) in the exact bilinear
form a, whereas the second term acts as a stabilization that weakly enforces the matching between the trace
of the cell unknowns and the face unknowns. Notice that the scaling by h−1

T makes both terms in (1.29)
dimensionally consistent and, at the same time, ensures optimally-decaying error estimates (see Chapter 2).
Defining the piecewise polynomial space Pk+1

d
(T ) := {v ∈ L2(Ω) | v |T ∈ P

k+1
d
(T), ∀T ∈ T }, the global

reconstruction operator RT : V̂k
h
→ Pk+1

d
(T ) is such that

RT(v̂h) |T := RT (v̂T ), ∀v̂h ∈ V̂k
h , ∀T ∈ T . (1.30)

We also define the global stabilization bilinear form sh : V̂k
h
× V̂k

h
→ R such that

sh(v̂h, ŵh) :=
∑
T ∈T

h−1
T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ). (1.31)

7
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The discrete bilinear form ah can then be rewritten as follows:

ah(v̂h, ŵh) = (∇TRT(v̂h),∇TRT(ŵh))L2(Ω) + sh(v̂h, ŵh), (1.32)

with the broken gradient operator ∇T acting locally in every mesh cell.
We enforce strongly the homogeneousDirichlet boundary condition by zeroing out the discrete unknowns

associated with the boundary faces, i.e., we consider the subspace

V̂k
h,0 := Vk

T
× Vk
F,0, Vk

F,0 := {vF ∈ Vk
F
| vF = 0, ∀F ∈ F ∂}. (1.33)

The discrete problem is as follows:{
Find ûh ∈ V̂k

h,0 such that
ah(ûh, ŵh) = `(wT), ∀ŵh := (wT,wF) ∈ V̂k

h,0.
(1.34)

Notice that only the cell component of the test function ŵh is used to evaluate the load term since `(wT) :=
( f ,wT)L2(Ω) =

∑
T ∈T( f ,wT )L2(T ) (we keep the same symbol ` for simplicity). A more subtle treatment

of the load term is needed if one works with loads in the dual Sobolev space H−1(Ω) (see [95] for further
insight).

To establish the well-posedness of (1.34), we prove that the bilinear form ah is coercive on V̂k
h,0. To this

purpose, we equip this space with a suitable norm. Recall the H1-like seminorm |·|V̂ k
T
defined in (1.23).

Lemma 1.6 (Norm). The following map defines a norm on V̂k
h,0:

V̂k
h,0 3 v̂h 7−→ ‖v̂h ‖V̂ k

h,0
:=

( ∑
T ∈T

|v̂T |
2
V̂ k
T

) 1
2

∈ [0,+∞). (1.35)

Proof. The only nontrivial property to verify is the definiteness of the map. Let v̂h ∈ V̂k
h,0 be such that

‖v̂h ‖V̂ k
h,0
= 0, i.e., |v̂T |V̂ k

T
= 0 for all T ∈ T . Owing to (1.23), we infer that vT and v∂T are constant functions

taking the same value in each mesh cell. On cells having a boundary face, this value must be zero since vF
vanishes on the boundary faces. We can repeat the argument for the cells sharing an interface with those
cells, and we can move inward and reach all the cells in T by repeating this process a finite number of times.
Thus, v̂h = (0, 0) ∈ V̂k

h,0.

Lemma 1.7 (Coercivity and well-posedness). The bilinear form ah is coercive on V̂k
h,0, and the discrete

problem (1.34) is well-posed.

Proof. The coercivity of ah follows by summing the lower bound in (1.24) over the mesh cells, which yields

ah(v̂h, v̂h) ≥ α ‖v̂h ‖2V̂ k
h,0
, ∀v̂h ∈ V̂k

h,0. (1.36)

Well-posedness is a consequence of the Lax–Milgram lemma.

Standard convexity arguments show that the weak solution u ∈ V = H1
0 (Ω) to (1.2) is the unique

minimizer in V of the energy functional

E : V 3 v 7−→
1
2
‖∇v‖2

L2(Ω)
− `(v) ∈ R. (1.37)

The HHO solution ûh ∈ V̂k
h,0 of (1.34) can also be characterized as the unique minimizer in V̂k

h,0 of a suitable
energy functional, namely

Eh : V̂k
h,0 3 v̂h 7−→

1
2
‖∇TRT(v̂h)‖2L2(Ω)

+
1
2

sh(v̂h, v̂h) − `(vT) ∈ R. (1.38)
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Proposition 1.8 (HHO energy minimization). Let Eh : V̂k
h,0 → R be defined in (1.38). Then ûh ∈ V̂k

h,0
solves (1.34) if and only if ûh minimizes Eh in V̂k

h,0.

Proof. Owing to the coercivity of the discrete bilinear form ah established in Lemma 1.7, the discrete energy
functional Eh is strongly convex in V̂k

h,0. Moreover, this functional is Fréchet-differentiable at any v̂h ∈ V̂k
h,0,

and a straightforward calculation shows that for all ŵh ∈ V̂k
h,0, DEh(v̂h)[ŵh] = ah(v̂h, ŵh) − `(wT). This

proves the claimed equivalence.

To streamline the presentation, we postpone the statement and proof of themain error estimates regarding
the HHOmethod to the next chapter. At this stage, we merely announce that, under reasonable assumptions,
the (broken) H1-seminorm of the error decays as O(hk+1) and the L2-norm of the error decays as O(hk+2)

where h denotes the mesh size. More precise statements can be found in Sect. 2.4-2.5. A residual-based a
posteriori error analysis can be found in [83].

Remark1.9 (Faceunknowns). Consider the energy functionalEF,0(vT, ·) : Vk
F,0 → R such thatEF,0(vT, ·) =

1
2 ‖∇RT(vT, ·)‖2L2(Ω)

+ 1
2 sh((vT, ·), (vT, ·)) for all vT ∈ Vk

T
. Elementary arguments show that EF,0(vT, ·) ad-

mits a unique minimizer in Vk
F,0 which we denote v∗

F
(vT) ∈ Vk

F,0 for all vT ∈ Vk
T
. Let ET : Vk

T
→ R be the

energy functional such that ET(vT) := Eh(vT, v∗F(vT)). Then, ûh = (uT, uF) ∈ V̂k
h,0 solves (1.34) if and only

if uF = v∗
F
(uT) and uT is the unique minimizer of ET in Vk

T
. �

1.4.2 Algebraic realization

Let Nk
T

:= dim(Vk
T
) =

(k+d
d

)
#T and let Nk

F,0 := dim(Vk
F,0) =

(k+d−1
d−1

)
#F ◦. Let (UT,UF) ∈ RN k

T
×N k
F,0 be the

component vectors of the discrete solution ûh := (uT, uF) ∈ V̂k
h,0 once bases {ϕi}1≤i≤N k

T
and {ψj}1≤ j≤N k

F,0

for Vk
T
and Vk

F,0, respectively, have been chosen. (Notice that the components of UF are attached only to

the mesh interfaces.) Let FT ∈ RN k
T have components given by Fi := ( f , ϕi)L2(Ω) for all 1 ≤ i ≤ Nk

T
. The

algebraic realization of (1.34) is [
ATT ATF
AFT AFF

] [
UT
UF

]
=

[
FT
0

]
, (1.39)

where the symmetric positive-definite stiffness matrix A is of size Nk
T
+ Nk

F,0 and is composed of the blocks
ATT , ATF , AFT , AFF associated with the bilinear form ah and the cell and face basis functions. Assume
that the basis functions associated with a given cell or face are ordered consecutively. Then the submatrix
ATT is block-diagonal, whereas this is not the case for the submatrix AFF since the entries attached to
faces belonging to the same cell are coupled together. A computationally effective way to solve the linear
system (1.39) is to eliminate locally the cell unknowns and solve first for the face unknowns. Defining the
Schur complement matrix

As
FF

:= AFF − AFTA−1
TTATF, (1.40)

the global transmission problem coupling all the face unknowns is

As
FF

UF = −AFTA−1
TTFT . (1.41)

This linear system is only of size Nk
F,0. Once it is solved, one recovers locally the cell unknowns by using

that UT = A−1
TT
(FT − ATFUF). This procedure is called static condensation.

It can be instructive to reformulate the above manipulations by working directly on the discrete bilinear
forms aT and the discrete HHOunknowns. To this purpose, for everymesh cellT ∈ T , we defineUµ ∈ P

k
d
(T)

9
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for all µ ∈ Pk
d−1(FT ), and we define Ur ∈ P

k
d
(T) for all r ∈ L2(T) as follows:

aT ((Uµ, 0), (q, 0)) := −aT ((0, µ), (q, 0)), ∀q ∈ Pkd(T), (1.42)

aT ((Ur, 0), (q, 0)) := (r, q)L2(T ), ∀q ∈ Pkd(T). (1.43)

These problems are well-posed since aT is coercive on Pk
d
(T)×{0} owing to (1.24).

Proposition 1.10 (Transmission problem). The pair ûh := (uT, uF) ∈ V̂k
h,0 solves the HHO problem (1.34)

if and only if the cell component satisfies uT = Uu∂T +Uf|T for all T ∈ T , and the face component uF ∈ Vk
F,0

solves the following global transmission problem:∑
T ∈T

aT ((Uu∂T , u∂T ), (Uw∂T ,w∂T )) =
∑
T ∈T

( f ,Uw∂T )L2(T ), ∀wF ∈ Vk
F,0. (1.44)

Proof. (i) Assume that ûh solves (1.34). Let T ∈ T and wT ∈ P
k
d
(T). Since aT ((uT , u∂T ), (wT , 0)) =

( f ,wT )L2(T ) = aT ((Uf|T , 0), (wT , 0)), we infer that

aT ((uT −Uf|T , u∂T ), (wT , 0)) = 0 = aT ((Uu∂T , u∂T ), (wT , 0)),

showing that uT −Uf|T = Uu∂T . This implies that for all w∂T ∈ Pkd−1(FT ),

aT ((Uu∂T , u∂T ), (Uw∂T ,w∂T )) = aT ((uT , u∂T ), (Uw∂T ,w∂T )) − aT ((Uf|T , 0), (Uw∂T ,w∂T ))

= aT ((uT , u∂T ), (Uw∂T ,w∂T )),

where we used the symmetry of aT and aT (Uw∂T ,w∂T ), (q, 0)) = 0 for all q ∈ Pk
d
(T). Summing over T ∈ T

and using (1.34) shows that uF solves (1.44).
(ii) Assume that uF solves (1.44). Let ŵh ∈ V̂k

h,0. Setting ûT := (uT , u∂T ) := (Uf|T , 0) + (Uu∂T , u∂T ) for all
T ∈ T , we infer that

aT (ûT , ŵT ) = aT ((Uf|T , 0) + (Uu∂T , u∂T ), (wT −Uw∂T , 0))

+ aT ((Uf|T , 0) + (Uu∂T , u∂T ), (Uw∂T ,w∂T ))

= aT ((Uf|T , 0), (wT −Uw∂T , 0)) + ( f ,Uw∂T )L2(T )

+ aT ((Uu∂T , u∂T ), (Uw∂T ,w∂T )) − ( f ,Uw∂T )L2(T )

= ( f ,wT )L2(T ) + aT ((Uu∂T , u∂T ), (Uw∂T ,w∂T )) − ( f ,Uw∂T )L2(T ),

using that aT ((Uu∂T , u∂T ), (yT , 0)) = 0 for all yT ∈ Pkd(T), a similar argument for (Uw∂T ,w∂T ) together with
the symmetry of aT , and the definition of Uf|T . Summing over T ∈ T and using (1.44) shows that ûh
solves (1.34).

1.5 Flux recovery and embedding into HDG methods

In this section, following [62], we uncover equilibrated fluxes in the HHO method. These fluxes, which are
associated with all the faces of every mesh cell, are in equilibrium at every mesh interface and are balanced
in every mesh cell with the source term. With these fluxes in hand, we embed HHO methods into the broad
class of hybridizable discontinuous Galerkin (HDG) methods.
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1.5.1 Flux recovery
Let S̃∂T : Pk

d−1(FT ) → Pk
d−1(FT ) for all T ∈ T be defined such that

S̃∂T (µ) := Πk
∂T

(
µ −

(
(I − Πk

T )RT (0, µ)
)
|∂T

)
, (1.45)

so that the stabilization operator satisfies S∂T (v̂T ) = S̃∂T (vT |∂T − v∂T ) (see (1.22)). By definition, the
adjoint of S̃∂T , say S̃∗

∂T
: Pk

d−1(FT ) → Pk
d−1(FT ), is such that (S̃∗

∂T
(λ), µ)L2(∂T ) = (λ, S̃∂T (µ))L2(∂T ) for all

λ, µ ∈ Pk
d−1(FT ). The numerical fluxes of a pair v̂h ∈ V̂k

h
at the boundary of every mesh cell T ∈ T are

defined as
φ∂T (v̂T ) := −nT ·∇RT (v̂T ) |∂T + h−1

T (S̃
∗
∂T ◦ S̃∂T )(vT |∂T − v∂T ) ∈ Pkd−1(FT ). (1.46)

Proposition 1.11 (HHO rewriting with fluxes). Let ûh ∈ V̂k
h,0 solve (1.34) and let the numerical fluxes

φ∂T (ûT ) ∈ Pkd−1(FT ) be defined as in (1.46) for all T ∈ T . The following holds:
(i) Equilibrium at every mesh interface F = ∂T− ∩ ∂T+ ∩ HF ∈ F

◦:

φ∂T− (ûT− ) |F + φ∂T+ (ûT+ ) |F = 0. (1.47)

(ii) Balance with the source term in every mesh cell T ∈ T :

(∇RT (ûT ),∇q)L2(T ) + (φ∂T (ûT ), q)L2(∂T ) = ( f , q)L2(T ), ∀q ∈ Pkd(T). (1.48)

(iii) (1.47)-(1.48) are an equivalent rewriting of (1.34) that fully characterizes the HHO solution ûh ∈ V̂k
h,0.

Proof. (i) Let F ∈ F ◦. The identity (1.47) is proved by taking a test function ŵh in (1.34) whose only
nonzero component is attached to the interface F. Let wF ∈ Pk

d−1(F) and take ŵh := (0,wF) with
wF := (δF,F′wF )F′∈F , where δF,F′ is the Kronecker delta. This is a legitimate test function, i.e., ŵh ∈ V̂k

h,0.
Letting TF := {T−,T+}, and using the definitions of ah and aT , we infer that

0 =
∑
T ∈TF

aT (ûT , (0,w∂T ))

=
∑
T ∈TF

(∇RT (ûT ),∇RT (0,w∂T ))L2(T ) − h−1
T (S̃∂T (uT |∂T − u∂T ), S̃∂T (w∂T ))L2(∂T ).

Using that (∇RT (ûT ),∇RT (0,w∂T ))L2(T ) = (nT ·∇RT (ûT ),wF )L2(F) and the definition of the adjoint operator
S̃∗
∂T

then gives

0 =
∑
T ∈TF

(nT ·∇RT (ûT ),wF )L2(F) − h−1
T ((S̃

∗
∂T ◦ S̃∂T )(uT |∂T − u∂T ),wF )L2(F)

=
∑
T ∈TF

(φ∂T (ûT ),wF )L2(F).

Since φ∂T (ûT ) |F ∈ Pkd−1(F) for all T ∈ TF and wF is arbitrary in Pk
d−1(F), we conclude that (1.47) holds

true.
(ii) Let T ∈ T . The identity (1.48) is proved by taking a test function ŵh in (1.34) whose only
nonzero component is attached to the mesh cell T . Let q ∈ Pk

d
(T) and take ŵh := (wT, 0) with

wT := (δT,T ′q)T ′∈T , so that wT = q. This is a legitimate test function, i.e., ŵh ∈ V̂k
h,0. Since (1.15)

implies that (∇RT (ûT ),∇RT (ŵT ))L2(T ) = (∇RT (ûT ),∇q)L2(T ) − (nT ·∇RT (ûT ), q)L2(∂T ), we have

( f , q)L2(T ) = aT (ûT , ŵT )

= (∇RT (ûT ),∇RT (ŵT ))L2(T ) + h−1
T (S̃∂T (uT |∂T − u∂T ), S̃∂T (q))L2(∂T )

= (∇RT (ûT ),∇q)L2(T ) + (−nT ·∇RT (ûT ) + h−1
T (S̃

∗
∂T ◦ S̃∂T )(uT |∂T − u∂T ), q)L2(∂T )

= (∇RT (ûT ),∇q)L2(T ) + (φ∂T (ûT ), q)L2(∂T ).

11
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(iii) The last assertion is a direct consequence of the above two proofs since the considered test functions
span V̂k

h,0.

1.5.2 Embedding into HDG methods
HDG methods were introduced in [64] (see also [61] for an overview). In such methods, one approximates
a triple, whereas one approximates a pair in HHO methods. Let us consider the dual variable σ := −∇u
(sometimes called flux), the primal variable u, and its trace λ := u |F on the mesh faces. HDG methods
approximate the triple (σ, u, λ) by introducing some local spaces ST , VT , and VF for all T ∈ T and all
F ∈ F , and by defining a numerical flux trace that includes a stabilization operator. Defining the global
spaces

ST := {τT := (τT )T ∈T ∈ L2(Ω) | τT ∈ ST , ∀T ∈ T }, (1.49)

VT := {vT := (vT )T ∈T ∈ L2(Ω) | vT ∈ VT , ∀T ∈ T }, (1.50)

VF := {µF := (µF )F ∈F ∈ L2(F ) | µF ∈ VF, ∀F ∈ F }, (1.51)

as well as VF,0 := {µF ∈ VF | µF = 0, ∀F ∈ F ∂}, the HDG method consists in seeking the triple
(σT, uT, λF) ∈ ST×VT×VF,0 such that the following holds true:

(σT , τT )L2(T ) − (uT ,∇·τT )L2(T ) + (λ∂T , τT ·nT )L2(∂T ) = 0, (1.52)
− (σT ,∇wT )L2(T ) + (φ∂T ·nT ,wT )L2(∂T ) = ( f ,wT )L2(T ), (1.53)
([[φ∂T]]·nF, µF )L2(F) = 0, (1.54)

for all (τT ,wT , µF ) ∈ ST×VT×VF , all T ∈ T , and all F ∈ F ◦, with λ∂T := (λF )F ∈FT , the HDG numerical
flux trace φ∂T := (φ∂T )T ∈T such that

φ∂T := σT |∂T + shdg
∂T (uT |∂T − λ∂T )nT , ∀T ∈ T , (1.55)

the normal jump across the interface F = ∂T− ∩ ∂T+ ∩ HF ∈ F
◦ defined by

[[φ∂T]]·nF :=
(
φ∂T− |F − φ∂T+ |F

)
·nF =

(
φ∂T− ·nT−

)
|F +

(
φ∂T+ ·nT+

)
|F, (1.56)

(i.e., nF := nT− |F = −nT+ |F ), and finally, shdg
∂T

is a linear stabilization operator (to be specified). The
equation (1.52) is the discrete counterpart of σ = −∇u, the equation (1.53) that of ∇·σ = f , and the
equation (1.54) weakly enforces the continuity of the normal component of the numerical flux trace across
the mesh interfaces.

Within the above setting, HDG methods are realized by choosing the local spaces ST , VT , VF , and the
HDG stabilization operator s∂T . Following [62], let us apply this paradigm to the HHO method.

Proposition 1.12 (HHO asHDGmethod). The HHOmethod studied above is rewritten as an HDGmethod
by taking

ST := ∇Pk+1
d (T), VT := Pkd(T), VF := Pkd−1(F), (1.57)

and the HDG stabilization operator

shdg
∂T (v) := h−1

T (S̃
∗
∂T ◦ S̃∂T )(v), ∀v ∈ V∂T :=

?
F ∈FT

VF . (1.58)

The HDG dual variable is then σT = −∇RT (ûT ), the HDG trace variable is λ∂T = u∂T , and the HDG
numerical flux trace satisfies φ∂T ·nT = φ∂T (ûT ) for all T ∈ T .

12
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Proof. Owing to the choice (1.57) for the local spaces and the definition of the reconstruction operator,
(1.52) can be rewritten (σT +∇RT (uT , λ∂T ), τT )L2(T ) = 0 for all τT ∈ ST . Since σT +∇RT (uT , λ∂T ) ∈ ST ,
this implies that σT = −∇RT (uT , λ∂T ). The rest of the proof is a direct consequence of the identities derived
in Proposition 1.11.

HHO methods were devised independently of HDG methods by adopting the primal viewpoint outlined
in Sect. 1.3-1.4, i.e., without introducing a dual variable explicitly. The analysis of HHO methods (see
the next chapter) relies on the approximation properties of L2-orthogonal and elliptic projections, whereas
the analysis of HDG methods generally invokes a specific projection operator using Raviart–Thomas finite
elements [65] (see also [87]). Furthermore, the HHO stabilization operator from [77, 79] did not have, at
the time of its introduction, a counterpart in the setting of HDG methods. Indeed, this operator uses the
reconstruction operator, so that at any point x ∈ ∂T , s∂T (v)(x) depends on the values taken by v over the
whole boundary ∂T . Instead, the HDG stabilization operator often acts pointwise, that is, s∂T (v)(x) only
depends on the value taken by v at x. The HHO stabilization operator delivers optimal error estimates
for all k ≥ 0 even on polyhedral meshes. Achieving this result for HDG methods with a stabilization
operator acting pointwise requires a subtle design of the local spaces, as explored for instance in [66]. The
Lehrenfeld–Schöberl stabilization [115, 116] for HDG+ methods (where the cell unknowns are one degree
higher than the face unknowns) is of different nature since s∂T (v)(x) depends on the values taken by v on
the face containing x. This operator is considered in the context of HHO methods in Sect. 3.2.1.

Remark 1.13 (Weak Galerkin). The weak Galerkin (WG) method introduced in [148, 149] can also
be embedded into the setting of HDG methods, as shown in [61, Sect. 6.6]. The gradient of the HHO
reconstruction operator is called weak gradient in the WG method (not to be confused with the weak
gradient in functional analysis). HHO and WG methods were developed independently. In WG methods,
the stabilization operator is often based on plain least-squares penalties. A WG method with Lehrenfeld–
Schöberl stabilization was considered in [125]. �

1.6 One-dimensional setting
This section briefly outlines the HHOmethod in 1D. The model problem is then −u′′ = f inΩ := (a, b)with
the boundary conditions u(a) = u(b) = 0. We enumerate the mesh vertices as (xi)0≤i≤N+1 with x0 := a,
xN+1 := b. Let Ti := (xi, xi+1) be a generic mesh cell of size hi for all 0 ≤ i ≤ N . In 1D, the HHO method
simplifies since the face unknowns reduce to one real number attached to everymesh vertex. Thus, the choice
of the polynomial degree is only relevant to the cell unknowns which are denoted by uT := (ui := uTi )0≤i≤N
with ui ∈ Pk1 (Ti) for all 0 ≤ i ≤ N . The face unknowns are denoted by uF := λ := (λi)0≤i≤N+1 with λi ∈ R
for all 0 ≤ i ≤ N + 1, and λ0 = λN+1 = 0 owing to the homogeneous Dirichlet boundary condition. We
use the (obvious) notation λ ∈ RN+2

0,0 for the face unknowns. It is convenient to define the piecewise affine
polynomial π1

λ : Ω→ R such that π1
λ(xi) = λi for all 0 ≤ i ≤ N + 1.

Let us first consider the case k = 0. Then, on the cell Ti , the discrete unknowns are the real number ui
attached to the cell and the two real numbers (λi, λi+1) attached to the two endpoints of the cell. A direct
computation shows that R′Ti (ui, (λi, λi+1)) = h−1

i (λi+1 − λi) and S∂T i (ui, (λi, λi+1)) = ui − 1
2 (λi + λi+1) at

both endpoints of Ti . The local discrete equations are for all (vi)0≤i≤N and all (µi)0≤i≤N+1,∑
0≤i≤N

(
h−1
i (λi+1 − λi)(µi+1 − µi) + 2h−1

i

(
ui − 1

2 (λi + λi+1)
) (
vi −

1
2 (µi + µi+1)

) )
=

∑
0≤i≤N

hi f̄ivi, (1.59)

where f̄i denotes the mean-value of f over Ti . Taking first vi = 1
2 (µi + µi+1) for all 0 ≤ i ≤ N leads to∑

0≤i≤N
h−1
i (λi+1 − λi)(µi+1 − µi) =

∑
0≤i≤N

hi f̄i
1
2
(µi + µi+1), (1.60)
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which is nothing but the transmission problem identified in Proposition 1.10. Using the piecewise affine
polynomials π1

λ and π
1
µ, (1.60) can be rewritten as∫

Ω

(π1
λ)
′(π1

µ)
′ dx =

∫
Ω

Π
0
T
( f )π1

µ dx, ∀µ ∈ RN+2
0,0 , (1.61)

where we recall that Π0
T
is the L2-orthogonal projection onto piecewise constant functions. We recognize

in (1.61) the usual finite element discretization of the 1D model problem, up to the projection of the source
term. The algebraic realization of (1.61) is AΛ = F, where A is the tridiagonal matrix of size N with entries
(−h−1

i−1, h
−1
i−1 + h−1

i ,−h−1
i ), Λ ∈ R

N is the vector formed by the λi’s at the interior vertices, and F ∈ RN has
components given by Fi := 1

2 (hi−1 f̄i−1 + hi f̄i) for all 1 ≤ i ≤ N . Once the λi’s have been computed, the
cell unknowns are recovered from (1.59) by taking arbitrary cell test functions and zero face test functions.
This gives ui = 1

2 h2
i f̄i + 1

2 (λi + λi+1) for all 0 ≤ i ≤ N .
A remarkable fact for the HHO method in 1D is that the global transmission problem is the same for all

k ≥ 1. Thus, only the way to post-process locally the face unknowns in order to compute the cell unknowns
changes if one modifies the polynomial degree.

Proposition 1.14 (Transmission problem in 1D, k ≥ 1). For all k ≥ 1, the global transmission problem
is: Find λ ∈ RN+2

0,0 such that ∫
Ω

(π1
λ)
′(π1

µ)
′ dx =

∫
Ω

f π1
µ dx, ∀µ ∈ RN+2

0,0 . (1.62)

Proof. Since k ≥ 1, we can consider the pair (π1
µ, µ) as a test function in the HHO method for all µ ∈ RN+2

0,0 .
Since the trace of the cell component equals the face component at every mesh vertex, we infer that
RTi (π

1
µ |Ti

, (µi, µi+1)) = π1
µ |Ti
∈ P1

1(Ti), and hence (recall that k ≥ 1), S∂T i (π
1
µ |Ti

, (µi, µi+1)) = 0 for all
0 ≤ i ≤ N . Using these identities in the HHO method and letting ri := RTi (ui, (λi, λi+1)) ∈ P

k+1
1 (Ti) gives∑

0≤i≤N
(r ′i , (π

1
µ |Ti
)′)L2(Ti ) =

∫
Ω

f π1
µ dx.

Since (π1
µ |Ti
)′ is constant, it only remains to show that ri(xi) = λi and ri(xi+1) = λi+1. This is a remarkable

property of the reconstruction in 1D for k ≥ 1. To prove this fact, we observe that the definition of the
reconstruction implies that for all q ∈ Pk+1

1 (Ti)
⊥,(

ri(xi+1) − λi+1
)
q′(xi+1) −

(
ri(xi) − λi

)
q′(xi) =

∫
Ti

(ri − ui)q′′ dx.

Since k ≥ 1, we can take any polynomial q ∈ P2
1(Ti)

⊥. Recalling that
∫
Ti
(ri − ui) dx = 0 by definition, the

claim follows by taking q ∈ P2
1(Ti)

⊥ such that q′(x) = h−1
i (x − xi) and then such that q′(x) = h−1

i (xi+1 − x)
for all x ∈ Ti .

Remark 1.15 (Comparison with FEM). The HHO method with cell unknowns of degree at most k has
as many discrete unknowns as the finite element method based on continuous, piecewise polynomials of
degree at most (k + 2). This latter method is more efficient to use since it delivers error estimates with
one-order higher convergence rate while it is also amenable to static condensation. �
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Chapter 2

Mathematical aspects

The objective of this chapter is to put the HHO method presented in the previous chapter on a firm
mathematical ground. In particular, we prove the key stability and convergence results announced in the
previous chapter.

2.1 Mesh regularity and basic analysis tools
In this section, we give an overview of the basic mathematical notions underlying the analysis of HHO
methods: mesh regularity, functional and discrete inverse inequalities, and polynomial approximation
properties in Sobolev spaces.

2.1.1 Mesh regularity
Recall that a mesh T is composed of polyhedral mesh cells, and hT denotes the mesh size, i.e., the largest
diameter of the cells in T . For simplicity, we assume that Ω is a polyhedron in Rd , d ≥ 2, so that any mesh
covers Ω exactly, i.e., there is no error in the geometric representation of the computational domain. We
address the case of a domain with a curved boundary in Sect. 3.2.2. We recall that, by assumption, the mesh
faces are planar. This property is used to assert that the normal derivative of a d-variate polynomial at a cell
boundary is a piecewise (d − 1)-variate polynomial.

Since we are interested in a convergence process where the meshes are successively refined, we consider
a mesh sequence T, that is, a countable family of meshes such that 0 is the unique accumulation point of
{hT}T∈T . The notion of shape-regularity of a mesh sequence is crucial when performing the convergence
analysis of any discretization method, since it is instrumental to derive fundamental results on polynomial
approximation in the mesh cells, as well as various discrete inverse and functional inequalities. In the simple
case where every mesh T ∈ T is composed of simplices (without hanging nodes), the notion of regularity
goes back to Ciarlet [57]: the mesh sequence is said to be shape-regular if there exists a shape-regularity
parameter ρ > 0 such that for all T ∈ T and all T ∈ T with diameter hT , ρhT ≤ rT , where rT denotes
the inradius of the simplex T . In the more general case of meshes composed of polyhedral cells, the mesh
sequence is said to be shape-regular if (i) any mesh T ∈ T admits a matching simplicial submesh ST
such that any cell (or face) of ST is a subset of a cell (or at most one face) of T and (ii) there exists a
shape-regularity parameter ρ > 0 such that for all T ∈ T and all T ∈ T and all S ∈ ST such that S ⊂ T ,
we have ρhS ≤ rS and ρhT ≤ hS . The idea of considering a simplicial submesh to define the regularity of
a polyhedral mesh sequence is rather natural. It was considered, e.g., in [28] and in [76] in the context of
discontinuous Galerkin methods. This is also the approach followed in the seminal works on HHO methods
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[79, 77]. We notice that more general approaches are available, for instance to handle meshes with cells
having some very small faces [40, 39].

In what follows, it is implicitly understood that any mesh belongs to a shape-regular mesh sequence,
and we do not mention explicitly the mesh sequence. For simplicity, the mesh size is then denoted by h.
Moreover, we use the symbol C to denote a generic constant whose value can change at each occurrence as
long as it is uniform in the mesh sequence, so that it is, in particular, independent of the mesh size h. The
value of C can depend on the domainΩ and the regularity assumptions on the exact solution, the underlying
polynomial degree (e.g., the one used in the HHO method), and the shape-regularity parameter ρ of the
mesh sequence.

2.1.2 Functional and discrete inverse inequalities
Let S be a subset of Ω (typically, S is composed of a collection of mesh cells). For any locally integrable
function v : S → R, ∂αv denotes the weak partial derivative of v with multi-index α := (α1, . . . , αd) ∈ N

d

of length |α | := α1 + . . . + αd . Let m ∈ N and recall the Sobolev space Hm(S) := {v ∈ L2(S) | ∂αv ∈
L2(S), ∀α ∈ Nd, |α | ≤ m} equipped with the following norm and seminorm:

‖v‖Hm(S) :=
( ∑
|α | ≤m

`
2 |α |
S
‖∂αv‖2

L2(S)

) 1
2
, |v |Hm(S) :=

( ∑
|α |=m

‖∂αv‖2
L2(S)

) 1
2
, (2.1)

where the length scale `S := diam(S) is introduced to be dimensionally consistent (notice that the norm
and seminorm have different scalings). In some cases, we shall also consider Sobolev spaces of fractional
order. Let s = m + σ ∈ (0,+∞) \ N with m := bsc ∈ N and σ := s − m ∈ (0, 1). We define Hs(S) := {v ∈
Hm(S) | |∂αv |Hσ (S) < +∞, ∀α ∈ Nd, |α | = m} with the Sobolev–Slobodeckij seminorm

|w |Hσ (S) :=
( ∫

S

∫
S

|w(x) − w(y)|2

‖x − y‖2σ+d
`2

dx dy
) 1

2

. (2.2)

We equipHs(S)with the seminorm |v |H s (S) :=
( ∑
|α |=m |∂

αv |2
Hσ (S)

) 1
2 and the norm ‖v‖H s (Ω) :=

(
‖v‖2

Hm(S)
+

`2s
S
|v |2

H s (S)

) 1
2 .

Let us now state two important functional inequalities valid on every mesh cell T ∈ T : the Poincaré–
Steklov inequality (a.k.a. Poincaré inequality; see [92, Rem. 3.32] for a discussion on the terminology) and
the multiplicative trace inequality.

Lemma 2.1 (Poincaré–Steklov inequality). There is Cps such that for all T ∈ T and all v ∈ H1(T),

‖v − Π0
T (v)‖L2(T ) ≤ CpshT ‖∇v‖L2(T ), (2.3)

where Π0
T (v) is the mean-value of v over T , i.e., the L2-orthogonal projection of v onto P0

d
(T). Moreover,

there is C such that for all s ∈ (0, 1), all T ∈ T and all v ∈ Hs(T),

‖v − Π0
T (v)‖L2(T ) ≤ Chs

T |v |H s (T ). (2.4)

Lemma 2.2 (Multiplicative trace inequality). There is C such that for all T ∈ T and all v ∈ H1(T),

‖v‖L2(∂T ) ≤ C
(
h
− 1

2
T ‖v‖L2(T ) + ‖v‖

1
2
L2(T )
‖∇v‖

1
2
L2(T )

)
. (2.5)

Moreover, for all s ∈ ( 12, 1), there is C such that for all T ∈ T and all v ∈ Hs(T),

‖v‖L2(∂T ) ≤ C
(
h
− 1

2
T ‖v‖L2(T ) + h

s− 1
2

T |v |H s (T )

)
. (2.6)

The constant C is uniform with respect to s as long as s is bounded away from 1
2 .
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Remark 2.3 (Literature). If the mesh cell T is a convex set, the Poincaré–Steklov inequality (2.3) holds
true with constant Cps =

1
π [132, 13]. In the general case, one decomposes T into the subsimplices resulting

from the shape-regularity assumption on the mesh. We refer the reader to [145, Sect. 2.3] and [91, Lem. 5.7]
for proofs of Poincaré–Steklov inequalities on composite elements and to [91, Lem. 7.1] for the fractional
Poincaré–Steklov inequality (2.4). The idea behind the proof of the multiplicative trace inequality (2.5) in
a simplex is to lift the trace using the lowest-order Raviart–Thomas polynomial associated with the face
in question (see [124, App. B] and [42, Thm. 4.1]). In a polyhedral cell, for each subface composing ∂T ,
one carves a subsimplex inside T having equivalent height (see, e.g., [76, Lem. 1.49]). For the fractional
multiplicative trace inequality, one considers a pullback to the reference simplex if T is a simplex [91,
Lem. 7.2], and one considers a subsimplex as above if T is polyhedral. �

In contrast to functional inequalities, discrete inverse inequalities are only valid in polynomial spaces,
and their proof hinges on norm equivalence in a finite-dimensional space. For this reason, discrete inverse
inequalities are proven first on a reference simplex and then a geometric mapping is invoked to pass to a
generic mesh simplex. In the case of a polyhedral mesh cell, one exploits its decomposition into a finite
number of subsimplices; we refer the reader, e.g., to [76, Lem. 1.44 & 1.46] for more details.

Lemma 2.4 (Discrete inverse inequalities). Let l ∈ N be the polynomial degree. There is C such that for
all T ∈ T and all q ∈ Pl

d
(T),

‖∇q‖L2(T ) ≤ Ch−1
T ‖q‖L2(T ), (2.7)

‖q‖L2(∂T ) ≤ Ch
− 1

2
T ‖q‖L2(T ). (2.8)

2.1.3 Polynomial approximation
The last question we need to address is how well it is possible to approximate a given function in some
Sobolev space by a polynomial. In the context of HHOmethods, it is sufficient to consider the approximation
by the L2-orthogonal projection.

Lemma 2.5 (Approximation by L2-projection). Let l ∈ N be the polynomial degree. Let Πl
T be the

L2-orthogonal projection onto Pl
d
(T). There is C such that for all r ∈ [0, l + 1], all m ∈ {0, . . . , brc}, all

T ∈ T , and all v ∈ Hr (T),
|v − Πl

T (v)|Hm(T ) ≤ Chr−mT |v |Hr (T ). (2.9)

Moreover, if r ∈ ( 12, l + 1] and r ∈ ( 32, l + 1], l ≥ 1, respectively, we have

‖v − Πl
T (v)‖L2(∂T ) ≤ Ch

r− 1
2

T |v |Hr (T ), ‖∇(v − Πl
T (v))‖L2(∂T ) ≤ Ch

r− 3
2

T |v |Hr (T ). (2.10)

Proof. The estimate (2.9) can be proved by standard arguments in a simplicial cell and by using the arguments
from the proof of [91, Lem. 5.6] in a polyhedral cell (the proof combines the Poincaré–Steklov inequalities
from Lemma 2.1 with a polynomial built using mean-values of the derivatives of v in T). Let us prove the
first bound in (2.10). If r ∈ [1, l + 1], we invoke the multiplicative trace inequality (2.5) which yields

‖v − Πl
T (v)‖L2(∂T ) ≤ C

(
h
− 1

2
T ‖v − Π

l
T (v)‖L2(T ) + h

1
2
T |v − Π

l
T (v)|H1(T )

)
.

The first term is bounded using (2.9) with m := 0 and the second term using (2.9) with m := 1 (this is
possible since brc ≥ 1). If instead r ∈ ( 12, 1), the triangle inequality, the discrete trace inequality (2.8), and
the bound ‖Πl

T (v) − Π
0
T (v)‖L2(T ) ≤ 2‖v − Π0

T (v)‖L2(T ) imply that

‖v − Πl
T (v)‖L2(∂T ) ≤ ‖v − Π

0
T (v)‖L2(∂T ) + ‖Π

l
T (v) − Π

0
T (v)‖L2(∂T )

≤ ‖v − Π0
T (v)‖L2(∂T ) + Ch

− 1
2

T ‖v − Π
0
T (v)‖L2(T ).
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Invoking the fractional multiplicative trace inequality (2.6) to bound the first term on the right-hand side, the
bound (2.10) follows from (2.9) with l = m := 0 and |v − Π0

T (v)|Hr (T ) = |v |Hr (T ). Finally, the proof of the
second bound in (2.10) is similar, up to the use of the discrete inverse inequality (2.7) together with (2.8).

2.2 Stability
Recall that for all T ∈ T , V̂k

T is equipped with the H1-like seminorm |v̂T |2V̂ k
T

:= ‖∇vT ‖2L2(T )
+ h−1

T ‖vT −

v∂T ‖
2
L2(∂T )

for all v̂T := (vT , v∂T ) ∈ V̂k
T (see (1.23)).

Lemma 2.6 (Stability). There are 0 < α ≤ ω < +∞ such that for all T ∈ T and all v̂T ∈ V̂k
T ,

α |v̂T |
2
V̂ k
T

≤ aT (v̂T , v̂T ) ≤ ω |v̂T |2V̂ k
T

, (2.11)

recalling that aT (v̂T , v̂T ) = ‖∇RT (v̂T )‖
2
L2(T )

+ h−1
T ‖S∂T (v̂T )‖

2
L2(∂T )

.

Proof. Let v̂T ∈ V̂k
T and set rT := RT (v̂T ).

(i) Lower bound. Let us first bound ‖∇vT ‖L2(T ). Taking q := vT −Π
0
T (vT ) in the definition (1.17) of rT and

using the Cauchy–Schwarz inequality leads to

‖∇vT ‖2L2(T )
= (∇rT ,∇vT )L2(T ) + (vT − v∂T , nT ·∇vT )L2(∂T )

≤ ‖∇rT ‖L2(T )‖∇vT ‖L2(T ) + h
− 1

2
T ‖vT − v∂T ‖L2(∂T )h

1
2
T ‖nT ·∇vT ‖L2(∂T ).

Invoking the discrete trace inequality (2.8) to bound ‖nT ·∇vT ‖L2(∂T ) gives

‖∇vT ‖L2(T ) ≤ C
(
‖∇rT ‖L2(T ) + h

− 1
2

T ‖vT − v∂T ‖L2(∂T )

)
. (2.12)

Let us now bound h−1
T ‖vT − v∂T ‖L2(∂T ). We have

‖Πk
∂T (((I − Π

k
T )rT ) |∂T )‖L2(∂T ) ≤ ‖(I − Π

k
T )rT ‖L2(∂T )

≤ Ch
− 1

2
T ‖(I − Π

k
T )rT ‖L2(T ) ≤ Ch

− 1
2

T ‖(I − Π
0
T )rT ‖L2(T ) ≤ Ch

1
2
T ‖∇rT ‖L2(T ), (2.13)

owing to the L2-stability ofΠk
∂T

, the discrete trace inequality (2.8), and the Poincaré–Steklov inequality (2.3)
(recall that the value of C can change at each occurrence). Using the definition (1.20) of S∂T and the fact
that vT |∂T − v∂T is in Pk

d−1(FT ), we infer that vT |∂T − v∂T = S∂T (v̂T ) − Πk
∂T
(((I − Πk

T )rT ) |∂T ). The triangle
inequality and (2.13) imply that

h
− 1

2
T ‖vT − v∂T ‖L2(∂T ) ≤ h

− 1
2

T ‖S∂T (v̂T )‖L2(∂T ) + C‖∇rT ‖L2(T ).

Combining this estimate with (2.12) proves the lower bound in (2.11).
(ii) Upper bound. Using the definition (1.17) of rT with q := rT − Π0

T (rT ) leads to ‖∇rT ‖2L2(T )
=

(∇vT ,∇rT )L2(T ) − (vT − v∂T , nT ·∇rT )L2(∂T ). Invoking the Cauchy–Schwarz inequality and the discrete
trace inequality (2.8) gives

‖∇rT ‖L2(T ) ≤ ‖∇vT ‖L2(T ) + Ch
− 1

2
T ‖vT − v∂T ‖L2(∂T ).

Moreover, the triangle inequality and the bound (2.13) imply that

h
− 1

2
T ‖S∂T (v̂T )‖L2(∂T ) ≤ h

− 1
2

T ‖vT − v∂T ‖L2(∂T ) + h
− 1

2
T ‖Π

k
∂T (((I − Π

k
T )rT ) |∂T )‖L2(∂T )

≤ h
− 1

2
T ‖vT − v∂T ‖L2(∂T ) + C‖∇rT ‖L2(T ).

Combining the above bounds proves the upper bound in (2.11).
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2.3 Consistency
Let us first prove that the stabilization operator leads to optimal approximation properties when combined
with the reduction operator ÎkT defined in (1.13). Recall that Ek+1

T denotes the elliptic projection operator
onto Pk+1

d
(T) (see Lemma 1.4).

Lemma 2.7 (Approximation property of S∂T ◦ ÎkT ). There is C such that for all T ∈ T and all v ∈ H1(T),

h
− 1

2
T ‖S∂T (Î

k
T (v))‖L2(∂T ) ≤ C‖∇(v − Ek+1

T (v))‖L2(T ), (2.14)

i.e., we have h
− 1

2
T ‖S∂T (Î

k
T (v))‖L2(∂T ) ≤ C minq∈Pk+1

d
(T ) ‖∇(v − q)‖L2(T ).

Proof. Let v ∈ H1(T) and set η := v − Ek+1
T (v). Owing to the definition (1.20) of S∂T , the definition (1.13)

of ÎkT , and since RT ◦ ÎkT = E
k+1
T (see Lemma 1.4), we have

S∂T (ÎkT (v)) = Π
k
∂T

(
Π

k
T (v) |∂T − Π

k
∂T (v |∂T ) + ((I − Π

k
T )E

k+1
T (v)) |∂T

)
= Πk

T (η) |∂T − Π
k
∂T (η |∂T ),

since Πk
∂T
(Πk

T (η) |∂T ) = Π
k
T (η) |∂T and Πk

∂T
◦ Πk

∂T
= Πk

∂T
. Invoking the triangle inequality, the L2-stability

of Πk
∂T

, the discrete trace inequality (2.8), and the L2-stability of Πk
T leads to (recall that the value of C can

change at each occurrence)

‖S∂T (ÎkT (v))‖L2(∂T ) ≤ ‖Π
k
T (η)‖L2(∂T ) + ‖Π

k
∂T (η |∂T )‖L2(∂T ) ≤ ‖Π

k
T (η)‖L2(∂T ) + ‖η‖L2(∂T )

≤ Ch
− 1

2
T ‖Π

k
T (η)‖L2(T ) + ‖η‖L2(∂T ) ≤ Ch

− 1
2

T ‖η‖L2(T ) + ‖η‖L2(∂T ) ≤ Ch
1
2
T ‖∇η‖L2(T ),

where the last bound follows from the multiplicative trace inequality (2.5) and the Poincaré–Steklov in-
equality (2.3) (since (η, 1)L2(T ) = 0). This proves the bound (2.14), and the bound using the minimum over
q ∈ Pk+1

d
(T) readily follows from the definition of the elliptic projection.

Loosely speaking, the consistency error is measured by inserting the exact solution into the discrete
equations and bounding the resulting truncation error. To realize this operation within HHO methods, the
idea is to insert Îk

h
(u) into the discrete equations, where Îk

h
is the global reduction operator defined in (1.14).

Notice that Îk
h
(u) ∈ V̂k

h,0 since u ∈ H1
0 (Ω). With this tool in hand, we define the consistency error δh ∈ (V̂k

h,0)
′

as the linear form such that for all ŵh ∈ V̂k
h,0,

〈δh, ŵh〉 := `(wT) − ah(Îkh (u), ŵh). (2.15)

Bounding the consistency error then amounts to bounding the dual norm

‖δh ‖∗ := sup
ŵh ∈V̂

k
h,0

|〈δh, ŵh〉|

‖ŵh ‖V̂ k
h,0

, (2.16)

where the norm ‖·‖V̂ k
h,0

is defined in (1.35). It is implicitly understood here and in what follows that the
argument is nonzero when evaluating the dual norm by means of the supremum. To avoid distracting
technicalities, we henceforth assume that the exact solution satisfies u ∈ H1+r (Ω), r > 1

2 . This assumption
actually follows from elliptic regularity theory (see, e.g., [71, p. 158]). It implies that ∇u can be localized
as a single-valued function at every mesh face (see [92, Rmk. 18.4] and also [93, Sect. 41.5] on how to go
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beyond this assumption for heterogeneous diffusion problems). For all T ∈ T and all v ∈ H1+r (T), r > 1
2 ,

we define the local seminorm
|v |],T := ‖∇v‖L2(T ) + h

1
2
T ‖∇v‖L2(∂T ), (2.17)

as well as the global counterpart

|v |],T :=
( ∑
T ∈T

|v |2
],T

) 1
2
, (2.18)

for all v ∈ H1+r (T ) := {v ∈ L2(Ω) | v |T ∈ H1+r (T), ∀T ∈ T }. Let Ek+1
T

: H1(Ω) → Pk+1
d
(T ) be the global

elliptic projection operator such that for all v ∈ H1(Ω),

Ek+1
T
(v) |T := Ek+1

T (v |T ), ∀T ∈ T . (2.19)

Lemma 2.8 (Bound on consistency error). Assume that the exact solution satisfies u ∈ H1+r (Ω), r > 1
2 .

There is C such that
‖δh ‖∗ ≤ C |u − Ek+1

T
(u)|],T . (2.20)

Proof. Let ŵh ∈ V̂k
h,0. Integrating by parts in every mesh cell T ∈ T , recalling that f = −∆u, and since

nT ·∇u is meaningful on every face F ∈ FT , we obtain

`(wT) =
∑
T ∈T

( f ,wT )L2(T ) =
∑
T ∈T

−(∆u,wT )L2(T )

=
∑
T ∈T

(
(∇u,∇wT )L2(T ) − (nT ·∇u,wT )L2(∂T )

)
=

∑
T ∈T

(
(∇u,∇wT )L2(T ) − (nT ·∇u,wT − w∂T )L2(∂T )

)
,

where we used that
∑

T ∈T(nT ·∇u,w∂T )L2(∂T ) = 0 since ∇u and wF are single-valued on the mesh interfaces
and wF vanishes on the boundary faces. Moreover, since Ek+1

T = RT ◦ ÎkT , using the definition of RT (ŵT )

(with q := Ek+1
T (u)) leads to

(∇RT (ÎkT (u)),∇RT (ŵT ))L2(T ) = (∇Ek+1
T (u),∇RT (ŵT ))L2(T )

= (∇Ek+1
T (u),∇wT )L2(T ) − (nT ·∇Ek+1

T (u),wT − w∂T )L2(∂T ).

Let us set ηT := u |T − Ek+1
T (u). Using the definition of aT and since (∇ηT ,∇wT )L2(T ) = 0 owing to (1.18),

we have 〈δh, ŵh〉 = −
∑

T ∈T(T1,T + T2,T ) with

T1,T := (nT ·∇ηT ,wT − w∂T )L2(∂T ),

T2,T := h−1
T (S∂T (Î

k
T (u)), S∂T (ŵT ))L2(∂T ).

The Cauchy–Schwarz inequality and the definition of |ŵT |V̂ k
T
imply that

|T1,T | ≤ ‖∇ηT ‖L2(∂T )‖wT − w∂T ‖L2(∂T ) ≤ h
1
2
T ‖∇ηT ‖L2(∂T ) |ŵT |V̂ k

T
.

Moreover, we have
|T2,T | ≤ h

− 1
2

T ‖S∂T (Î
k
T (u))‖L2(∂T )h

− 1
2

T ‖S∂T (ŵT )‖L2(∂T ).

The first factor is bounded in Lemma 2.7, and the second one in Lemma 2.6. This implies that |T2,T | ≤

C‖∇ηT ‖L2(T ) |ŵT |V̂ k
T
. Collecting these bounds and summing over the mesh cells proves (2.20).
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2.4 H1-error estimate

2.4 H1-error estimate
To allow for a more compact notation, we consider the broken gradient operator ∇T and the global
reconstruction operator RT : V̂k

h,0 → Pk+1
d
(T ) (see (1.30)). For nonnegative real numbers θ, β and a function

φ ∈ Hβ(T ) := {φ ∈ L2(Ω) | φ |T ∈ Hβ(T), ∀T ∈ T }, we use the shorthand notation

|hθφ|Hβ (T) :=
( ∑
T ∈T

h2θ
T |φ|

2
Hβ (T )

) 1
2
. (2.21)

Let us introduce the discrete error

êh := (eT, eF) := ûh − Îkh (u) ∈ V̂k
h,0, (2.22)

so that eT = uT − Πk
T
(u) and eF = uF − Πk

F
(u |F).

Lemma 2.9 (Discrete H1-error estimate). Let u ∈ H1
0 (Ω) be the exact solution and let ûh ∈ V̂k

h,0 be the
HHO solution solving (1.34). Assume that u ∈ H1+r (Ω), r > 1

2 . There is C such that

‖êh ‖V̂ k
h,0
+ ‖∇TRT(êh)‖L2(Ω) + sh(êh, êh)

1
2 ≤ C |u − Ek+1

T
(u)|],T . (2.23)

Proof. We have ah(êh, êh) = 〈δh, êh〉, where δh is the consistency error defined in (2.15). Summing the
lower bound in Lemma 2.6 over all the mesh cells yields

α‖êh ‖2V̂ k
h,0
≤ ah(êh, êh) = 〈δh, êh〉 ≤ ‖δh ‖∗‖êh ‖V̂ k

h,0
.

Hence, ‖êh ‖V̂ k
h,0
≤ 1

α ‖δh ‖∗, and Lemma 2.8 yields ‖êh ‖V̂ k
h,0
≤ C |u−Ek+1

T
(u)|],T . Finally, (2.23) follows from

ah(êh, êh) = ‖∇TRT(êh)‖2L2(Ω)
+ sh(êh, êh) and the above bounds on ah(êh, êh), ‖δh ‖∗, and ‖êh ‖V̂ k

h,0
.

Theorem 2.10 (H1-error estimate). Under the assumptions of Lemma 2.9, there is C such that

‖∇T(u − RT(ûh))‖L2(Ω) + sh(ûh, ûh)
1
2 ≤ C |u − Ek+1

T
(u)|],T . (2.24)

Moreover, if u ∈ Ht+1(T ) for some t ∈ ( 12, k + 1], we have

‖∇T(u − RT(ûh))‖L2(Ω) + sh(ûh, ûh)
1
2 ≤ C |htu|H t+1(T). (2.25)

This estimate is optimal when t = k + 1 and converges at rate O(hk+1).

Proof. (i) The estimate (2.24) follows from (2.23) and the triangle inequality. Indeed, since RT ◦ Îk
h
= Ek+1

T
,

we have

‖∇T(u − RT(ûh))‖L2(Ω) ≤ ‖∇T(u − Ek+1
T
(u))‖L2(Ω) + ‖∇TRT(êh)‖L2(Ω),

sh(ûh, ûh)
1
2 ≤ sh(Îkh (u), Îkh (u))

1
2 + sh(êh, êh)

1
2 ,

‖∇TRT(êh)‖L2(Ω) and sh(êh, êh)
1
2 are bounded inLemma2.9, and sh(Îkh (u), Îk

h
(u))

1
2 is bounded inLemma2.7.

(ii) The estimate (2.25) results from (2.24) and the approximation properties of the local elliptic projection.
Indeed, let us set η := u − Ek+1

T
(u). Owing to the optimality property of the local elliptic projection in the

H1-seminorm and to the approximation property (2.9) of Πk+1
T (with l := k + 1, r := 1 + t, m := 1, so that

r ≤ l + 1 since t ≤ k + 1), we have for all T ∈ T ,

‖∇η‖L2(T ) ≤ ‖∇(u − Πk+1
T (u))‖L2(T ) ≤ Cht

T |u|H t+1(T ).
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Chapter 2. Mathematical aspects

Using the same arguments together with the triangle inequality, the approximation property (2.10), and the
discrete trace inequality (2.8), we infer that

h
1
2
T ‖∇η‖L2(∂T ) ≤ h

1
2
T ‖∇(u − Π

k+1
T (u))‖L2(∂T ) + h

1
2
T ‖∇(E

k+1
T (u) − Π

k+1
T (u))‖L2(∂T )

≤ C
(
ht
T |u|H t+1(T ) + ‖∇(ET (u) − Πk+1

T (u))‖L2(T )

)
≤ C

(
ht
T |u|H t+1(T ) + 2‖∇(u − Πk+1

T (u))‖L2(T )

)
≤ Cht

T |u|H t+1(T ).

We conclude by squaring and summing over the mesh cells.

2.5 Improved L2-error estimate

As is classical with elliptic problems, an error estimate with a higher-order convergence rate can be
established on the L2-norm of the error. To this purpose, one uses that there are a constant Cell and a
regularity pickup index s ∈ ( 12, 1] such that for all g ∈ L2(Ω), the unique function ζg ∈ H1

0 (Ω) such that
a(v, ζg) = (v, g)L2(Ω) for all v ∈ H1

0 (Ω) satisfies the regularity estimate

‖ζg‖H1+s (Ω) ≤ Cell`
2
Ω
‖g‖L2(Ω), (2.26)

where the scaling factor `Ω := diam(Ω) is introduced to make the constant Cell dimensionless (recall that
‖·‖H1+s (Ω) and ‖·‖L2(Ω) have the same scaling and that −∆ζg = g). The elliptic regularity property (2.26)
holds true for the Poisson model problem posed in a polyhedron (see [99, Chap. 4], [71, p. 158]).

Lemma 2.11 (Discrete L2-error estimate). Let u ∈ H1
0 (Ω) be the exact solution and let ûh ∈ V̂k

h,0 be the
HHO solution. Assume that u ∈ H1+r (Ω), r > 1

2 . Let s ∈ ( 12, 1] be the pickup index in the elliptic regularity
property. Let δ := s if k = 0 and δ := 0 if k ≥ 1. There is C such that

‖eT ‖L2(Ω) ≤ C`1−s
Ω

hs
(
|u − Ek+1

T
(u)|],T + `

δ
Ω
‖h1−δ( f − Πk

T
( f ))‖L2(Ω)

)
. (2.27)

Proof. Let ζe ∈ H1
0 (Ω) be such that a(v, ζe) = (v, eT)L2(Ω) for all v ∈ H1

0 (Ω). Since −∆ζe = eT , we have

‖eT ‖2L2(Ω)
= −(eT,∆ζe)L2(Ω) =

∑
T ∈T

(
(∇eT ,∇ζe)L2(T ) + (e∂T − eT , nT ·∇ζe)L2(∂T )

)
,

where we used that ζe ∈ H1+s(Ω), s > 1
2 , and eF = 0 for all F ∈ F ∂ to infer that

∑
T ∈T(e∂T , nT ·∇ζe)L2(∂T ) =

0. Let us set ξ := ζe − Ek+1
T
(ζe). Adding and subtracting RT (ÎkT (ζe)) = E

k+1
T (ζe) for all T ∈ T in the above

expression, using the definition of RT (êT ) and since (∇eT ,∇ξ)L2(T ) = 0, we infer that

‖eT ‖2L2(Ω)
=

∑
T ∈T

(e∂T − eT , nT ·∇ξ)L2(∂T ) + T1,

with

T1 :=
∑
T ∈T

(∇RT (êT ),∇RT (ÎkT (ζe)))L2(T ) = −sh(êh, Îkh (ζe)) + ah(êh, Îkh (ζe))

= −sh(êh, Îkh (ζe)) + ( f ,Π
k
T
(ζe))L2(Ω) − ah(Îkh (u), Îkh (ζe)),
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where we used the definition of êh and the fact that ûh solves the HHO problem. Since ( f , ζe)L2(Ω) =

(∇u,∇ζe)L2(Ω), re-arranging the terms leads to ‖eT ‖2L2(Ω)
= T2 + T3 − T4 with

T2 :=
∑
T ∈T

(e∂T − eT , nT ·∇ξ)L2(∂T ) − sh(êh, Îkh (ζe)),

T3 := (∇u,∇ζe)L2(Ω) − ah(Îkh (u), Îkh (ζe)),

T4 := ( f , ζe − Πk
T
(ζe))L2(Ω) = ( f − Π

k
T
( f ), ζe − Πk

T
(ζe))L2(Ω).

It remains to bound these three terms. The Cauchy–Schwarz inequality, Lemma 2.6 (to bound sh(êh, êh)
1
2 ),

and Lemma 2.7 (to bound sh(Îkh (ζe), Îk
h
(ζe))

1
2 ) give

|T2 | ≤ C‖êh ‖V̂ k
h,0
|ζe − E

k+1
T
(ζe)|],T .

The approximation property of the elliptic projection gives |ζe − Ek+1
T
(ζe)|],T ≤ Chs |ζe |H1+s (Ω), and

`1+s
Ω
|ζe |H1+s (Ω) ≤ ‖ζe‖H1+s (Ω) ≤ Cell`

2
Ω
‖eT ‖L2(Ω) by the elliptic regularity property. Using (2.23) to bound

‖êh ‖V̂ k
h,0
, we infer that

|T2 | ≤ C |u − Ek+1
T
(u)|],T`

1−s
Ω

hs ‖eT ‖L2(Ω).

Furthermore, using the definition of ah , the identity RT ◦ Îk
h
= Ek+1

T
, and the orthogonality property of the

elliptic projection yields

T3 = (∇u,∇ζe)L2(Ω) − (∇TEk+1
T
(u),∇TEk+1

T
(ζe))L2(Ω) − sh(Îkh (u), Îkh (ζe))

= (∇T(u − Ek+1
T
(u)),∇T(ζe − Ek+1

T
(ζe)))L2(Ω) − sh(Îkh (u), Îkh (ζe)).

Hence, |T3 | ≤ C‖∇T(u − Ek+1
T
(u))‖L2(Ω)‖∇T(ζe − Ek+1

T
(ζe))‖L2(Ω) by the Cauchy–Schwarz inequality and

Lemma 2.7. Invoking again the approximation property of the elliptic projection and the elliptic regularity
property yields

|T3 | ≤ C‖∇T(u − Ek+1
T
(u))‖L2(Ω)`

1−s
Ω

hs ‖eT ‖L2(Ω).

Finally, we have ‖ζe − Πk
T (ζe)‖L2(T ) ≤ Ch1+γ

T |ζe |H1+γ (T ) with γ := s − δ (i.e., γ = 0 if k = 0 and γ = s if
k ≥ 1). The Cauchy–Schwarz inequality implies that |T4 | ≤ C‖h1+γ( f −Πk

T
( f ))‖L2(Ω) |ζe |H1+γ (Ω). Invoking

the elliptic regularity property yields |T4 | ≤ C`1−γ
Ω
‖h1+γ( f − Πk

T
( f ))‖L2(Ω)‖eT ‖L2(Ω), so that

|T4 | ≤ C`δ
Ω
‖h1−δ( f − Πk

T
( f ))‖L2(Ω)`

1−s
Ω

hs ‖eT ‖L2(Ω).

Putting together the bounds on T2, T3, and T4 completes the proof.

Theorem 2.12 (L2-error estimate). Under the assumptions of Lemma 2.11, there is C such that

‖u − RT(ûh)‖L2(Ω) ≤ Ch|u − Ek+1
T
(u)|],T + ‖eT ‖L2(Ω). (2.28)

Moreover, if u ∈ Ht+1(T ) and f ∈ Hτ(T ) for some t ∈ ( 12, k + 1], we have

‖eT ‖L2(Ω) + ‖u − RT(ûh)‖L2(Ω) ≤ C`1−s
Ω

hs ( |htu|H t+1(T) + `
δ
Ω
|h1−δ+τ f |Hτ (T)

)
, (2.29)

with τ := max(t − 1 + δ, 0) (recall that δ := s if k = 0 and δ := 0 if k ≥ 1). This estimate is optimal when
t = k + 1 and s = 1 and converges at rate O(hk+2).
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Proof. (i) The triangle inequality and the Poincaré–Steklov inequality (2.3) give

‖u − RT(ûh)‖L2(Ω) ≤ ‖u − E
k+1
T
(u)‖L2(Ω) + ‖RT(ûh) − E

k+1
T
(u)‖L2(Ω)

≤ Ch‖∇T(u − Ek+1
T
(u))‖L2(Ω) + ‖RT(ûh) − E

k+1
T
(u)‖L2(Ω).

Moreover, we have ‖v‖L2(Ω) ≤ Ch‖∇Tv‖L2(Ω) + ‖Π
0
T
(v)‖L2(Ω) for all v ∈ H1(T ), owing to the triangle

inequality and the Poincaré–Steklov inequality (2.3). Applying this bound to v := RT(ûh) − Ek+1
T
(u) =

RT(êh) and using that Π0
T
(v) = Π0

T
(uT − u), we infer that

‖RT(ûh) − Ek+1
T
(u)‖L2(Ω) ≤ Ch‖∇TRT(êh)‖L2(Ω) + ‖eT ‖L2(Ω),

since ‖Π0
T
(uT − u)‖L2(Ω) ≤ ‖Π

k
T
(uT − u)‖L2(Ω) and Πk

T
(uT − u) = eT . Finally, the estimate (2.28)

follows by combining the above inequalities, using (2.23) to bound ‖∇TRT(êh)‖L2(Ω), and since ‖∇T(u −
Ek+1
T
(u))‖L2(Ω) ≤ |u − Ek+1

T
(u)|],T .

(ii) (2.29) follows from (2.27)-(2.28) and the approximation properties of the elliptic projection and the
L2-orthogonal projection (notice that in all cases, τ ∈ [0, k + 1]).

Remark 2.13 (Regularity assumption). If k ≥ 1, the regularity assumption on f in Theorem 2.12 is
f ∈ Ht−1(T ) which is consistent with the assumption u ∈ Ht+1(T ) and the fact that −∆u = f . If k = 0
and, say, t = 1, the assumptions become u ∈ H2(T ) and f ∈ Hs(T ), so that some extra regularity on f is
required. �
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Chapter 3

Some variants

The goal of this chapter is to explore some variants of the HHO method devised in Chapter 1 and analyzed
in Chapter 2. We first study two variants of the gradient reconstruction operator that will turn useful, for
instance, when dealing with nonlinear problems in Chapters 4 and 7. Then, we explore a mixed-order
variant of the HHO method that is useful, for instance, to treat domains with a curved boundary. Finally, we
bridge the HHO method to the finite element and virtual element viewpoints.

3.1 Variants on gradient reconstruction
In this section, we discuss two variants of the gradient reconstruction operator defined in Sect. 1.3.1. Let
k ≥ 0 be the polynomial degree. Recall that for every mesh cell T ∈ T , letting V̂k

T
:= Pk

d
(T) × Pk

d−1(FT ),
the local reconstruction operator RT : V̂k

T → Pk+1
d
(T) is defined such that for all v̂T ∈ V̂k

T ,

(∇RT (v̂T ),∇q)L2(T ) = −(vT ,∆q)L2(T ) + (v∂T , nT ·∇q)L2(∂T ), (3.1)
(RT (v̂T ), 1)L2(T ) = (vT , 1)L2(T ), (3.2)

where (3.1) holds for all q ∈ Pk+1
d
(T)⊥ := {q ∈ Pk+1

d
(T) | (q, 1)L2(T ) = 0}. The gradient is then reconstructed

locally as ∇RT (v̂T ) ∈ ∇Pk+1
d
(T).

A first variant is to reconstruct the gradient in the larger space PPPk
d
(T) := Pk

d
(T ;Rd). Notice that

∇Pk+1
d
(T) ( PPPk

d
(T) for all k ≥ 1, whereas ∇P1

d
(T) = PPP0

d
(T). Although it may be surprising at first sight to

reconstruct a gradient in a space that is not composed of curl-free fields, this choice is relevant in the context
of nonlinear problems, as highlighted in [72] for Leray–Lions problems and in [26, 1] for nonlinear elasticity.
Indeed, looking at the consistency proof in Lemma 2.8, one sees that one exploits locally the definition of
the reconstructed gradient of the test function, ∇RT (ŵT ), acting against the reconstructed gradient of some
interpolate of the exact solution, ∇RT (ÎkT (u)). However, in the nonlinear case, ∇RT (ŵT ) acts against some
nonlinear transformation of ∇RT (ÎkT (u)), and there is no reason that this transformation preserves curl-free
fields. For further mathematical insight using the notion of limit-conformity, we refer the reader to [72,
Sect. 4.1].

The devising of the gradient reconstruction operator GT : V̂k
T → PPPk

d
(T) follows the same principle as the

one for RT : it is based on integration by parts. Here, GT (v̂T ) ∈ PPP
k
d
(T) is defined such that for all v̂T ∈ V̂k

T ,

(GT (v̂T ), q)L2(T ) = −(vT ,∇·q)L2(T ) + (v∂T , nT ·q)L2(∂T ), ∀q ∈ PPPkd(T). (3.3)

To compute GT (v̂T ), it suffices to invert the mass matrix associated with the scalar-valued polynomial space
Pk
d
(T) since only the right-hand side changes when computing each Cartesian component of GT (v̂T ).
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Chapter 3. Some variants

Lemma 3.1 (Gradient reconstruction). (i) Π∇Pk+1
d
(GT (v̂T )) = ∇RT (v̂T ) for all v̂T ∈ V̂k

T , where Π∇Pk+1
d

is
the L2-orthogonal projection onto ∇Pk+1

d
(T). (ii) GT (ÎkT (v)) = Π

k
T (∇v) for all v ∈ H1(T), where Πk

T is the
L2-orthogonal projection onto PPPk

d
(T).

Proof. (i) Let v̂T ∈ V̂k
T . For all q ∈ Pk+1

d
(T)⊥, since ∇q ∈ PPPk

d
(T), (3.3) yields

(GT (v̂T ),∇q)L2(T ) = −(vT ,∆q)L2(T ) + (v∂T , nT ·∇q)L2(∂T ) = (∇RT (v̂T ),∇q)L2(T ),

where the second equality follows from (3.1). Since ∇q is arbitrary in ∇Pk+1
d
(T) and ∇RT (v̂T ) ∈ ∇Pk+1

d
(T),

this proves that Π∇Pk+1
d
(GT (v̂T )) = ∇RT (v̂T ).

(ii) Let v ∈ H1(T). Since ÎkT (v) = (Π
k
T (v),Π

k
∂T
(v |∂T )), (3.3) yields for all q ∈ PPPkd(T),

(GT (ÎkT (v)), q)L2(T ) = −(Π
k
T (v),∇·q)L2(T ) + (Π

k
∂T (v |∂T ), nT ·q)L2(∂T )

= −(v,∇·q)L2(T ) + (v, nT ·q)L2(∂T ) = (∇v, q)L2(T ),

where we used ∇·q ∈ Pk−1
d
(T) ⊂ Pk

d
(T), nT ·q |∂T ∈ Pkd−1(FT ), and integration by parts. Since q is arbitrary

in PPPk
d
(T), this proves that GT (ÎkT (v)) = Π

k
T (∇v).

The property (ii) from Lemma 3.1 is the counterpart of the identity RT ◦ ÎkT = E
k+1
T (see Lemma 1.4).

By inspecting the proofs of Lemma 2.8 and Theorem 2.10, one readily sees that devising the HHO method
with the local bilinear form

aT (v̂T , ŵT ) := (GT (v̂T ), GT (ŵT ))L2(T ) + h−1
T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ), (3.4)

again leads to optimal H1- and L2-error estimates.
Another interesting variant on simplicial meshes is to reconstruct the gradient in the even larger Raviart–

Thomas space RTRTRTk
d
(T) := PPPk

d
(T) ⊕ xP̃k

d
(T), where P̃k

d
(T) is composed of the restriction to T of the homo-

geneous d-variate polynomials of degree k. Notice that PPPk
d
(T) ( RTRTRTk

d
(T) ( PPPk+1

d
(T). Similarly to (3.3),

Grt
T : V̂k

T → RTRTRTk
d
(T) is defined such that for all v̂T ∈ V̂k

T , G
rt
T (v̂T ) ∈ RTRTRT

k
d
(T) satisfies

(Grt
T (v̂T ), q)L2(T ) = −(vT ,∇·q)L2(T ) + (v∂T , nT ·q)L2(∂T ), ∀q ∈ RTRTRTk

d(T). (3.5)

In practice, Grt
T (v̂T ) is computed by inverting the mass matrix associated with the space RTRTRTk

d
(T) (it is not

possible here to compute the Cartesian components of Grt
T (v̂T ) separately). Following the seminal idea

from [110] in the context of penalty-free discontinuous Galerkin methods, the motivation for reconstructing
a gradient using Raviart–Thomas polynomials is that it allows one to discard the stabilization operator
in the HHO method on simplicial meshes [75, 1]. Recall the H1-like seminorm such that |v̂T |2

V̂ k
T

:=

‖∇vT ‖2L2(T )
+ h−1

T ‖vT − v∂T ‖
2
L2(∂T )

for all v̂T ∈ V̂k
T .

Lemma 3.2 (Raviart–Thomas gradient reconstruction). (i) Πk
T (G

rt
T (v̂T )) = GT (v̂T ) for all v̂T ∈ V̂k

T . (ii)
Grt
T (Î

k
T (v)) = Π

k
T (∇v) for all v ∈ H1(T). (iii) Assuming that the mesh belongs to a shape-regular sequence

of simplicial meshes, there is C > 0 such that ‖Grt
T (v̂T )‖L2(T ) ≥ C |v̂T |V̂ k

T
for all T ∈ T and all v̂T ∈ V̂k

T .

Proof. (i) follows from PPPk
d
(T) ⊂ RTRTRTk

d
(T), and (ii) is proved by proceeding as in the proof of Lemma 3.1

and observing that ∇·q ∈ Pk
d
(T) and nT ·q |∂T ∈ P

k
d−1(FT ) for all q ∈ RTRTRT

k
d
(T) (even if T is not a simplex).

Finally, on a simplex, using classical properties of Raviart–Thomas polynomials (see, e.g., [17, 92]), one
can show that for all v̂T ∈ V̂k

T , there is qv ∈ RTRTRT
k
d
(T) such that

Π
k
∂T (nT ·qv |∂T ) = h−1

T (v∂T − vT |∂T ), Πk−1
T (qv) = ∇vT , ‖qv ‖L2(T ) ≤ C |v̂T |V̂ k

T
.
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Using the test function qv in (3.5) and integrating by parts gives

(Grt
T (v̂T ), qv)L2(T ) = −(vT ,∇·qv)L2(T ) + (v∂T , nT ·qv)L2(∂T )

= (∇vT , qv)L2(T ) − (vT − v∂T , nT ·qv)L2(∂T )

= ‖∇vT ‖2L2(T )
+ h−1

T ‖vT − v∂T ‖
2
L2(∂T )

= |v̂T |
2
V̂ k
T

,

since ∇vT ∈ PPPk−1
d
(T) and vT |∂T − v∂T ∈ P

k
d−1(FT ). The Cauchy–Schwarz inequality and the above bound

on ‖qv ‖L2(T ) finally imply that

|v̂T |
2
V̂ k
T

= (Grt
T (v̂T ), qv)L2(T ) ≤ ‖G

rt
T (v̂T )‖L2(T )‖qv ‖L2(T ) ≤ C‖Grt

T (v̂T )‖L2(T ) |v̂T |V̂ k
T
,

which proves the assertion (iii).

The property (iii) from Lemma 3.2 is the cornerstone ensuring the stability of the HHO method on
simplicial meshes using the unstabilized bilinear form

aT (v̂T , ŵT ) := (Grt
T (v̂T ), G

rt
T (ŵT ))L2(T ), (3.6)

and the property (ii) is key to deliver optimal error estimates. Notice that the property (ii) fails if the gradient
is reconstructed locally in the even larger space PPPk+1

d
(T) since the normal component on ∂T of polynomials

in this space does not necessarily belong to Pk
d−1(FT ). Notice also that the property (iii) can be achieved on

polyhedral meshes by considering Raviart–Thomas polynomials on the simplicial submesh of each mesh
cell (see [75]). Another possibility pursued in the context of weak Galerkin methods is to reconstruct the
gradient in PPPk+n−1

d
(T) where n is the number of faces of T [154]; however, the energy-error estimate only

decays as O(hk).

3.2 Mixed-order variant and application to curved boundaries
In this section, we briefly discuss the possibility of considering cell and face unknowns that are polynomials
of different degrees. As an example of application, we show how a mixed-order variant of the HHO method
lends itself to the approximation of problems posed on a domain with a curved boundary.

3.2.1 Mixed-order variant with higher cell degree
Let k ≥ 0 be the polynomial degree for the face unknowns. The degree of the cell unknowns is now set to
k ′ := k + 1, leading to a mixed-order HHO method (a mixed-order variant with lower cell degree is briefly
addressed below). The mixed-order HHO space is then defined as follows:

V̂k+
h

:= Vk′

T
× Vk
F
, Vk′

T
:=

?
T ∈T

Pk
′

d (T), Vk
F

:=
?
F ∈F

Pkd−1(F), (3.7)

and the local components of a generic member v̂h ∈ V̂k+
h

associated with a mesh cell T ∈ T and its faces
are denoted by v̂T := (vT , v∂T ) ∈ V̂k+

T
:= Pk′

d
(T) × Pk

d−1(FT ) with P
k
d−1(FT ) :=

>
F ∈FT P

k
d−1(F). The HHO

reduction operators Îk+T : H1(T) → V̂k+
T and Îk+

h
: H1(Ω) → V̂k+

h
are defined such that

Îk+T (v) := (Πk′

T (v),Π
k
∂T (v |∂T )), Îk+h (v) := (Πk′

T
(v),Πk

F
(v |F)). (3.8)

The local reconstruction operator R+T : V̂k+
T → Pk+1

d
(T) is defined exactly as in (1.15)-(1.16), and one

readily verifies that the identity from Lemma 1.4 can be extended to the mixed-order case, i.e., we have
Ek+1
T = R+T ◦ Îk+T on H1(T).
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Chapter 3. Some variants

The main difference between the equal-order and mixed-order versions of the HHO method lies in the
stabilization operator. Indeed, its expression is simpler in the mixed-order case and reads for all T ∈ T
(compare with (1.20)),

S+∂T (v̂T ) := Πk
∂T (vT |∂T − v∂T ) = Π

k
∂T (vT |∂T ) − v∂T . (3.9)

The local bilinear form a+T : V̂k+
T × V̂k+

T → R is defined as

a+T (v̂T , ŵT ) := (∇R+T (v̂T ),∇R+T (ŵT ))L2(T ) + h−1
T (S

+
∂T (v̂T ), S

+
∂T (ŵT ))L2(∂T ), (3.10)

and the global bilinear form a+
h

: V̂k+
h
× V̂k+

h
→ R is still assembled by summing the local contributions

cellwise. The discrete problem takes a similar form to (1.34):{
Find ûh ∈ V̂k+

h,0 := Vk′

T
× Vk
F,0 such that

a+
h
(ûh, ŵh) = `(wT), ∀ŵh ∈ V̂k+

h,0 .
(3.11)

The cell unknowns can be eliminated locally by static condensation (see Sect. 1.4.2), and by proceeding as
in Sect. 1.5.1, one can recover equilibrated fluxes. Recalling Sect. 1.5.2, we observe that the HDG rewriting
of the above mixed-order HHO method has been considered by Lehrenfeld and Schöberl [115, 116] (see
also [131]) and is often called HDG+ method.

The analysis of the mixed-order HHO method is quite similar to that of the equal-order version, and we
only outline the few changes in the analysis.

Lemma 3.3 (Stability). Let |·|V̂ k+
T

denote the extension to V̂k+
T of the H1-like seminorm defined in (1.23).

There are 0 < α ≤ ω < +∞ such that for all T ∈ T and all v̂T ∈ V̂k+
T ,

α |v̂T |
2
V̂ k+
T

≤ a+T (v̂T , v̂T ) ≤ ω |v̂T |
2
V̂ k+
T

. (3.12)

Proof. Only a few adaptations are needed from the proof of Lemma 2.6. For the lower bound, setting
rT := R+T (v̂T ), a slightly sharper version of (2.12) is

‖∇vT ‖L2(T ) ≤ C
(
‖∇rT ‖L2(T ) + h

− 1
2

T ‖Π
k
∂T (vT |∂T ) − v∂T ‖L2(∂T )

)
≤ Ca+T (v̂T , v̂T )

1
2 .

(Recall that the value of C can change at each occurrence.) Moreover, the triangle inequality, the L2-
optimality of Πk

∂T
, the discrete trace inequality (2.8), and the Poincaré–Steklov inequality (2.3) imply

that

h
− 1

2
T ‖vT − v∂T ‖L2(∂T ) ≤ h

− 1
2

T ‖vT − Π
k
∂T (vT |∂T )‖L2(∂T ) + h

− 1
2

T ‖S
+
∂T (v̂T )‖L2(∂T )

≤ h
− 1

2
T ‖v

′
T − Π

k
∂T (v

′
T |∂T )‖L2(∂T ) + h

− 1
2

T ‖S
+
∂T (v̂T )‖L2(∂T )

≤ h
− 1

2
T ‖v

′
T ‖L2(∂T ) + h

− 1
2

T ‖S
+
∂T (v̂T )‖L2(∂T )

≤ C‖∇vT ‖L2(T ) + h
− 1

2
T ‖S

+
∂T (v̂T )‖L2(∂T ),

where v′T := vT − Π
0
T (vT ). Combining these estimates proves the lower bound in (3.12). The proof of the

upper bound is similar to the one of Step (ii) in Lemma 2.6, i.e., it combines the bounds ‖∇rT ‖L2(T ) ≤

‖∇vT ‖L2(T ) +Ch
− 1

2
T ‖vT − v∂T ‖L2(∂T ) and h

− 1
2

T ‖S
+
∂T
(v̂T )‖L2(∂T ) ≤ C‖∇vT ‖L2(T ) + h

− 1
2

T ‖vT − v∂T ‖L2(∂T ).
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3.2 Mixed-order variant and application to curved boundaries

Lemma 3.4 (Consistency). There is C such that for all T ∈ T and all v ∈ H1(T),

h
− 1

2
T ‖S

+
∂T (Î

k+
T (v))‖L2(∂T ) ≤ C‖∇(v − Πk+1

T (v))‖L2(T ). (3.13)

Moreover, defining the consistency error as 〈δ+
h
, ŵh〉 := `(wT) − ah(Îk+h (u), ŵh) for all ŵh ∈ V̂k+

h,0 , with the

dual norm ‖δ+
h
‖∗ := supŵh ∈V̂

k+
h,0

| 〈δ+
h
,ŵh 〉 |

‖ŵh ‖V̂ k+
h,0

and the norm ‖ŵh ‖V̂ k+
h,0

:=
( ∑

T ∈T |ŵT |
2
V̂ k+
T

) 1
2 , letting the seminorm

|·|],T be defined as in (2.17)-(2.18), and assuming that the exact solution satisfies u ∈ H1+r (Ω), r > 1
2 , we

have
‖δ+h ‖∗ ≤ C

(
|u − Ek+1

T
(u)|],T + ‖∇T(u − Πk+1

T
(u))‖L2(Ω)

)
. (3.14)

Proof. By definition, we have S+
∂T
(Îk+T (v)) = Π

k
∂T
(Πk+1

T (v) |∂T )−Π
k
∂T
(v |∂T ) = Π

k
∂T
((Πk+1

T (v)−v) |∂T ). Using
the L2-stability of Πk

∂T
, the multiplicative trace inequality (2.5), and the Poincaré–Steklov inequality (2.3),

we infer that

h
− 1

2
T ‖S

+
∂T (Î

k+
T (v))‖L2(∂T ) = h

− 1
2

T ‖Π
k
∂T ((Π

k+1
T (v) − v) |∂T )‖L2(∂T )

≤ h
− 1

2
T ‖Π

k+1
T (v) − v‖L2(∂T ) ≤ C‖∇(v − Πk+1

T (v))‖L2(T ).

This proves (3.13). Finally, the proof of (3.14) is identical to that of Lemma 2.8 except that we now
invoke (3.13) instead of Lemma 2.7.

Using the above stability and consistency results and reasoning as in the proofs of Lemmas 2.9 and 2.11
and of Theorems 2.10 and 2.12 leads to optimally converging H1- and L2-error estimates. The statements
and proofs are omitted for brevity (the L2-error estimate does not require a further regularity assumption on
f when k = 0 if k ′ = k + 1).

Remark 3.5 (Mixed-order variant with lower cell degree). As observed in [62], if the face polynomial
degree satisfies k ≥ 1, the cell polynomial degree can also be set to k ′ := k − 1. One advantage is that there
are less cell unknowns to eliminate locally by static condensation. However, the stabilization operator must
include a correction depending on the local reconstruction operator as in (1.20) (as in the equal-order case).
The stability, consistency, and convergence analysis presented in Chapter 2 can be adapted to the mixed-
order HHO method with k ′ = k − 1 as well. The only salient difference is that the improved L2-norm error
estimate requires k ≥ 2 (this fact was not stated in [62]). Interestingly, as shown in [62], the mixed-order
HHO method with k ′ = k − 1 can be bridged to the nonconforming virtual element method introduced
in [119] and analyzed in [10]. �

3.2.2 Domains with a curved boundary
The main idea to treat domains with a curved boundary is to consider the mixed-order HHO method with a
higher cell degree and to avoid placing unknowns on the boundary faces. Instead, all the terms involving
the boundary are evaluated locally by means of the trace of the corresponding cell unknown. Moreover, the
boundary condition is enforced weakly by means of a consistent penalty technique inspired by the seminal
work of Nitsche [128]. One novelty is that here the consistency term is directly incorporated into the
reconstruction operator, thereby avoiding the need for a penalty parameter that has to be large enough. The
main ideas behind the HHO method presented in this section were introduced in [35, 36] with a different
reconstruction operator and later simplified in [31], where the presentation dealt with the more general case
of an elliptic interface problem.
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Figure 3.1: Circular domain embedded into a square domain that is meshed by a quadrangular mesh; HHO
unknowns associated with the interior and the boundary cells are shown for k = 0; four agglomerated cells
have been created
to avoid bad cuts.

One way to mesh a domain Ω with a curved boundary consists in embedding it into a larger polyhedral
domain Ω′ and considering a shape-regular sequence of meshes of Ω′. Notice that these meshes are built
without bothering about the location of ∂Ω inside Ω′. Then, from every mesh T ′ of Ω′, one generates
a mesh T of Ω by dropping the cells in T ′ outside Ω, keeping those inside Ω (called the interior cells),
and keeping only the part inside Ω of those cells that are cut by the boundary ∂Ω (producing the so-called
boundary cells). With this process, the cells composing T cover Ω exactly, the interior cells have planar
faces, whereas the boundary cells have one curved face lying on ∂Ω and planar faces lying inside Ω; see
Figure 3.1.

Some adjustments are still necessary to ensure that the basic analysis tools outlined in Sect. 2.1 are
available on the mesh T that has been constructed this way. The difficulty lies in the fact that the original
mesh T ′ was deployed without taking into account the position of the boundary ∂Ω which can therefore cut
the cells in an arbitrary way. In particular, some boundary cells of T can be very small, very flat or have an
irregular shape. One possible remedy inspired from the work [109] on discontinuous Galerkin methods is
to use a local cell-agglomeration procedure for badly cut cells. This procedure essentially ensures that each
mesh cell, possibly after local agglomeration, contains a ball with diameter equivalent to its own diameter.
It is shown in [35, Lem. 6.4], [31, Sect. 4.3] that this is indeed possible if the mesh is fine enough, and
[35, Lem. 3.4], [31, Lem. 3.4] establish that the discrete inverse inequalities (2.7) and (2.8) then hold true,
together with a Poincaré–Steklov inequality on discrete functions. Moreover, it is shown in [35, Lem. 6.1]
that if the mesh size is small enough with respect to the curvature of the boundary, every boundary cell
T ∈ T can be embedded into a ball T† with equivalent diameter such that the following multiplicative trace
inequality holds true: There is C such that for all T ∈ T and all v ∈ H1(T†) (setting T† := T for interior
cells),

‖v‖L2(∂T ) ≤ C
(
h
− 1

2
T ‖v‖L2(T †) + ‖v‖

1
2
L2(T †)

‖∇v‖
1
2
L2(T †)

)
. (3.15)

Notice that part of the ball T† may lie outside Ω. Assuming that the exact solution is in Ht+1(Ω) with
t ∈ [1, k + 1], polynomial approximation is realized by considering the L2-orthogonal projection on T†

composed with the stable Calderón–Stein extension operator E : Ht+1(Ω) → Ht+1(Rd). Thus we set

Jk+1
T (v) :=

(
Π

k+1
T †
(E(v) |T † )

)
|T ∈ P

k+1
d (T), (3.16)
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3.2 Mixed-order variant and application to curved boundaries

for allT ∈ T and all v ∈ Ht+1(Ω). Notice that Jk+1
T (v) = Πk+1

T (v) ifT is an interior cell. Reasoning as in [35,
Lem. 5.6] (i.e., using the approximation properties of Πk+1

T †
and the multiplicative trace inequality (3.15)),

one can show that there is C such that for all T ∈ T and all v ∈ Ht+1(Ω), setting η := v − Jk+1
T (v),

‖η‖L2(T ) + h
1
2
T ‖η‖L2(∂T ) + hT ‖∇η‖L2(T ) + h

3
2
T ‖∇η‖L2(∂T ) ≤ Cht+1

T |E(v)|H t+1(T †). (3.17)

With these tools in hand, we can devise themixed-order HHOmethod for domains with curved boundary.
For all T ∈ T , we consider the partition ∂T = ∂T◦ ∪ ∂T∂ with ∂T◦ := ∂T ∩ Ω, ∂T∂ := ∂T ∩ ∂Ω, and the
partition FT = F ◦T ∪ F

∂
T with F ◦T := FT ∩ F ◦, F ∂T := FT ∩ F ∂ (the sets F ◦, F ∂ refer to the faces of T and

recall that T ⊂ Ω). Referring to Figure 3.1, the mixed-order HHO space is redefined as follows (we keep
the same notation for simplicity):

V̂k+
h

:= Vk′

T
× Vk
F◦
, Vk′

T
:=

?
T ∈T

Pk
′

d (T), Vk
F

:=
?
F ∈F◦

Pkd−1(F), (3.18)

i.e., F ◦ is now used in place of F (no unknowns are attached to the mesh boundary faces in F ∂). The
local components of v̂h ∈ V̂k+

h
associated with a mesh cell T ∈ T and its interior faces are denoted by

v̂T := (vT , v∂T ) ∈ V̂k+
T

:= Pk
′

d
(T) × Pk

d−1(F
◦
T ) with P

k
d−1(F

◦
T ) :=

>
F ∈F◦T

Pk
d−1(F). Adapting (1.15), the

reconstruction operator R+T : V̂k+
T → Pk+1

d
(T) is such that for all v̂T ∈ V̂k+

T ,

(∇R+T (v̂T ),∇q)L2(T ) = −(vT ,∆q)L2(T ) + (v∂T , nT ·∇q)L2(∂T ◦), (3.19)
(R+T (v̂T ), 1)L2(T ) = (vT , 1)L2(T ), (3.20)

where (3.19) holds for all q ∈ Pk+1
d
(T)⊥. Notice that (3.19) is equivalent to

(∇R+T (v̂T ),∇q)L2(T ) = (∇vT ,∇q)L2(T ) − (vT − v∂T , nT ·∇q)L2(∂T ◦)

− (vT , nT ·∇q)L2(∂T ∂). (3.21)

Furthermore, the stabilization operator S+
∂T ◦

: V̂k+
T → Pk

d−1(F
◦
T ) is such that

S+∂T ◦ (v̂T ) := Πk
∂T ◦
(vT |∂T ◦ − v∂T ) = Π

k
∂T ◦
(vT |∂T ◦ ) − v∂T . (3.22)

The local bilinear form a+T : V̂k+
T × V̂k+

T → R is defined as

a+T (v̂T , ŵT ) := (∇R+T (v̂T ),∇R+T (ŵT ))L2(T ) + h−1
T (S

+
∂T ◦ (v̂T ), S

+
∂T ◦ (ŵT ))L2(∂T ◦)

+ h−1
T (vT ,wT )L2(∂T ∂), (3.23)

where the last term results from the Nitsche’s boundary penalty technique. The global bilinear form
a+
h

: V̂k+
h
× V̂k+

h
→ R is still assembled by summing the local contributions cellwise, and the discrete

problem seeks ûh ∈ V̂k+
h

such that

a+h (ûh, ŵh) = `(wT), ∀ŵh ∈ V̂k+
h . (3.24)

The cell unknowns can still be eliminated locally by means of static condensation, and one can again recover
equilibrated numerical fluxes. If the Dirichlet condition is non-homogeneous, the right-hand side (3.24) has
to be modified to preserve consistency (see [36, 31]).

The error analysis hinges, as usual, on stability and consistency properties. Adapting (1.23), let us equip
V̂k+
T with the H1-like seminorm

|v̂T |
2
V̂ k+
T

:= ‖∇vT ‖2L2(T )
+ h−1

T ‖vT − v∂T ‖
2
L2(∂T ◦)

+ h−1
T ‖vT ‖

2
L2(∂T ∂)

, (3.25)

for all v̂T ∈ V̂k+
T . Proceeding as in the proof of Lemma 3.3, one readily establishes the following stability

result.
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Lemma 3.6 (Stability). There are 0 < α ≤ ω < +∞ such that α |v̂T |2
V̂ k+
T

≤ a+T (v̂T , v̂T ) ≤ ω |v̂T |
2
V̂ k+
T

for all

T ∈ T and all v̂T ∈ V̂k+
T .

To measure the consistency error, we need to adapt the HHO reduction operator. We now define
Îk+
h
(u) ∈ V̂k+

h
such that its local components associated with a mesh cell T ∈ T are

Îk+T (u) := (Jk+1
T (u),Πk

∂T ◦
(u |∂T ◦ )) ∈ V̂k+

T . (3.26)

Notice that the cell component of Îk+T (u) is now defined using the operator Jk+1
T (see (3.16)), whereas the

face component (which is now restricted to interior faces) is still defined using an L2-orthogonal projection
on each face. The use of Jk+1

T is motivated by the approximation property (3.17), whereas the use of
Πk
∂T ◦

is instrumental in the following proofs. Before bounding the consistency error, we need to study the
approximation properties of the interpolation operator J k+1

T
:= R+T ◦ Îk+T . This operator no longer coincides

with the elliptic projection onT because the boundary term in (3.19) is integrated only over ∂T◦ and because
the operator Jk+1

T differs from Πk+1
T . Nonetheless, the operator J k+1

T still enjoys an optimal approximation
property.

Lemma 3.7 (Approximation property for J k+1
T

:= R+T ◦ Îk+T ). Assume u ∈ Ht+1(Ω) with t ∈ [1, k + 1].
There is C such that for all T ∈ T ,

|u − J k+1
T (u)|],T ≤ Cht

T |E(u)|H t+1(T †), (3.27)

recalling that |v |],T := ‖∇v‖L2(T ) + h
1
2
T ‖∇v‖L2(∂T ).

Proof. Owing to the triangle inequality and the approximation property (3.17), it suffices to bound |q |],T
with q := Jk+1

T (u) − R+T (Î
k+
T (u)) ∈ P

k+1
d
(T). Owing to (3.21) and the definition (3.26) of Îk+T , we infer that

‖∇q‖2
L2(T )

= (∇(Jk+1
T (u) − R+T (Î

k+
T (u))),∇q)L2(T )

= −(Πk
∂T ◦
(u) − Jk+1

T (u), nT ·∇q)L2(∂T ◦) + (J
k+1
T (u), nT ·∇q)L2(∂T ∂)

= −(u − Jk+1
T (u), nT ·∇q)L2(∂T ◦) − (u − Jk+1

T (u), nT ·∇q)L2(∂T ∂),

where we used the L2-orthogonality property of Πk
∂T ◦

and the fact that the exact solution vanishes on
∂Ω. Invoking the Cauchy–Schwarz inequality, the discrete trace inequality (2.8), and the approximation
property (3.17) shows that ‖∇q‖L2(T ) ≤ Cht

T |E(u)|H t+1(T †). Finally, we bound h
1
2
T ‖∇q‖L2(∂T ) by using the

discrete trace inequality (2.8).

As above, we define the consistency error δ+
h
∈ (V̂k+

h
)′ as the linear form such that 〈δ+

h
, ŵh〉 := `(wT) −

a+
h
(Îk+
h
(u), ŵh) for all ŵh ∈ V̂k+

h
. We set ‖δ+

h
‖∗ := supŵh ∈V̂

k+
h

| 〈δ+
h
,ŵh 〉 |

‖ŵh ‖V̂ k+
h

with ‖ŵh ‖V̂ k+
h

:=
( ∑

T ∈T |ŵT |
2
V̂ k+
T

) 1
2 .

Lemma 3.8 (Consistency). Assume u ∈ Ht+1(Ω) with t ∈ [1, k + 1]. There is C such that

‖δ+h ‖∗ ≤ C
( ∑
T ∈T

(
|u − J k+1

T (u)|2
],T
+ h−1

T ‖u − Jk+1
T (u)‖2

L2(∂T )

) ) 1
2
. (3.28)

Proof. We have 〈δ+
h
, ŵh〉 = T1 − T2 with

T1 :=
∑
T ∈T

(
( f ,wT )L2(T ) − (∇J k+1

T (u),∇R+T (ŵT ))L2(T )

)
,

T2 :=
∑
T ∈T

(
h−1
T (S

+
∂T ◦ (Î

k+
T (u)), S

+
∂T ◦ (ŵT ))L2(∂T ◦) + h−1

T (J
k+1
T (u),wT )L2(∂T ∂)

)
.
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Since f = −∆u, integration by parts and the definition (3.21) of R+T (ŵT ) give

T1 =
∑
T ∈T

(
(∇u,∇wT )L2(T ) − (nT ·∇u,wT − w∂T )L2(∂T ◦) − (nT ·∇u,wT )L2(∂T ∂)

)
−

∑
T ∈T

(
(∇J k+1

T (u),∇wT )L2(T ) − (nT ·∇J k+1
T (u),wT − w∂T )L2(∂T ◦) − (nT ·∇J k+1

T (u),wT )L2(∂T ∂)

)
=

∑
T ∈T

(
(∇ξ,∇wT )L2(T ) − (nT ·∇ξ,wT − w∂T )L2(∂T ◦) − (nT ·∇ξ,wT )L2(∂T ∂)

)
,

with ξ := u − J k+1
T (u), where we used that

∑
T ∈T(nT ·∇u,w∂T )L2(∂T ◦) = 0. The term T1 is now bounded

by using the Cauchy–Schwarz inequality. To bound T2, we proceed as in the proof of (3.13) for the interior
faces (here, we use again that the face component of Îk+T (u) is defined using Πk

∂T ◦
), and we use u

|∂T ∂ = 0
and the Cauchy–Schwarz inequality for the boundary faces.

Using the above stability, approximation, and consistency results and reasoning as in the proofs of
Lemma 2.9 and Theorem 2.10 leads to optimally converging H1-error estimates; see [31, Thm. 3.10].

3.3 Finite element and virtual element viewpoints
Our goal here is to bridge the HHO method with the finite element and virtual element viewpoints. For
simplicity, we focus on the equal-order HHO method. Recall that a finite element is defined on a mesh cell
T ∈ T as a triple (T, PT , ΣT ), where PT is a finite-dimensional space composed of functions defined on T
and ΣT are the degrees of freedom, i.e., a collection of linear forms on PT forming a basis of L(PT ;R). The
material of this section originates from ideas in [62, 60]; see also [117].

Let k ≥ 0 be the polynomial degree. Consider the finite-dimensional functional space

Vk
T :=

{
v ∈ H1(T) | ∆v ∈ Pkd(T), nT ·∇v |∂T ∈ P

k
d−1(FT )

}
. (3.29)

We observe that Pk+1
d
(T) ⊂ Vk

T , but there are other functions inV
k
T , and these functions are in general not

accessible to direct computation. For this reason, the members ofVk
T are called virtual functions.

Lemma 3.9 (Vk
T ↔ V̂k

T ). The linear spaces Vk
T and V̂k

T are isomorphic. Consequently, dim(Vk
T ) =

dim(V̂k
T ) =

(k+d
d

)
+

(k+d−1
d−1

)
#FT .

Proof. Let us set

(V̂k
T )
⊥ := {v̂T ∈ V̂k

T | (vT , 1)L2(T ) + (v∂T , 1)L2(∂T ) = 0},

(Vk
T )
⊥ := {v ∈ Vk

T | (v, 1)L2(T ) = 0}.

To prove the assertion, it suffices to build an isomorphism ΦT : (V̂k
T )
⊥ → (Vk

T )
⊥. For all v̂T ∈ (V̂k

T )
⊥,

ϕ := ΦT (v̂T ) is the unique function in (Vk
T )
⊥ such that −∆ϕ = vT in T and nT ·∇ϕ = v∂T on ∂T . This

Neumann problem is well-posed since (vT , 1)L2(T ) + (v∂T , 1)L2(∂T ) = 0 and (ϕ, 1)L2(T ) = 0. This directly
implies that the map ΦT is bijective.

We define the virtual reconstruction operator RT : V̂k
T → V

k
T such that for all v̂T ∈ V̂k

T , the function
RT (v̂T ) ∈ V

k
T is uniquely defined by the following equations:

(∇RT (v̂T ),∇w)L2(T ) = −(vT ,∆w)L2(T ) + (v∂T , nT ·∇w)L2(∂T ), (3.30)
(RT (v̂T ), 1)L2(T ) = (vT , 1)L2(T ), (3.31)
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where (3.30) holds for all w ∈ (Vk
T )
⊥. Notice that RT (v̂T ) is well-defined, but it is not explicitly computable

(it can be approximated to a desired accuracy by using, say, a finite element method on a subgrid of T). Let
Ĵ k
T : Vk

T → V̂k
T denote the restriction of the reduction operator ÎkT toVk

T . We slightly abuse the terminology
by calling the operator Ĵ k

T the degrees of freedom onVk
T (one could define more rigorously the degrees of

freedom by choosing bases of Pk
d
(T) and Pk

d−1(F) for all F ∈ FT ). Let IV denote the identity operator on a
generic space V .

Lemma 3.10 (Finite element). We have Ĵ k
T ◦ RT = IV̂ k

T
and RT ◦ Ĵ k

T = IVk
T
. Consequently, the triple

(T,Vk
T , Ĵ

k
T ) is a finite element with interpolation operator RT ◦ ÎkT .

Proof. We only need to prove the two identities regarding Ĵ k
T and RT . (Actually, proving just one identity

is sufficient since dim(Vk
T ) = dim(V̂k

T ), but we provide two proofs for completeness.)
(i) Let v̂T ∈ V̂k

T . To prove that Ĵ
k
T ◦ RT = IV̂ k

T
, we need to show that

Θ := (RT (v̂T ) − vT , q)L2(T ) + (RT (v̂T ) − v∂T , r)L2(∂T ) = 0, ∀(q, r) ∈ V̂k
T .

Let us write (q, r) = (q′, r) + (c, 0) with c := 1
|T |

(
(q, 1)L2(T ) + (r, 1)L2(∂T )

)
so that (q′, r) ∈ (V̂k

T )
⊥. Using the

isomorphism from Lemma 3.9, we set ψ := ΦT (q′, r) ∈ (Vk
T )
⊥ and observe that

Θ = (RT (v̂T ) − vT , q′)L2(T ) + (RT (v̂T ) − v∂T , r)L2(∂T )

= −(RT (v̂T ) − vT ,∆ψ)L2(T ) + (RT (v̂T ) − v∂T , nT ·∇ψ)L2(∂T )

= (∇RT (v̂T ),∇ψ)L2(T ) + (vT ,∆ψ)L2(T ) − (v∂T , nT ·∇ψ)L2(∂T ) = 0,

where we used (3.31) in the first line, the definition of ΦT on the second line, and integration by parts
and (3.30) on the third line.
(ii) Let v ∈ Vk

T . The definition (3.30) of RT implies that for all w ∈ (Vk
T )
⊥, we have

(∇RT (Ĵ k
T (v)),∇w)L2(T ) = −(Π

k
T (v),∆w)L2(T ) + (Π

k
∂T (v), nT ·∇w)L2(∂T )

= −(v,∆w)L2(T ) + (v, nT ·∇w)L2(∂T ) = (∇v,∇w)L2(T ),

since ∆w ∈ Pk
d
(T) and nT ·∇w |∂T ∈ Pkd−1(FT ). Since RT (Ĵ k

T (v)) − v ∈ (Vk
T )
⊥ owing to (3.31), and w is

arbitrary in (Vk
T )
⊥, RT (Ĵ k

T (v)) = v.

Remark 3.11 (Right inverse). Lemma 3.10 implies that RT : V̂k
T → V

k
T is a right inverse of ÎkT . Right

inverses with other codomains can be devised. For instance, the right inverse devised in [95] using bubble
functions maps onto Pk+d+1

d
(T) on simplicial meshes and allows one to build a globally H1-conforming

function. The construction can be extended to general meshes. �

Let us define the high-order Crouzeix–Raviart-type finite element space

Vk
h

:= {vh ∈ L2(Ω) | vh |T ∈ V
k
T , ∀T ∈ T , Πk

F ([[vh]]) = 0, ∀F ∈ F ◦}, (3.32)

where [[vh]] denotes the jump of vh across the mesh interface F ∈ F ◦, and let us set Vk
h,0 := {vh ∈

Vk
h
| Πk

F (vh) = 0, ∀F ∈ F ∂}. The global degrees of freedom of a function vh ∈ V
k
h,0 are Ĵ k

h
(vh) :=

(Πk
T
(vh),Π

k
F
(vh |F)) ∈ V̂k

h,0, which is meaningful owing to jump condition in (3.32). A natural way to use
the finite element identified in Lemma 3.10 to approximate the model problem (1.2) is to seek uh ∈ Vk

h,0
such that

av
h(uh,wh) = `(Π

k
T
(wh)), ∀wh ∈ V

k
h,0, (3.33)
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with av
h

: Vk
h,0 × V

k
h,0 → R such that av

h
(vh,wh) := (∇Tvh,∇Twh)L2(Ω) (notice that vh 7→ ‖∇Tvh ‖L2(Ω)

defines a norm onVk
h,0). The use of the L2-orthogonal projection to evaluate the right-hand side of (3.33)

is to stick to the multiscale HHO method proposed in [60]. Using the above reduction and reconstruction
operators, an equivalent reformulation of (3.33) is to seek ûh ∈ V̂k

h,0 such that âv
h
(ûh, ŵh) = `(wT) for all

ŵh ∈ V̂k
h,0, with âv

h
(v̂h, ŵh) := (∇TRT(v̂h),∇TRT(ŵh))L2(Ω) and RT(v̂h) |T := RT (v̂T ) for all T ∈ T .

The discrete problem (3.33) is not easily tractable since the computation of the basis functions inVk
h,0 is

possible only by using some subgrid discretization method in each mesh cell. This approach is reasonable
when dealing with a diffusion problem characterized by subgrid scales that are not captured by the mesh
T . Instead, in the absence of multiscale features, it is more efficient to use the original HHO method
presented in Chapter 1. To bridge the two methods, we first notice that an equivalent formulation of the
original HHO method is to seek uh ∈ Vk

h,0 such that ahho
h
(uh,wh) = `(Πk

T
(wh)) for all wh ∈ V

k
h,0, with

ahho
h

: Vk
h,0 ×V

k
h,0 → R such that

ahho
h (vh,wh) := (∇TEk+1

T
(vh),∇TEk+1

T
(wh))L2(Ω) + sh(Ĵ k

h (vh), Ĵ
k
h (wh)). (3.34)

The quantity ahho
h
(vh,wh) is computable even if one only knows the global degrees of freedom Ĵ k

h
(vh) and

Ĵ k
h
(wh) of vh and wh , without the need to explicitly knowing these functions (notice that Ek+1

T = RT ◦ Ĵ
k
T

for all T ∈ T , where RT is the computable reconstruction operator defined in (1.15)-(1.16)). The role of the
stabilization in the original HHO method can then be understood as a computable way of ensuring that ahho

h

remains H1-coercive on Vk
h,0, in the spirit of the seminal ideas developed for the virtual element method

(see, e.g., [15]).

Lemma 3.12 (Coercivity onVk
h,0). There is η > 0 such that ahho

h
(vh, vh) ≥ η‖∇Tvh ‖2L2(Ω)

for all vh ∈ Vk
h,0.

Proof. (i) Let us first prove the following inverse inequalities: There is C such that for all T ∈ T and all
v ∈ Vk

T ,

‖nT ·∇v‖L2(∂T ) + h
1
2
T ‖∆v‖L2(T ) ≤ Ch

− 1
2

T ‖∇v‖L2(T ). (3.35)

Let F ∈ FT and set q := (nT ·∇v) |F ∈ Pkd−1(F). For simplicity, we assume that T is a simplex (otherwise,
for every simplicial subface of F, one carves a simplex inside T of diameter uniformly equivalent to hT ).
It results from [94, Lem. A.3] that there is Cdiv such that for all q ∈ Pk

d−1(F), there is θq ∈ RTRTRTk
d
(T) (the

Raviart–Thomas finite element space of order k in T) satisfying nT ·θq = q on F, ∇·θq = ∆v ∈ Pkd(T), and

‖θq ‖L2(T ) ≤ Cdiv min
a∈Vq

‖a‖L2(T ),

with Vq := {a ∈ H(div; T) | (nT ·a) |F = q, ∇·a = ∆v}. Since ∇v ∈ Vq , invoking the discrete trace
inequality (2.8) for the polynomial θq , we infer that

‖nT ·∇v‖L2(F) = ‖nT ·θq ‖L2(F) ≤ Ch
− 1

2
T ‖θq ‖L2(T ) ≤ CCdivh

− 1
2

T ‖∇v‖L2(T ). (3.36)

Moreover, setting r := ∆v ∈ Pk
d
(T), an integration by parts gives ‖∆v‖2

L2(T )
= −(∇v,∇r)L2(T )+(nT ·∇v, r)L2(∂T ).

Invoking the Cauchy–Schwarz inequality, the discrete inverse inequalities (2.7)-(2.8), and the bound (3.36)
readily gives ‖∆v‖L2(T ) ≤ Ch−1

T ‖∇v‖L2(T ). This completes the proof of (3.35).
(ii) Let vh ∈ Vk

h,0. Integrating by parts in (3.30), invoking the Cauchy–Schwarz inequality, and us-
ing (3.35) shows that ‖∇RT (v̂T )‖L2(T ) ≤ C |v̂T |V̂ k

T
for all v̂T ∈ V̂k

T and all T ∈ T (we only use the bound on
the normal derivative in (3.35)). Owing to Lemma 3.10, we infer that ‖∇vh |T ‖L2(T ) ≤ C |Ĵ k

T (vh |T )|V̂ k
T
.

The assertion now follows by invoking the lower bound in Lemma 2.6 and summing cellwise since
ahho
h
(vh, vh) =

∑
T ∈T aT (Ĵ k

T (vh |T ), Ĵ
k
T (vh |T )).
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Chapter 4

Linear elasticity and hyperelasticity

In this chapter, we show how to discretize using HHO methods linear elasticity and nonlinear hyperelas-
ticity problems. In particular, we pay particular attention to the robustness of the discretization in the
quasi-incompressible limit. For linear elasticity, we reconstruct the strain tensor in the space composed
of symmetric gradients of vector-valued polynomials. For nonlinear hyperelasticity, we reconstruct the
deformation gradient in a full tensor-valued polynomial space, and not just in a space composed of poly-
nomial gradients. We also consider a second gradient reconstruction in an even larger space built using
Raviart–Thomas polynomials, for which no additional stabilization is necessary. Finally, we present some
numerical examples.

4.1 Continuum mechanics
We are interested in finding the static equilibrium configuration of an elastic continuum body that occupies
the domain Ω in the reference configuration. Here, Ω ⊂ Rd , d ∈ {2, 3}, is a bounded Lipschitz domain with
unit outward normal n and boundary partitioned as ∂Ω = ∂ΩN ∪ ∂ΩD with two relatively open and disjoint
subsets ∂ΩN and ∂ΩD. The body undergoes deformations under the action of a body force f : Ω→ Rd , a
traction force gN : ∂ΩN → Rd , and a prescribed displacement uD : ∂ΩD → Rd . We assume that ∂ΩD has
positive measure so as to prevent rigid-body motions. Due to the deformation, a point x ∈ Ω in the reference
configuration is mapped to a point x ′ = x + u(x) in the equilibrium configuration, where u : Ω → Rd is
the displacement field.

4.1.1 Infinitesimal deformations and linear elasticity
Since we are concerned here with infinitesimal deformations, a relevant measure of the deformations of the
body is the linearized strain tensor such that

ε(u) :=
1
2
(∇u + ∇uT). (4.1)

Notice that ε(u) takes values in the space Rd×d
sym composed of symmetric tensors of order d. Moreover, in

the framework of linear isotropic elasticity, the internal stresses in the body are described at any point in
Ω by the stress tensor σ which depends on the linearized strain tensor ε at that point. The constitutive
stress-strain relation is linear and takes the form

σ(ε) := 2µε + λ tr(ε)Id, (4.2)
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Chapter 4. Linear elasticity and hyperelasticity

where λ and µ are material parameters called Lamé coefficients, and Id is the identity tensor in Rd×d .
Notice that σ(ε) also takes values in Rd×d

sym (the symmetry of σ(ε) is actually a consequence of the balance
of angular momentum in infinitesimal deformations). For simplicity, we assume that λ and µ are constant in
Ω. Owing to thermodynamic stability, we have µ > 0 and λ + 2

3 µ > 0. The coefficient κ := λ + 2
3 µ, called

bulk modulus, describes the compressibility of the material. Very large values relative to µ, i.e., λ � µ,
correspond to almost incompressible materials.

In the above setting, the displacement field u : Ω→ Rd satisfies the following equations:

−∇·σ(ε(u)) = f in Ω, (4.3)
u = uD on ∂ΩD, (4.4)

σ(ε(u))n = gN on ∂ΩN, (4.5)

together with (4.1) and (4.2). Setting H1(Ω) := H1(Ω;Rd), the functional space composed of the kinemat-
ically admissible displacements and its tangent space are

VD := {v ∈ H1(Ω) | v |∂ΩD = uD}, (4.6)

V0 := {v ∈ H1(Ω) | v |∂ΩD = 0}. (4.7)

Recall that the H1-norm is defined as ‖v‖H1(Ω) :=
(
‖v‖2

L2(Ω)
+ `2

Ω
‖∇v‖2

L2(Ω)

) 1
2 , where the length scale

`Ω := diam(Ω) is introduced to be dimensionally consistent. Since |∂ΩD | > 0, Korn’s inequality implies
that there is Ck > 0 such that Ck‖∇v‖L2(Ω) ≤ ‖ε(v)‖L2(Ω) for all v ∈ V0 (see, e.g., [108], [122, Thm. 10.2]).
Moreover, the Poincaré–Steklov inequality applied componentwise shows that there is Cps > 0 such that
Cps‖v‖L2(Ω) ≤ `Ω‖∇v‖L2(Ω) for all v ∈ V0. Assuming f ∈ L2(Ω) and gN ∈ L

2(∂ΩN), the weak formulation
of the linear elasticity problem is as follows: Seek u ∈ VD such that

a(u, w) = `(w) := ( f , w)L2(Ω) + (gN, w)L2(∂ΩN), ∀w ∈ V0, (4.8)

with the bilinear form a : H1(Ω) × H1(Ω) → R such that

a(v, w) := (σ(ε(v)), ε(w))L2(Ω) = 2µ(ε(v), ε(w))L2(Ω) + λ(∇·v,∇·w)L2(Ω), (4.9)

where we used that tr(ε(v)) = ∇·v. Simple manipulations show that

2µ‖ε‖2
`2 + λ | tr(ε)|2 ≥ min(2µ, 3κ)‖ε‖2

`2, (4.10)

where ‖ε‖2
`2 := ε:ε =

∑
1≤i, j≤d |εi j |

2. Combining this bound with the Korn and Poincaré–Steklov inequal-
ities shows that the bilinear form a is coercive on V0. Hence, after lifting the Dirichlet datum, one can show
that the model problem (4.8) is well-posed by invoking the Lax–Milgram lemma.

Standard convexity arguments show that the weak solution u ∈ VD to (4.8) is the unique minimizer in
VD of the energy functional E : VD → R such that

E(v) :=
1
2

(
2µ‖ε(v)‖2

L2(Ω)
+ λ‖∇·v‖2

L2(Ω)

)
− `(v). (4.11)

Moreover, the weak formulation (4.8) expresses the principle of virtual work, wherein the test function w
plays the role of a virtual displacement.

Remark 4.1 (Rigid-body motions). An important fact in continuum mechanics is that the gradient and
strain operators have different kernels. In fact, ∇v = 0 if and only if there is a ∈ Rd such that v = a, i.e.,
the displacement field v represents a translation. Instead, ε(v) = 0 if and only if v ∈ RM where

RM :=

{
PPP0

3 + x×PPP0
3 if d = 3; dim(RM) = 6,

PPP0
2 + x⊥P0

2 if d = 2; dim(RM) = 3,
(4.12)
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where PPP0
d

:= P0
d
(Rd;Rd), x is the position vector in Rd , × denotes the cross product in R3 and x⊥ =

(x, y)⊥ = (−y, x) if d = 2. Notice that for d ∈ {2, 3}, we have PPP0
d
( RM ( PPP1

d
. Fields in RM are called

rigid-body motions (or translation-rotation motions). �

4.1.2 Finite deformations and hyperelasticity
We are now concerned with finite deformations. We adopt the Lagrangian description so that all the differ-
ential operators are taken with respect to the coordinates in the reference configuration. The deformations
are measured using the deformation gradient

F(u) := Id + ∇u, (4.13)

taking values in the set Rd×d
+ of d × d matrices with positive determinant. In the setting of homogeneous

hyperelastic materials, the internal efforts in the body are described at any point in Ω by the first Piola–
Kirchhoff tensor P which depends (nonlinearly) on the deformation gradient F at that point. The constitutive
relation between P and F is derived by postulating a strain energy density Ψ : Rd×d

+ → R and setting

P(F) := ∂FΨ(F). (4.14)

We will mainly deal with hyperelastic materials of Neohookean type extended to the compressible range
such that

Ψ(F) :=
µ

2
(F:F − d) − µ ln J +

λ

2
(ln J)2, J := det(F), (4.15)

where µ and λ are material constants. Since ∂F J = JF−T, (4.15) gives

P(F) = µ(F − F−T) + λ ln JF−T. (4.16)

In the above setting, the displacement field u : Ω→ Rd satisfies the following equations:

−∇·P(F(u)) = f in Ω, (4.17)
u = uD on ∂ΩD, (4.18)

P(F(u)) n = gN on ∂ΩN, (4.19)

together with (4.13) and (4.14), and where we assumed so-called dead external forces f and gN (i.e.,
independent of the deformed configuration). Defining the energy functional E : VD → R such that

E(v) :=
∫
Ω

Ψ(F(v)) dx − `(v), (4.20)

with the linear form ` defined in (4.8), the static equilibrium problem (4.17)–(4.19) consists of seeking the
stationary points of the energy functional E which satisfy the following weak form of the Euler–Lagrange
equations:

0 = DE(u)[v] =
∫
Ω

P(F(u)) : ∇v dx − `(v), (4.21)

for all virtual displacements v ∈ V0. We assume that the strain energy density function Ψ is polyconvex,
so that local minimizers of the energy functional exist (see [12]). We refer the reader to the textbooks
[20, 56, 130] for further insight into the physical modeling.

4.2 HHO methods for linear elasticity
The goal of this section is to present and analyze the HHO method to discretize the linear elasticity problem
introduced in Sect. 4.1.1. We assume in the whole section that λ ≥ 0.
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Chapter 4. Linear elasticity and hyperelasticity

(a) k = 1 (b) k = 2 (c) k = 3

Figure 4.1: Face (violet) and cell (blue) unknowns in V̂ k
T in a pentagonal cell (d = 2) for k ∈ {1, 2, 3} (each

dot in a pair represents one basis function associated with one Cartesian component).

4.2.1 Discrete unknowns, reconstruction, and stabilization
Let T be a mesh of Ω belonging to a shape-regular mesh sequence (see Sect. 1.2.1 and 2.1.1). We
additionally require that every mesh cell T ∈ T is star-shaped with respect to every point in a ball with
radius uniformly equivalent to hT ; this will allow us to invoke a local Korn inequality. We assume that Ω
is a polyhedron so that the mesh covers Ω exactly. Moreover, we assume that every mesh boundary face
belongs either to ∂ΩD or to ∂ΩN; the corresponding subsets of F ∂ are denoted by F ∂D and F ∂N . Recall that
in HHO methods, the discrete unknowns are polynomials attached to the mesh cells and the mesh faces. In
the context of continuum mechanics, both unknowns are vector-valued: the cell unknowns approximate the
displacement field in the cell, and the face unknowns approximate its trace on the mesh faces. For brevity,
we only consider the equal-order setting for the cell and face unknowns. One important difference with the
diffusion model problem is that we now take the polynomial degree k ≥ 1. The reason for excluding the
case k = 0 is related to the necessity to control the rigid-body motions in each mesh cell (for a lowest-order
nonconforming method, see [25]).

For every mesh cell T ∈ T , we set

V̂ k
T := PPPkd(T) × PPP

k
d−1(FT ), PPPkd−1(FT ) :=

?
F ∈FT

PPPkd−1(F), (4.22)

with PPPk
d
(T) := Pk

d
(T ;Rd) and PPPk

d−1(F) := Pk
d−1(F;Rd); see Figure 4.1. A generic element in V̂ k

T is denoted
by v̂T := (vT , v∂T ). The HHO space is defined as

V̂ k
h

:= V k
T
× V k

F
, V k

T
:=

?
T ∈T

PPPkd(T), V k
F

:=
?
F ∈F

PPPkd−1(F), (4.23)

so that dim(V̂ k
h
) = d

(k+d
d

)
#T + d

(k+d−1
d−1

)
#F . A generic element in V̂ k

h
is denoted by v̂h := (vT, vF) with

vT := (vT )T ∈T and vF := (vF )F ∈F , and we localize the components of v̂h associated with a mesh cell
T ∈ T and its faces by using the notation v̂T :=

(
vT , v∂T := (vF )F ∈FT

)
∈ V̂ k

T . The local HHO reduction
operator ÎkT : H1(T) → V̂ k

T is such that

ÎkT (v) := (Πk
T (v),Π

k
∂T (v |∂T )), (4.24)

and its global counterpart Îk
h

: H1(Ω) → V̂ k
h
is Îk

h
(v) := (Πk

T
(v),Πk

F
(v |F)), where the L2-orthogonal

projections act componentwise.
The present HHO method for linear elasticity hinges on three local operators: (i) a displacement

reconstruction operator, (ii) a divergence reconstruction operator, and (iii) a stabilization operator. The
displacement reconstruction operator is based on inverting the Grammatrix associated with the strain tensor.
For this reason, we need to specify additionally the rigid-body motions of the reconstructed displacement.
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4.2 HHO methods for linear elasticity

For a polynomial degree l ≥ 1, we set

PPPld(T)
⊥ := {q ∈ PPPld(T) | Π

0
T (q) = 0, Π0

T (∇ssq) = 0}, (4.25)

where ∇ssv := 1
2 (∇v −∇vT) denotes the skew-symmetric part of the gradient (recall that the L2-orthogonal

projection Π0
T returns the mean-value over T). It is easy to see that PPPl

d
(T) = PPPl

d
(T)⊥ ⊕ RM , where

RM is the space of rigid-body motions defined in (4.12). The displacement reconstruction operator
UT : V̂ k

T → PPPk+1
d
(T) is defined such that for all v̂T ∈ V̂ k

T , UT (v̂T ) ∈ PPP
k+1
d
(T) is uniquely specified as follows:

(ε(UT (v̂T )), ε(q))L2(T ) = −(vT ,∇·ε(q))L2(T ) + (v∂T , ε(q)nT )L2(∂T ), (4.26)

Π0
T (UT (v̂T )) = Π

0
T (vT ), Π0

T (∇ssUT (v̂T )) =
1
|T |

∫
∂T

v∂T ⊗ss nT ds, (4.27)

where (4.26) holds for all q ∈ PPPk+1
d
(T)⊥ and a ⊗ss b := 1

2 (a ⊗ b − b ⊗ a) for all a, b ∈ Rd . Proceeding as in
the proof of Lemma 1.4 and since Π0

T (∇ssUT (Î
k
T (v))) =

1
|T |

∫
∂T
Πk
∂T (v |∂T ) ⊗ss nT ds = Π0

T (∇ssv) (owing to
(4.27), (4.24), and integration by parts), one readily establishes the following identity.

Lemma 4.2 (Elliptic projection). We have UT ◦ Î
k
T = Ek+1

T where Ek+1
T : H1(T) → PPPk+1

d
(T) is the elliptic

strain projection such that (ε(Ek+1
T (v) − v), ε(q))L2(T ) = 0 for all q ∈ PPPk+1

d
(T)⊥, Π0

T (E
k+1
T (v) − v) = 0, and

Π0
T (∇ss(Ek+1

T (v) − v)) = 0.

The divergence reconstruction operator DT : V̂ k
T → Pk

d
(T) is defined by solving the followingwell-posed

problem: For all v̂T ∈ V̂ k
T ,

(DT (v̂T ), q)L2(T ) = −(vT ,∇q)L2(T ) + (v∂T , qnT )L2(∂T ), (4.28)

for all q ∈ Pk
d
(T). In practice, the computation of DT (v̂T ) entails inverting the mass matrix in Pk

d
(T). We

have the following important commutation result.

Lemma 4.3 (Commuting with divergence). The following holds true:

DT (Î
k
T (v)) = Π

k
T (∇·v), ∀v ∈ H1(T). (4.29)

Proof. Let q ∈ Pk
d
(T). Since ∇q ∈ PPPk

d
(T) and qnT ∈ PPPkd−1(FT ), we have

(DT (Î
k
T (v)), q)L2(T ) = −(Π

k
T (v),∇q)L2(T ) + (Π

k
∂T (v |∂T ), qnT )L2(∂T )

= −(v,∇q)L2(T ) + (v, qnT )L2(∂T ) = (∇·v, q)L2(T ).

Since DT (Î
k
T (v)) ∈ P

k
d
(T) and q is arbitrary in Pk

d
(T), this proves (4.29).

Finally, the stabilization operator is inspired from the one devised for the Poisson model problem in
Sect. 1.3.2. Here, we define S∂T : V̂ k

T → PPPk
d−1(FT ) such that for all v̂T ∈ V̂ k

T ,

S∂T (v̂T ) := Πk
∂T

(
vT |∂T − v∂T +

(
(I −Πk

T )UT (v̂T )
)
|∂T

)
, (4.30)

where I is the identity operator. Letting δ∂T := vT |∂T − v∂T , we observe that S∂T (v̂T ) = Πk
∂T

(
δ∂T − ((I −

Πk
T )UT (0, δ∂T )) |∂T

)
.
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4.2.2 Discrete problem, energy minimization, and traction recovery
The global bilinear form ah : V̂ k

h
× V̂ k

h
→ R is assembled cellwise as in Sect. 1.4.1 by setting ah(v̂h, ŵh) :=∑

T ∈T aT (v̂T , ŵT ) where for all T ∈ T , the local bilinear forms aT : V̂ k
T × V̂

k
T → R are such that

aT (v̂T , ŵT ) := 2µ(ε(UT (v̂T )), ε(UT (ŵT )))L2(T ) + λ(DT (v̂T ),DT (ŵT ))L2(T )

+ 2µh−1
T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ). (4.31)

Notice that the stabilization term is weighted by the Lamé parameter µ. To account for the Dirichlet boundary
condition, we define the subspaces

V k
F,D := {vF ∈ V k

F
| vF = Π

k
F (uD), ∀F ∈ F ∂D }, (4.32)

V k
F,0 := {vF ∈ V k

F
| vF = 0, ∀F ∈ F ∂D }, (4.33)

as well as V̂ k
h,D := V k

T
× V k

F,D and V̂ k
h,0 := V k

T
× V k

F,0. The discrete problem is as follows:{
Find ûh ∈ V̂

k
h,D such that

ah(ûh, ŵh) = `h(ŵh) := ( f , wT)L2(Ω) + (gN, wF)L2(∂ΩN), ∀ŵh ∈ V̂
k
h,0.

(4.34)

Notice that the cell component of the test function is used against the body force f , whereas the face
component is used against the traction force gN. We will see in the next section that the bilinear form ah
is coercive on V̂ k

h,0 so that the discrete problem (4.34) is well-posed. Moreover, let us define the discrete
energy functional Eh : V̂ k

h,D → R such that

Eh(v̂h) :=
1
2

(
2µ‖ε(UT(v̂h))‖2L2(Ω)

+ λ‖DT(v̂h)‖2L2(Ω)
+ 2µsh(v̂h, v̂h)

)
− `h(v̂h), (4.35)

where the global reconstructions UT(v̂h) and DT(v̂h) are such that UT(v̂h) |T := UT (v̂T ) and DT(v̂h) |T :=
DT (v̂T ) for all T ∈ T , and with the global stabilization bilinear form

sh(v̂h, ŵh) :=
∑
T ∈T

h−1
T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ). (4.36)

Then, the same arguments as in the proof of Proposition 1.8 show that ûh ∈ V̂ k
h,D solves (4.34) if and only

if ûh minimizes Eh in V̂ k
h,D.

The algebraic realization of (4.34) leads to a linear system with symmetric positive-definite stiffness
matrix having the same block-structure as in (1.39). The right-hand side vector can now have nonzero face
components due to the Neumann boundary condition. In any case, a computationally effective way to solve
the linear system is again to use static condensation: one eliminates locally all the cell unknowns, solves the
global transmission problem coupling all the face unknowns, and finally recovers the cell unknowns by local
post-processing. Moreover, the result of Proposition 1.10 on the global transmission problem can be readily
extended to the setting of linear elasticity provided the right-hand side of (1.44) is modified to include the
contribution of the Neumann boundary condition.

The material of Sect. 1.5.1 on flux recovery can be readily adapted to the present setting leading to the
important notion of equilibrated tractions defined on the boundary of the mesh cells and at the Neumann
boundary faces. Let S̃∂T : PPPk

d−1(FT ) → PPPk
d−1(FT ) be defined such that

S̃∂T (µ) := Πk
∂T

(
µ −

(
(I −Πk

T )UT (0, µ)
)
|∂T

)
, (4.37)
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and let S̃∗
∂T

: PPPk
d−1(FT ) → PPPk

d−1(FT ) be its adjoint such that (S̃∗
∂T
(λ), µ)L2(∂T ) = (λ, S̃∂T (µ))L2(∂T ) for all

λ, µ ∈ PPPk
d−1(FT ). Then, for all v̂h ∈ V̂ k

h
, we can define numerical tractions T∂T (v̂T ) ∈ PPPkd−1(FT ) at the

boundary of every mesh cell T ∈ T by setting

T∂T (v̂T ) := −σ(ε(UT (v̂T ))) |∂T nT + 2µh−1
T (S̃

∗
∂T ◦ S̃∂T )(vT |∂T − v∂T ). (4.38)

A direct adaptation of the proof of Proposition 1.11 establishes the following result.

Proposition 4.4 (Rewriting with tractions). Let ûh ∈ V̂ k
h,D solve (4.34) and let the tractions T∂T (ûT ) ∈

PPPk
d−1(FT ) be defined as in (4.38) for all T ∈ T . The following holds:

(i) Equilibrium at every mesh interface F = ∂T− ∩ ∂T+ ∩ HF ∈ F
◦:

T∂T− (ûT− ) |F +T∂T+ (ûT+ ) |F = 0, (4.39)

and at every Neumann boundary face F = ∂T− ∩ ∂ΩN ∩ HF ∈ F
∂
N :

T∂T− (ûT− ) |F +Π
k
F (gN) = 0. (4.40)

(ii) Balance with the source term in every mesh cell T ∈ T : For all q ∈ PPPk
d
(T),

(σ(ε(UT (ûT ))), ε(q))L2(T ) + (T∂T (ûT ), q)L2(∂T ) = ( f , q)L2(T ). (4.41)

(iii) (4.39)-(4.40)-(4.41) are an equivalent rewriting of (4.34).

Remark 4.5 (Literature). HHO methods for linear elasticity were introduced in [77]. HDG methods for
linear elasticity were developed, among others, in [139, 126, 98], weak Galerkin methods in [146], and a
hybridizable weakly conforming Galerkin method in [114]. �

4.2.3 Stability and error analysis
The stability and error analysis relies on the vector-valued version of the inequalities from Sect. 2.1. In
particular, we need the multiplicative trace inequality from Lemma 2.2 and the discrete inverse inequalities
from Lemma 2.4. Moreover, in addition to the local Poincaré–Steklov inequality from Lemma 2.1, we need
the following local Korn inequality (see [22, App. A.1]): There is Ck such that for all T ∈ T ,

‖∇v‖L2(T ) ≤ Ck‖ε(v)‖L2(T ), ∀v ∈ H1(T)⊥, (4.42)

with H1(T)⊥ := {v ∈ H1(T) | Π0
T (v) = 0, Π0

T (∇ssv) = 0}. Combining the local Poincaré–Steklov and
Korn inequalities yields ‖v‖L2(T ) ≤ CpsCkhT ‖ε(v)‖L2(T ) for all v ∈ H1(T)⊥.

Lemma 4.6 (Stability). Equip V̂ k
T with the seminorm | v̂T |2ε,T := ‖ε(vT )‖2L2(T )

+ h−1
T ‖vT − v∂T ‖

2
L2(∂T )

.
Assume k ≥ 1. There are 0 < α ≤ ω < +∞ such that for all T ∈ T and all v̂T ∈ V̂ k

T ,

α | v̂T |
2
ε,T ≤ ‖ε(UT (v̂T ))‖

2
L2(T )

+ h−1
T ‖S∂T (v̂T )‖

2
L2(∂T )

≤ ω | v̂T |
2
ε,T . (4.43)

Proof. The only difference with the proof of Lemma 2.6 arises in the proof of (2.13) when bounding
(I − Πk

T )(UT (v̂T )). We first notice that there is (a unique) rU ∈ RM such that Π0
T (UT (v̂T ) − rU ) = 0

and Π0
T (∇ss(UT (v̂T ) − rU )) = 0. Since (I − Πk

T )(rU ) = 0 (because k ≥ 1), UT (v̂T ) − rU ∈ H1(T)⊥, and
ε(rU ) = 0, we infer that

‖(I −Πk
T )(UT (v̂T ))‖L2(T ) = ‖(I −Π

k
T )(UT (v̂T ) − rU )‖L2(T ) ≤ ‖UT (v̂T ) − rU ‖L2(T )

≤ CpsCkhT ‖ε(UT (v̂T ) − rU )‖L2(T ) = ChT ‖ε(UT (v̂T ))‖L2(T ),

owing to the combined Poincaré–Steklov and Korn inequalities. All the other arguments in the proof are
the vector-valued version of those invoked for Lemma 2.6.
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Lemma 4.7 (Coercivity, well-posedness). The map V̂ k
h,0 3 v̂h 7→ ‖ v̂h ‖ε,h :=

( ∑
T ∈T | v̂T |

2
ε,T

) 1
2 ∈ [0,+∞)

defines a norm on V̂ k
h,0. Moreover, the discrete bilinear form ah satisfies the coercivity property

ah(v̂h, v̂h) ≥ 2µ‖ v̂h ‖2ε,h, ∀v̂h ∈ V̂ k
h,0, (4.44)

and the discrete problem (4.34) is well-posed.

Proof. The only nontrivial property is the definiteness of the map. Let v̂h ∈ V̂ k
h,0 be such that ‖ v̂h ‖ε,h = 0.

Then, for all T ∈ T , vT is a rigid displacement whose trace on ∂T is v∂T . Since two rigid displacements
that coincide on a mesh face are identical, we infer that vT is a global rigid displacement, and since vF = 0
for all F ∈ F ∂D , we conclude that vT and vF are zero. Hence, ‖·‖ε,h defines a norm on V̂ k

h,0. The coercivity
property (4.44) follows by summing over the mesh cells the lower bound from Lemma 4.6 and recalling that
λ ≥ 0 by assumption. Finally, the well-posedness of (4.34) results from the Lax–Milgram lemma.

To derive an error estimate, we introduce the consistency error such that

〈δh, ŵh〉 := `h(ŵh) − ah(Îkh (u), ŵh), ∀ŵh ∈ V̂
k
h,0, (4.45)

andwe bound the dual norm ‖δh ‖∗ := supŵh ∈V̂
k
h,0

| 〈δh,ŵh 〉 |

‖ŵh ‖ε,h
. For allT ∈ T and all v ∈ H1+r (T), φ ∈ H1+r (T),

r > 1
2 , we define the local (semi)norms

|v |],T := ‖ε(v)‖L2(T ) + h
1
2
T ‖ε(v)‖L2(∂T ), ‖φ‖†,T := ‖φ‖L2(T ) + h

1
2
T ‖φ‖L2(∂T ). (4.46)

The global counterparts are |v |],T :=
( ∑

T ∈T |v |
2
],T

) 1
2 for all v ∈ H1+r (T ) and ‖φ‖†,T :=

( ∑
T ∈T ‖φ‖

2
†,T

) 1
2

for all φ ∈ H1+r (T ). Let Ek+1
T

be the global elliptic strain projection such that Ek+1
T
(v) |T = Ek+1

T (v |T ) for
all T ∈ T and all v ∈ H1(Ω).

Lemma 4.8 (Consistency). Assume that the exact solution satisfies u ∈ H1+r (Ω), r > 1
2 . There is C,

uniform with respect to µ and λ, such that

‖δh ‖∗ ≤ C
(
µ|u − Ek+1

T
(u)|],T + λ‖∇·u − Π

k
T
(∇·u)‖†,T

)
. (4.47)

Proof. Since the exact solution satisfies −∇·σ(ε(u)) = f in Ω and σ(ε(u))n = gN on ∂ΩN, integrating by
parts and using that the normal component of σ(ε(u)) is single-valued at every mesh interface and that wF

vanishes at every Dirichlet boundary face, we infer that

`(ŵh) =
∑
T ∈T

(
(σ(ε(u)), ε(wT ))L2(T ) − (σ(ε(u))nT , wT )L2(∂T )

)
+ (gN, wF)L2(∂ΩN)

=
∑
T ∈T

(
(σ(ε(u)), ε(wT ))L2(T ) + (σ(ε(u))nT , w∂T − wT )L2(∂T )

)
.

Similar manipulations to the Poisson model problem (see the proof of Lemma 2.8) and the commuting
property from Lemma 4.3 give 〈δh, ŵh〉 = −

∑
T ∈T(T1,T + T2,T + T3,T ), where

T1,T := 2µ(ε(u − Ek+1
T (u))nT , wT − w∂T )L2(∂T ),

T2,T := λ((∇·u − Πk
T (∇·u)))nT , wT − w∂T )L2(∂T ),

T3,T := 2µh−1
T (S∂T (Î

k
T (u)), S∂T (ŵT ))L2(∂T ).

The first two terms are bounded by using the Cauchy–Schwarz inequality. The third term is bounded by
proceeding as in the proof of Lemma 2.7, except that we additionally invoke the local Korn inequality (4.42).
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4.3 HHO methods for hyperelasticity

As in Lemma 2.9 for the Poisson model problem, stability (Lemma 4.7) and consistency (Lemma 4.8)
imply the bound

µ‖ êh ‖ε,h ≤ C
(
µ|u − Ek+1

T
(u)|],T + λ‖∇·u − Π

k
T
(∇·u)‖†,T

)
, (4.48)

with the discrete error êh := ûh − Îk
h
(u). Using the triangle inequality and the approximation properties of

the elliptic strain projection (see [22, App. A.2]) leads, as in Theorem 2.10, to the following energy-error
estimate. In the spirit of Sect. 2.4, we use the notation |hαφ |Hβ (T) :=

( ∑
T ∈T h2α

T |φ |
2
Hβ (T )

) 1
2 for φ ∈ Hβ(T ),

and we let εT denote the strain operator applied cellwise (i.e., using the broken gradient).

Theorem 4.9 (Energy-error estimate). Let u ∈ VD be the exact solution and let ûh ∈ V̂ k
h,D be the HHO

solution solving (4.34). Assume that u ∈ H1+r (Ω), r > 1
2 . There is C, uniform with respect to µ and λ, such

that
µ‖εT(u − UT(ûh))‖L2(Ω) ≤ C

(
µ|u − Ek+1

T
(u)|],T + λ‖∇·u − Π

k
T
(∇·u)‖†,T

)
. (4.49)

Moreover, if u ∈ H t+1(T ) and ∇·u ∈ Ht (T ) for some t ∈ [ 12, k + 1], we have

µ‖εT(u − UT(ûh))‖L2(Ω) ≤ C
(
µ|htu |H t+1(T) + λ |h

t∇·u |H t (T)

)
. (4.50)

Remark 4.10 (Quasi-incompressible limit). The remarkable fact about the error estimates (4.49)-(4.50)
is that the right-hand side depends on the second Lamé parameter λ only through the smoothness of ∇·u.
Furthermore, the incompressible limit (i.e., the Stokes equations) can be treated by introducing a pressure
variable attached to the mesh cells [6]. The pressure unknowns, up to the cell mean-value, can be locally
eliminated together with the cell velocity unknowns by static condensation. Moreover, as shown in [81], the
discretization can be made pressure-robust. �

An improved L2-error estimate can be derived by adapting the arguments presented in Sect. 2.5. We
assume the following elliptic regularity property: There are a constant Cell and a regularity pickup index
s ∈ ( 12, 1] such that for all g ∈ L

2(Ω), the unique field ζg ∈ V0 such that a(v, ζg) = (v, g)L2(Ω) for all v ∈ V0
satisfies the regularity estimate µ‖ζg ‖H1+s (Ω) + λ‖∇·ζg ‖H s (Ω) ≤ Cell`

2
Ω
‖g‖L2(Ω). Then, proceeding as in

the proof of Lemma 2.11 (see also [77] for the original arguments) leads to the following discrete L2-error
estimate: There is C, uniform with respect to µ and λ, such that

µ‖eT ‖Ω ≤ C`1−s
Ω

hs
(
µ|u − Ek+1

T
(u)|],T +max(µ, λ)‖∇·u − Πk

T
(∇·u)‖†,T

+ h‖ f −Πk
T ( f )‖L2(Ω) + h

1
2 ‖gN −Π

k
F∂N
(gN)‖L2(∂ΩN)

)
. (4.51)

4.3 HHO methods for hyperelasticity
The goal of this section is to present and analyze two HHOmethods to discretize the hyperelasticity problem
introduced in Sect. 4.1.2. Following the ideas outlined in Sect. 3.1, we consider (i) a stabilized HHOmethod
reconstructing the deformation gradient in Pk

d
(T ;Rd×d) and (ii) an unstabilized method reconstructing the

deformation gradient in a larger polynomial space built using Raviart–Thomas polynomials. For both
methods, the discrete setting is the same as the one considered for the linear elasticity problem (see
Sect. 4.2.1): the mesh T satisfies the assumptions stated therein, the discrete unknowns belong to the local
space V̂ k

T
:= PPPk

d
(T) × PPPk

d−1(FT ) defined in (4.22) for every mesh cell T ∈ T and a polynomial degree
k ≥ 1, and the global HHO space is the space V̂ k

h
:= V k

T
×V k

F
defined in (4.23) together with the subspaces

V̂ k
h,D := V k

T
× V k

F,D and V̂ k
h,0 := V k

T
× V k

F,0 related to the enforcement of the Dirichlet boundary condition
(see (4.32)-(4.33)).

45



Chapter 4. Linear elasticity and hyperelasticity

4.3.1 The stabilized HHO method
The local gradient reconstruction operator GT : V̂ k

T → Pk
d
(T ;Rd×d) is such that for all v̂T ∈ V̂ k

T , GT (v̂T ) ∈

Pk
d
(T ;Rd×d) is uniquely determined by the equations

(GT (v̂T ), q)L2(T ) = −(vT ,∇·q)L2(T ) + (v∂T , qnT )L2(∂T ), ∀q ∈ Pkd(T ;Rd×d). (4.52)

To compute GT (v̂T ), it suffices to invert the mass matrix associated with the scalar-valued polynomial space
Pk
d
(T) since only the right-hand side changes when computing each entry of the tensor GT (v̂T ). Notice in

passing that
tr(GT (v̂T )) = DT (v̂T ), ∀v̂T ∈ V̂ k

T , (4.53)

where DT is the divergence reconstruction operator defined in (4.28) (take in (4.52) q := qId with q arbitrary
in Pk

d
(T)). Moreover, proceeding as in the proof of Lemma 3.1(ii), one readily verifies that

GT (Î
k
T (v)) = Π

k
T (∇v), (4.54)

for all v ∈ H1(T), where Πk
T is the L2-orthogonal projection onto Pk

d
(T ;Rd×d) and the local reduction

operator ÎkT : H1(T) → V̂ k
T is defined in (4.24). Finally, the stabilization operator S∂T : V̂ k

T → PPPk
d−1(FT )

is defined in (4.30) as for linear elasticity (another possibility is to define it as the vector-valued version of
the one used for the Poisson model problem in (1.20)). Adapting the arguments in the proof of Lemma 2.6
leads to the following result.

Lemma 4.11 (Stability). Equip V̂ k
T with the seminorm | v̂T |2

V̂ k
T

:= ‖∇vT ‖
2
L2(T )
+h−1

T ‖vT −v∂T ‖
2
L2(∂T )

. There

are 0 < α ≤ ω < +∞ such that for all T ∈ T and all v̂T ∈ V̂ k
T ,

α | v̂T |
2
V̂ k

T

≤ ‖GT (v̂T ))‖
2
L2(T )

+ h−1
T ‖S∂T (v̂T )‖

2
L2(∂T )

≤ ω | v̂T |
2
V̂ k

T

. (4.55)

For all v̂T ∈ V̂ k
T , we reconstruct the deformation gradient in every mesh cell T ∈ T as

FT (v̂T ) := Id + GT (v̂T ). (4.56)

For all v̂h ∈ V̂ k
h
, we define the global reconstructions FT(v̂h) and GT(v̂h) such that

FT(v̂h) |T := FT (v̂T ), GT(v̂h) |T := GT (v̂T ), ∀T ∈ T , (4.57)

so that FT(v̂h) = Id+GT(v̂h). Recalling the linear form `h(v̂h) := ( f , vT)L2(Ω)+(gN, vF)L2(∂ΩN) from (4.34)
and the stabilization bilinear form sh from (4.36), we define the discrete energy functional Eh : V̂ k

h,D → R
such that (compare with (4.20))

Eh(v̂h) :=
∫
Ω

Ψ(FT(v̂h)) dx + β0µsh(v̂h, v̂h) − `h(v̂h), (4.58)

with a non-dimensional positive weight β0 > 0. For linear elasticity, a simple choice (considered in (4.35)) is
β0 = 1; for finite deformations of hyperelastic materials, the choice of β0 is further discussed in Remark 4.17.
The discrete problem consists in seeking the stationary points in V̂ k

h,D of the discrete energy functional Eh:
Find ûh ∈ V̂

k
h,D such that (compare with (4.21))

(P(FT(ûh)), GT(ŵh))L2(Ω) + 2β0µsh(ûh, ŵh) = `h(ŵh), ∀ŵh ∈ V̂
k
h,0. (4.59)

As for the linear elasticity problem, the discrete problem (4.59) can be reformulated in terms of equili-
brated tractions. Let S̃∂T : PPPk

d−1(FT ) → PPPk
d−1(FT ) be defined in (4.37) and let S̃

∗
∂T

: PPPk
d−1(FT ) → PPPk

d−1(FT )
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4.3 HHO methods for hyperelasticity

be its adjoint. For all v̂h ∈ V̂ k
h
, we define numerical tractions T∂T (v̂T ) ∈ PPPkd−1(FT ) at the boundary of every

mesh cell T ∈ T by setting

T∂T (v̂T ) := −Πk
T (P(FT (v̂T ))) |∂T nT + 2β0µh−1

T (S̃
∗
∂T ◦ S̃∂T )(vT |∂T − v∂T ). (4.60)

A direct adaptation of the proof of Proposition 1.11 establishes the following result.

Proposition 4.12 (Rewriting with tractions). Let ûh ∈ V̂ k
h,D solve (4.59) and let the tractions T∂T (ûT ) ∈

PPPk
d−1(FT ) be defined as in (4.60) for all T ∈ T . The following holds:

(i) Equilibrium at every mesh interface F = ∂T− ∩ ∂T+ ∩ HF ∈ F
◦ and at every Neumann boundary face

F = ∂T− ∩ ∂ΩN ∩ HF ∈ F
∂
N : (4.39) and (4.40) hold true.

(ii) Balance with the source term in every mesh cell T ∈ T : For all q ∈ PPPk
d
(T),

(P(FT (ûT )),∇q)L2(T ) + (T∂T (ûT ), q)L2(∂T ) = ( f , q)L2(T ). (4.61)

(iii) The above identities are an equivalent rewriting of (4.59) that fully characterizes any HHO solution
ûh ∈ V̂

k
h,D.

Remark 4.13 (Literature). HHO methods for hyperelastic materials undergoing finite deformations were
introduced in [1], see also [26] for nonlinear elasticity and small deformations. HDG methods for nonlinear
elasticity were developed in [138, 126, 111], discontinuous Galerkin methods in [144, 129, 143], gradient
schemes in [86], virtual element methods in [50, 151], and a (low-order) hybrid dGmethod with conforming
traces in [153]. �

4.3.2 The unstabilized HHO method
In nonlinear elasticity, the use of stabilization can lead to numerical difficulties since it is not clear beforehand
how large the stabilization parameter ought to be; see [143, 50] for related discussions. Moreover, [111,
Sect. 4] presents an example where spurious solutions can appear in anHDGdiscretization if the stabilization
parameter is not large enough. Motivated by these observations, we present in this section the unstabilized
HHO method devised in [1]. We assume for simplicity that the mesh is simplicial.

Let T ∈ T and let k ≥ 1. Let us set

RTRTRTk
d(T ;Rd×d) := Pkd(T ;Rd×d) ⊕ (P̃kd(T ;Rd) ⊗ x), (4.62)

where P̃k
d
(T ;Rd) is the space composed of the restriction to T of Rd-valued d-variate homogeneous poly-

nomials of degree k. The local gradient reconstruction operator Grt
T : V̂ k

T → RTRTRTk
d
(T ;Rd×d) is such that for

all v̂T ∈ V̂ k
T , G

rt
T (v̂T ) ∈ RTRTRT

k
d
(T ;Rd×d) is uniquely determined by the equations

(Grt
T (v̂T ), q)L2(T ) = −(vT ,∇·q)L2(T ) + (v∂T , qnT )L2(∂T ), ∀q ∈ RTRTRTk

d(T ;Rd×d). (4.63)

In practice, the lines of Grt
T (v̂T ) can be computed separately by inverting the mass matrix associated with

the space RTRTRTk
d
(T ;Rd). Notice that the size of the linear system resulting from (4.63) is larger than the one

resulting from (4.52); the respective sizes are d
(k+d

d

)
+

(k+d−1
d−1

)
vs.

(k+d
d

)
, e.g., 15 vs. 4 for d = 3, k = 1 and

36 vs. 10 for d = 3, k = 2. Adapting the arguments of the proof of Lemma 3.2(ii) to the tensor-valued case
shows that

Grt
T (Î

k
T (v)) = Π

k
T (∇v), (4.64)

for all v ∈ H1(T), where Πk
T is the L2-orthogonal projection onto Pk

d
(T ;Rd×d) and the local reduction

operator ÎkT : H1(T) → V̂ k
T is defined in (4.24). Adapting the arguments of the proof of Lemma 3.2(iii) for

the lower bound and proceeding as usual for the upper bound leads to the following result.

47



Chapter 4. Linear elasticity and hyperelasticity

Lemma 4.14 (Stability). Recall the seminorm |·|V̂ k
T
from Lemma 4.11. There are 0 < α ≤ ω < +∞ such

that α | v̂T |2
V̂ k

T

≤ ‖GT (v̂T ))‖
2
L2(T )

≤ ω | v̂T |
2
V̂ k

T

for all T ∈ T and all v̂T ∈ V̂ k
T .

For all v̂T ∈ V̂ k
T , we now reconstruct the deformation gradient in every mesh cell T ∈ T as

Frt
T (v̂T ) := Id + Grt

T (v̂T ). (4.65)

For all v̂h ∈ V̂ k
h
, we define the global reconstructions Frt

T
(v̂h) and Grt

T
(v̂h) such that

Frt
T (v̂h) |T := Frt

T (v̂T ), Grt
T (v̂h) |T := Grt

T (v̂T ), ∀T ∈ T , (4.66)

so thatFrt
T
(v̂h) = Id+G

rt
T
(v̂h). Recalling the linear form `h(v̂h) := ( f , vT)L2(Ω)+(gN, vF)L2(∂ΩN) (see (4.34)),

we define the discrete energy functional Eh : V̂ k
h,D → R such that (compare with (4.58); we use the same

notation for simplicity)

Eh(v̂h) :=
∫
Ω

Ψ(Frt
T (v̂h)) dx − `h(v̂h). (4.67)

The discrete problem consists in seeking the stationary points in V̂ k
h,D of the discrete energy functional Eh:

Find ûh ∈ V̂
k
h,D such that (compare with (4.21))

(P(Frt
T (ûh)), G

rt
T (ŵh))L2(Ω) = `h(ŵh), ∀ŵh ∈ V̂

k
h,0. (4.68)

The discrete problem (4.68) can be reformulated in terms of equilibrated tractions. For all v̂h ∈ V̂ k
h
, we

can define numerical tractions T∂T (v̂T ) ∈ PPPkd−1(FT ) at the boundary of every mesh cell T ∈ T by setting

T∂T (v̂T ) := −Πrt
T (P(FT (v̂T ))) |∂T nT , (4.69)

where Πrt
T denotes the L2-orthogonal projection onto RTRTRTk

d
(T ;Rd×d). A direct adaptation of the proof of

Proposition 1.11 establishes the following result.

Proposition 4.15 (Rewriting with tractions). Let ûh ∈ V̂ k
h,D solve (4.68) and let the tractions T∂T (ûT ) ∈

PPPk
d−1(FT ) be defined as in (4.69) for all T ∈ T . The following holds:

(i) Equilibrium at every mesh interface F = ∂T− ∩ ∂T+ ∩ HF ∈ F
◦ and at every Neumann boundary face

F = ∂T− ∩ ∂ΩN ∩ HF ∈ F
∂
N : (4.39) and (4.40) hold true.

(ii) Balance with the source term in every mesh cell T ∈ T : For all q ∈ PPPk
d
(T),

(P(FT (ûT )),∇q)L2(T ) + (T∂T (ûT ), q)L2(∂T ) = ( f , q)L2(T ). (4.70)

(iii) The above identities are an equivalent rewriting of (4.68).

Remark 4.16 (Divergence). Notice that the identity (4.53) no longer holds if the gradient is reconstructed
using Raviart–Thomas polynomials. Instead, one only has Πk

T (tr(GT (v̂T ))) = DT (v̂T ) for all v̂T ∈ V̂ k
T ,

indicating that a high-order perturbation may hamper robustness in the quasi-incompressible limit. So far,
robustness was observed in the numerical experiments. �

4.3.3 Nonlinear solver and static condensation
The nonlinear problems (4.59) and (4.68) can be solved by using Newton’s method. This requires evaluating
the fourth-order elastic modulus A(F) := ∂2

FFΨ(F). In particular, for Neohookean materials (see (4.15)),
we have

A(F) =µ(I ⊗ I + F−T⊗ F−1) − λ ln JF−T⊗ F−1 + λF−T ⊗ F−T, (4.71)
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with (a ⊗ b)i jkl := ai j bkl , (a ⊗ b)i jkl := ailb jk , and (a ⊗ b)i jkl := aik b jl , for all 1 ≤ i, j, k, l ≤ d. Let i ≥ 0
be the index of the Newton’s iteration. Given an initial discrete displacement û0

h
∈ V̂ k

h,D, one computes at
each Newton’s iteration the incremental displacement δûi

h
∈ V̂ k

h,0 and updates the discrete displacement as
ûi+1
h
= ûi

h
+ δûi

h
. The linear system of equations to be solved is

(A(F∗T(û
i
h)) : G∗T(δû

i
h), G

∗
T(ŵh))L2(Ω) + 2β0µsh(δûi

h, ŵh) = −Ri
h(ŵh), (4.72)

for all ŵh ∈ V̂
k
h,0, with the residual term

Ri
h(ŵh) := (P(F∗T(û

i
h)), G

∗
T(ŵh))L2(Ω) + 2β0µsh(ûi

h, ŵh) − `h(ŵh), (4.73)

where β0 > 0, F∗
T
= FT , and G∗

T
= GT (see (4.57)) in the stabilized case and β0 = 0, F∗

T
= Frt

T
, and

G∗
T
= Grt

T
(see (4.66)) in the unstabilized case. We notice that in both cases the cell unknowns can be

eliminated locally by using static condensation at each Newton’s iteration (4.72).

Remark 4.17 (Choice of β0). To our knowledge, there is no general theory on the choice of β0 in the case of
finite deformations of hyperelastic materials. Following ideas developed in [143, 142, 14], one can consider
to take (possibly in an adaptive fashion) the largest eigenvalue (in absolute value) of the elastic modulus
A. This choice introduces additional nonlinearities to be handled by Newton’s method, and may require
some relaxation. Another possibility discussed in [50] for virtual element methods is based on the trace
of the Hessian of the isochoric part of the strain-energy density. Such an approach bears similarities with
the classic selective integration for FEM, and for Neohookean materials, this choice implies to take β0 = 1.
Finally, we mention that too large values of the stabilization parameter β0 can deteriorate the condition
number of the stiffness matrix and can cause numerical instabilities in Newton’s method.

4.4 Numerical examples
We present two examples that are close to industrial simulations: one for linear elasticity, a perforated strip
subjected to uniaxial extension, and one for hyperelasticity, the pinching of a pipe. The material parameters
are µ = 23.3 MPa and λ = 11650 MPa, which correspond to a Young modulus E = 70 MPa and a Poisson
ratio ν = 0.499. Both simulations are in the quasi-incompressible regime to show the robustess of HHO
methods.

We first consider a strip of width 2L = 200 mm and height 2H = 360 mm. The strip is perforated in its
middle by a circular hole of radius R = 50 mm, and is subjected to a uniaxial extension δ = 5 mm at its top
and bottom ends. We consider the linear elasticity model. For symmetry reasons, only one quarter of the
strip is discretized. The Euclidean norm of the displacement field and the trace of stress tensor are plotted
in Fig. 4.2 for k = 1 on a mesh composed of 536 cells with hanging nodes. There is no sign of volumetric
locking, thereby comfirming the robustness of HHO methods in the quasi-incompressible limit.

The second numerical example is the pinching of a pipe due to external forces. The pipe has an outer
radius of 24 mm and an inner radius of 23 mm (the thickness is equal to 1 mm) and a length equal to
100 mm. One end is clamped, the other end and the inner surface are free, and the outer surface is subjected
to a compression force of 0.01 MPa, oriented downwards in the upper half and upwards in the lower half
of the outer surface. Since the geometry as well as the boundary conditions are symmetric, it is sufficient
to model one half of the pipe in finite deformations. The mesh is composed of 40,500 tetrahedra. The von
Mises stress is plotted in Fig. 4.2 for k = 1 and different gradient reconstructions (using full polynomials or
Raviart–Thomas polynomials with k = 1) on the deformed configuration. Both simulations do not present
any sign of volumetric locking.
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1.99 3.51 5.04

 

(a) Euclidean norm of displacement (mm)

-2.34 2.02 6.39

 

(b) Trace of stress tensor (MPa)

Figure 4.2: Perforated strip: Euclidean norm of the displacement field (left) and trace of stress tensor (right);
polynomial degree k = 1; the mesh with hanging nodes is treated as a polygonal mesh and is composed of
536 cells (quadrilaterals, pentagons and hexagons).

(a)G∗
T
= GT with stabilization (b)G∗

T
= Grt

T
without stabilization

Figure 4.3: Pinching of a pipe: von Mises stress (in MPa) on the deformed configuration for k = 1 and
different gradient reconstructions.
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Chapter 5

Elastodynamics

The goal of this chapter is to show how the HHOmethod can be used for the space semi-discretization of the
elastic wave equation. For simplicity, we restrict the scope to media undergoing infinitesimal deformations
and governed by a linear stress-strain constitutive relation. We consider first the second-order formulation
in time and then the mixed formulation leading to a first-order formulation in time. The time discretization
is realized, respectively, by means of Newmark schemes and diagonally-implicit or explicit Runge–Kutta
schemes. Interestingly, considering the mixed-order HHO method is instrumental to devise explicit Runge–
Kutta schemes. HHO methods for acoustic and elastic wave propagation were developed in [33, 34], and
HDG methods for these problems were studied in [127, 140, 133, 63].

5.1 Second-order formulation in time
In this section, we consider the second-order formulation in time of the elastic wave equation. We refer
the reader to Sect. 4.1.1 for a description of the linear elasticity model in the case of static problems. Let
J := (0,Tf) with final time Tf > 0 be the time interval, and let Ω be an open, bounded, connected, Lipschitz
subset of Rd in space dimension d ≥ 2. The elastic wave equation reads as follows:

ρ∂ttu − ∇·σ(ε(u)) = f in J ×Ω, (5.1)

where ρ is the material density, f the body force, and u the displacement field. The stress tensor σ(ε(u))
depends on the displacement field by means of the linearized strain tensor ε := ε(u) := 1

2 (∇u + ∇uT) as
follows:

σ(ε) := Aε := 2µε + λ tr(ε)Id, (5.2)

where A is the fourth-order stiffness tensor, µ and λ are the Lamé parameters, and Id the identity tensor.
We assume that the coefficients ρ, µ, and λ are piecewise constant on a partition of Ω into a finite collection
of polyhedral subdomains, that ρ and µ take positive values, and that λ takes nonnegative values. The wave
equation (5.1) describes the propagation of different types of elastic waves in the medium. In particular, the
speeds of P- and S-waves are cP :=

√
λ+2µ
ρ and cS :=

√
µ
ρ .

The wave equation (5.1) is subjected to the initial and boundary conditions

u(0) = u0, ∂tu(0) = v0 in Ω, u = 0 on J × ∂Ω, (5.3)

where the homogeneous Dirichlet boundary condition is chosen for simplicity. Assuming that f ∈
C0(J; L2(Ω)) with J := [0,Tf], u0 ∈ H1

0 (Ω), and v0 ∈ H1
0 (Ω), and that u ∈ C0(J; H1

0 (Ω)) ∩ H2(J; L2(Ω)),
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we have for a.e. t ∈ J,

(∂ttu(t), w)L2(ρ;Ω) + a(u(t), w) = ( f (t), w)L2(Ω), ∀w ∈ H1
0 (Ω), (5.4)

with the bilinear form

a(v, w) := (σ(ε(v)), ε(w))L2(Ω) = (ε(v), ε(w))L2(2µ;Ω) + (∇·v,∇·w)L2(λ;Ω). (5.5)

Here, for a weight function φ ∈ L∞(Ω) taking nonnegative values, we used the notation ‖v‖L2(φ;Ω) :=
‖φ

1
2 v‖L2(Ω) for all v ∈ L2(Ω), and a similar notation for vector-valued fields in L2(Ω) (this defines a norm

if φ is uniformly bounded from below away from zero).
An important property of the elastic wave equation is energy balance. The time-dependent energy

associated with the weak solution is defined for all t ∈ J as

E(t) :=
1
2
‖∂tu(t)‖2L2(ρ;Ω) +

1
2
‖ε(u(t))‖2

L2(2µ;Ω) +
1
2
‖∇·u(t)‖2

L2(λ;Ω). (5.6)

Assuming u ∈ C1(J; H1
0 (Ω)) and testing (5.4) against w := ∂tu(t) gives d

dtE(t) = ( f (t), ∂tu(t))L2(Ω) for all
t ∈ J. Integrating in time over (0, t) leads to the energy balance equation

E(t) = E(0) +
∫ t

0
( f (s), ∂tu(s))L2(Ω) ds, (5.7)

where E(0) can be evaluated from the initial condition (5.3). In the absence of body forces, (5.7) implies
energy conservation, i.e., E(t) = E(0) for all t ∈ J.

5.1.1 HHO space semi-discretization
We consider the discrete setting described in Sect. 4.2.1. In particular, T is a mesh of Ω belonging to a
shape-regular mesh sequence, and we assume that Ω is a polyhedron so that the mesh covers Ω exactly.
Moreover, we assume that the mesh is compatible with the above partition of Ω regarding the material
properties, so that the parameters ρ, µ, and λ are piecewise constant on the mesh.

To allow for a bit more generality (this will be handy when studying the first-order formulation in time in
Sect. 5.2), we consider either the equal-order case or the mixed-order case for the cell and the face unknowns
in the HHO method. Letting k ≥ 1 denote the degree of the face unknowns, the cell unknowns can have
degree k ′ := k (equal-order) or k ′ := k + 1 (mixed-order). Only the equal-order case was considered in
Sect. 4.2.1 for the static problem, and we refer the reader to Sect. 3.2.1 for a study of the mixed-order HHO
method applied to the Poisson model problem.

We use a unified notation to cover both cases, and for simplicity we use only the superscript k in the
HHO spaces composed of polynomial pairs. For every mesh cell T ∈ T , we set

V̂ k
T := PPPk

′

d (T) × PPP
k
d−1(FT ), PPPkd−1(FT ) :=

?
F ∈FT

PPPkd−1(F), (5.8)

with PPPk′
d
(T) := Pk′

d
(T ;Rd) and PPPk

d−1(F) := Pk
d−1(F;Rd); see Figure 5.1. A generic element in V̂ k

T is denoted
by v̂T := (vT , v∂T ). The HHO space is then defined as

V̂ k
h

:= V k′

T
× V k

F
, V k′

T
:=

?
T ∈T

PPPk
′

d (T), V k
F

:=
?
F ∈F

PPPkd−1(F). (5.9)

A generic element in V̂ k
h
is denoted by v̂h := (vT, vF) with vT := (vT )T ∈T and vF := (vF )F ∈F , and

we localize the components of v̂h associated with a mesh cell T ∈ T and its faces by using the notation
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5.1 Second-order formulation in time

(a) equal-order (b) mixed-order

Figure 5.1: Face (violet) and cell (blue) unknowns in V̂ k
T in a pentagonal cell (d = 2) for k = 1; left:

equal-order case, right: mixed-order case (each dot in a pair represents one basis function associated with
one Cartesian component of the displacement).

v̂T :=
(
vT , v∂T := (vF )F ∈FT

)
∈ V̂ k

T . The local HHO reduction operator ÎkT : H1(T) → V̂ k
T is such

that ÎkT (v) := (Πk′

T (v),Π
k
∂T (v |∂T )), and its global counterpart Îk

h
: H1(Ω) → V̂ k

h
is such that Îk

h
(v) :=

(Πk′

T
(v),Πk

F
(v |F)).

To reconstruct a strain tensor in every mesh cell T ∈ T , we can consider the displacement reconstruction
operator UT : V̂ k

T → PPPk+1
d
(T) defined in (4.26)-(4.27). However, to highlight another possibility which is

relevant in the case of nonlinear materials (see, e.g., Sect. 4.3), we consider here a (symmetric-valued) strain
reconstruction operator ET : V̂ k

T → Pk
d
(T ;Rd×d

sym ) such that for all v̂T ∈ V̂ k
T ,

(ET (v̂T ), q)L2(T ) = −(vT ,∇·q)L2(T ) + (v∂T , qnT )L2(∂T ), (5.10)

for all q ∈ Pk
d
(T ;Rd×d

sym ). Notice that ET (v̂T ) can be evaluated componentwise by inverting the mass matrix
associated with a chosen basis of the scalar-valued polynomial space Pk

d
(T). Recalling (4.30) (equal-order

case) and (3.9) (mixed-order case), the local stabilization operator is defined as follows:

S∂T (v̂T ) := Πk
∂T

(
vT |∂T − v∂T +

(
(I −Πk

T )UT (v̂T )
)
|∂T

)
, if k ′ = k, (5.11)

S∂T (v̂T ) := Πk
∂T (vT |∂T ) − v∂T , if k ′ = k + 1, (5.12)

so that in the equal-order case, the displacement reconstruction operator UT needs to be evaluated as well.
Adapting the proof of Lemma 4.6, one can show that there are 0 < α ≤ ω < +∞ such that for all T ∈ T
and all v̂T ∈ V̂ k

T ,

α | v̂T |
2
ε,T ≤ ‖ET (v̂T )‖

2
L2(T )

+ h−1
T ‖S∂T (v̂T )‖

2
L2(∂T )

≤ ω | v̂T |
2
ε,T , (5.13)

recalling the seminorm | v̂T |2ε,T := ‖ε(vT )‖2L2(T )
+ h−1

T ‖vT − v∂T ‖
2
L2(∂T )

.
We define the global discrete bilinear form ah : V̂ k

h
×V̂ k

h
→ R such that ah(v̂h, ŵh) :=

∑
T ∈Th aT (v̂T , ŵT )

with aT : V̂ k
T × V̂

k
T → R such that

aT (v̂T , ŵT ) := (ET (v̂T ), ET (ŵT ))L2(2µ;T ) + (DT (v̂T ),DT (ŵT ))L2(λ;T )

+ τ∂T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ), (5.14)

with the weight τ∂T := 2µ |T h−1
T , and where DT (·) := tr(ET (·)) coincides with the divergence reconstruction

operator defined in (4.28). We define the global strain reconstruction operator ET : V̂ k
h
→ WT :=

Pk
d
(T ;Rd×d

sym ) such that
ET(v̂h) |T := ET (v̂T ), ∀T ∈ T , ∀v̂h ∈ V̂ k

h, (5.15)
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and the global divergence reconstruction operator DT : V̂ k
h
→ Pk

d
(T ;R) such that DT(v̂h) := tr(ET(v̂h)).

We also define the global stabilization bilinear form sh on V̂ k
h
× V̂ k

h
such that

sh(v̂h, ŵh) :=
∑
T ∈Th

τ∂T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ). (5.16)

Letting V k
F,0 := {vF ∈ V k

F
| vF = 0, ∀F ∈ F ∂} and V̂ k

h,0 := V k
T
× V k

F,0, the space semi-discrete HHO
scheme for the elastic wave equation is as follows: Seek ûh := (uT, uF) ∈ C2(J; V̂ k

h,0) such that for all
t ∈ J,

(∂ttuT(t), wT)L2(ρ;Ω) + ah(ûh(t), ŵh) = ( f (t), wT)L2(Ω), (5.17)

for all ŵh := (wT, wF) ∈ V̂ k
h,0. Notice that the acceleration term only involves the cell components;

the same remark applies to the body force (as in the static case). Consistently with this observation, the
initial conditions for (5.17) only concern uT and read uT(0) = Πk′

T
(u0), ∂tuT(0) = Πk′

T
(v0), whereas the

boundary condition is encoded in the fact that ûh(t) ∈ V̂ k
h,0 for all t ∈ J. Notice that uF(0) ∈ V k

F,0 is uniquely
determined by the equations ah((uT(0), uF(0)), (0, wF)) = 0 for all wF ∈ V k

F,0 with uT(0) specified by the
initial condition.

The time-dependent energy associated with the space semi-discrete HHO problem (5.17) is defined for
all t ∈ J as (compare with (5.6))

Eh(t) :=
1
2
‖∂tuT(t)‖2L2(ρ;Ω) +

1
2
‖ET(ûh(t))‖2L2(2µ;Ω) +

1
2
‖DT(ûh(t))‖2L2(λ;Ω)

+
1
2

sh(ûh(t), ûh(t)). (5.18)

Then, proceeding as in the continuous case, one shows that

Eh(t) = Eh(0) +
∫ t

0
( f (s), ∂tuT(s))L2(Ω) ds, (5.19)

so that, in the absence of body forces, (5.19) implies again energy conservation, i.e., Eh(t) = Eh(0) for all
t ∈ J.

Let Nk′

T
:= dim(V k′

T
) and Nk

F,0 := dim(V k
F,0). Let (UT(t),UF(t)) ∈ R

N k′

T
×N k
F,0 be the component vectors

of the space semi-discrete solution ûh(t) ∈ V̂ k
h,0 once bases {ϕi}1≤i≤N k′

T

and {ψj}1≤ j≤N k
F,0

for V k′

T
and V k

F,0,

respectively, have been chosen. Let FT(t) ∈ RN k′

T have components given by Fi(t) := ( f (t), ϕi)L2(Ω) for all
1 ≤ i ≤ Nk′

T
and all t ∈ J. The algebraic realization of (5.17) is as follows: For all t ∈ J,[

MTT 0
0 0

] [
∂ttUT(t)
•

]
+

[
ATT ATF
AFT AFF

] [
UT(t)
UF(t)

]
=

[
FT(t)

0

]
, (5.20)

with the mass matrixMTT associated with the inner product in L2(ρ;Ω) and the cell basis functions, whereas
the symmetric positive-definite stiffness matrix with blocks ATT , ATF , AFT , AFF is associated with the
bilinear form ah and the cell and face basis functions. The bullet stands for ∂ttUF(t) which is irrelevant
owing to the structure of the mass matrix. The matrices MTT and ATT are block-diagonal, but this is not
the case for the matrix AFF since the components uF(t) attached to the faces belonging to the same cell are
coupled together through the strain reconstruction operator (and the stabilization operator in the equal-order
case).

Remark 5.1 (Error analysis). The error analysis for the space semi-discrete problem is performed in [34,
Thm. 3.1&3.2] for the acoustic wave equation and can be extended to the elastic wave equation. Following
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5.1 Second-order formulation in time

the seminal ideas from [89, 11], the key idea is to exploit the approximation properties of the discrete solution
operator in the static case (see Sect. 4.2.3 for linear elasticity) and use the stability properties of the wave
equation in time. For brevity, we only mention that the energy-error ‖∂tu − ∂tuT ‖L∞(J ;L2(ρ;Ω)) + ‖ε(u) −

ET(ûh)‖L∞(J ;L2(2µ;Ω)) decays as O(hk+1) if u ∈ C1(J; Hk+2(Ω)), and assuming full elliptic regularity pickup
(s = 1), ‖Πk′

T
(u) − uT ‖L∞(J ;L2(µ;Ω)) decays as O(hk+2) if additionally f ∈ C1(J; Hk(Ω)). �

5.1.2 Time discretization
Let (tn)0≤n≤N be the discrete time nodes with t0 := 0 and tN := Tf. For simplicity, we consider a
fixed time step ∆t := Tf

N . A classical time discretization of (5.17) relies on the Newmark scheme with
parameters β and γ, which is second-order accurate in time, implicit if β > 0, unconditionally stable if
1
2 ≤ γ ≤ 2β (the classical choice is γ = 1

2 and β = 1
4 ) and conditionally stable if 1

2 ≤ γ and 2β < γ.
We detail the implementation for β > 0. The Newmark scheme considers a displacement, a velocity, and
an acceleration at each time node, which are all hybrid unknowns, say ûn

h
, v̂n

h
, x̂n

h
∈ V̂ k

h,0. The scheme
is initialized by setting û0

h
:= Îk

h
(u0), v̂0

h
:= Îk

h
(v0), and the initial acceleration x̂0

h
∈ V̂ k

h,0 is defined by
solving (x0

T
, wT)L2(ρ;Ω) + ah(û0

h
, (wT, 0)) = ( f (0), wT)L2(Ω) for all wT ∈ V k′

T
and ah(x̂0

h
, (0, wF)) = 0 for all

wF ∈ V
k
F,0. Then, given ûn

h
, v̂n

h
, x̂n

h
from the previous time-step or the initial condition, the HHO-Newmark

scheme proceeds as follows: For all n ∈ {0, . . . , N − 1},

1. Predictor step: û∗n
h

:= ûn
h
+ ∆t v̂n

h
+ 1

2∆t2(1 − 2β)x̂n
h
, v̂∗n

h
:= v̂n

h
+ ∆t(1 − γ)x̂n

h
.

2. Linear solve to find the acceleration x̂n+1
h
∈ V̂ k

h,0 such that for all ŵh ∈ V̂
k
h,0,

(xn+1
T
, wT)L2(ρ;Ω) + β∆t2ah(x̂n+1

h , ŵh) = ( f (tn+1), wT)L2(Ω) − ah(û∗nh , ŵh). (5.21)

3. Corrector step: ûn+1
h

:= û∗n
h
+ β∆t2 x̂n+1

h
, v̂n+1

h
:= v̂∗n

h
+ γ∆t x̂n+1

h
.

The algebraic realization of (5.21) amounts to finding (Xn+1
T
,Xn+1
F
) ∈ RN k′

T
×N k
F,0 such that( [

MTT 0
0 0

]
+ β∆t2

[
ATT ATF
AFT AFF

] ) [
Xn+1
T

Xn+1
F

]
=

[
Gn+1
T

Gn+1
F

]
, (5.22)

withGn+1
T

:= Fn+1
T
−(ATTU∗n

T
+ATFU∗n

F
), Gn+1

F
:= −(AFTU∗n

T
+AFFU∗n

F
), and (U∗n

T
,U∗n
F
) are the components

of the predicted displacement û∗n
h
. Since the matrix MTT + β∆t2ATT is block-diagonal, static condensation

can be applied to (5.22), i.e., the cell acceleration unknowns can be eliminated locally, leading to a global
transmission problem coupling only the face acceleration unknowns.

An important property of the HHO-Newmark scheme is energy balance. For all n ∈ {0, . . . , N}, we
define the discrete energy

E
n :=

1
2
‖vn
T
‖2
L2(ρ;Ω) +

1
2
‖ET(û

n
h)‖

2
L2(2µ;Ω) +

1
2
‖DT(ûn

h)‖
2
L2(λ;Ω)

+
1
2

sh(ûn
h, û

n
h) + δ∆t2‖xn

T
‖2
L2(ρ;Ω), (5.23)

with δ := 1
4 (2β − γ), i.e., δ = 0 for the standard choice β = 1

4 , γ =
1
2 . Using standard manipulations for

Newmark schemes (see [33, Lemma 3.3]), one can show that En = E1 +
∑n−1

m=1
1
2 ( f (t

m+1) + f (tm), um+1
T
−

um
T
)L2(Ω), so that En is conserved in the absence of body forces.
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5.2 First-order formulation in time
The first-order formulation of the elastic wave equation is obtained by introducing the velocity field v := ∂tu
and the stress tensor σ := σ(ε(u)) as independent unknowns. Taking the time derivative of (5.2) and
exchanging the order of derivatives leads to

A−1∂tσ − ε(v) = 0, ρ∂t v − ∇·σ = f , (5.24)

with A−1τ = 1
2µ (τ −

λ
2µ+λd tr(τ)Id), together with the initial conditions σ(0) = Aε(u0), v(0) = v0 in

Ω, and the boundary condition v = 0 on J × Γ. Assuming that v ∈ H1(J; L2(Ω)) ∩ L2(J; H1
0 (Ω)) and

σ ∈ H1(J; L2(Ω;Rd×d
sym )), we obtain{

(∂tσ(t), τ)L2(A−1;Ω) − (ε(v(t)), τ)L2(Ω) = 0,
(∂t v(t), w)L2(ρ;Ω) + (σ(t), ε(w))L2(Ω) = ( f (t), w)L2(Ω),

(5.25)

for all (τ, w) ∈ L2(Ω;Rd×d
sym ) × H1

0 (Ω) and a.e. t ∈ J.

5.2.1 HHO space semi-discretization
The idea is to approximate σ by a cellwise unknown σT ∈ C1(J;WT) and v by a hybrid unknown
v̂h ∈ C1(J; V̂ k

h,0) (recall that WT := Pk
d
(T ;Rd×d

sym )). The space semi-discrete problem then reads as follows:
For all t ∈ J, {

(∂tσT(t), τT)L2(A−1;Ω) − (ET(v̂h(t)), τT)L2(Ω) = 0,
(∂t vT(t), wT)L2(ρ;Ω) + (σT(t), ET(ŵh))L2(Ω) + s̃h(v̂h(t), ŵh) = ( f (t), wT)L2(Ω),

(5.26)

for all (τT, ŵh) ∈ WT × V̂ k
h,0, where the global strain reconstruction operator ET is defined in (5.15).

The stabilization bilinear form is s̃h(v̂h, ŵh) :=
∑

T ∈Th τ̃∂T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ) with parameter τ̃∂T :=
ρcS

`Ω
hT

(that is, τ̃∂T = O(h−1
T )) or τ̃∂T := ρcS (that is, τ̃∂T = O(1)) where cS =

√
µ/ρ. The initial conditions

for (5.26) are σT(0) = AET(Îkh (u0)) and vT(0) = Πk′

T
(v0), whereas the boundary condition is encoded in

the fact that v̂h(t) ∈ V̂ k
h,0 for all t ∈ J.

The space semi-discrete schemes (5.17) and (5.26) are not equivalent. Indeed, assume that ûh
solves (5.17), (σT, v̂h) solves (5.26), and set ẑh(t) := ûh(0) +

∫ t

0 v̂h(s) ds. Then, observing that the
first equation in (5.26) implies that ∂tσT(t) = AET(v̂h(t)), using the initial condition for σT and the
linearity of ET gives σT(t) = AET(ûh(0)) +

∫ t

0 AET(v̂h(s)) ds = AET(ûh(t)) for all t ∈ J. Substituting
into the second equation in (5.26) and since ∂t vT = ∂tt zT , we infer that for all ŵh ∈ V̂

k
h,0,

(∂tt zT(t), wT)L2(ρ;Ω) + (ET( ẑh(t)), ET(ŵh))L2(A;Ω) + s̃h(∂t ẑh(t), ŵh)

= ( f (t), wT)L2(Ω),

which differs from (5.17) in the form of the stabilization term. This difference in structure between the two
formulations has an impact on energy conservation. Indeed, defining the discrete energy for all t ∈ J as

E
∗
h(t) :=

1
2
‖vT(t)‖2L2(ρ;Ω) +

1
2
‖σT(t)‖2L2(A−1;Ω), (5.27)

testing (5.26) with (τT, ŵh) := (σT(t), v̂h(t)) for all t ∈ J and integrating over time leads to

E
∗
h(t) +

∫ t

0
s̃h(v̂h(s), v̂h(s)) ds = E∗h(0) +

∫ t

0
( f (s), vT(s))L2(Ω) ds. (5.28)
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Comparing with (5.19), we see that in the second-order formulation, the stabilization is included in the defi-
nition of the discrete energy and an exact energy balance is obtained, whereas in the first-order formulation,
the discrete energy is independent of the stabilization, but the latter plays a dissipative role in the energy
balance.

Remark 5.2 (Link with HDG). Recalling the material in Sect. 1.5.2, the space semi-discrete problem
(5.26) can be rewritten as an HDG formulation for the first-order wave equation. HDG methods typically
consider the stabilization parameter τ̃∂T = O(1) [127]; see also [140, Tab. 4] for a numerical study. �

Let Mk
T

:= dim(WT) = d(d+1)
2 Nk

T
and {ζi}1≤i≤Mk

T
be the chosen basis for WT . Let ZT(t) ∈ RMk

T

and (VT(t),VF(t)) ∈ RN k′

T
×N k
F,0 be the component vectors of σT(t) ∈ WT and v̂h(t) ∈ V̂ k

h,0, respectively.
Let Mσ

TT
be the mass matrix associated with the inner product in L2(A−1;Ω) and the basis functions

{ζi}1≤i≤Mk
T
, and recall that MTT is the mass matrix associated with the inner product in L2(ρ;Ω) and

the basis functions {ϕi}1≤i≤N k′

T

. Let STT , STF , SFT , SFF be the four blocks composing the matrix

representing the stabilization bilinear form s̃h . Let KT ∈ RMk
T
×N k′

T and KF ∈ R
Mk
T
×N k
F,0 be the (rectangular)

matrices representing the strain reconstruction operator ET . The algebraic realization of (5.26) is as follows:
For all t ∈ J, 

Mσ
TT

0 0
0 MTT 0
0 0 0



∂tZT(t)
∂tVT(t)
•

 +


0 −KT −KF
KT
T

STT STF
KT
F

SFT SFF



ZT(t)
VT(t)
VF(t)

 =


0
FT(t)

0

 , (5.29)

where the bullet stands for ∂tVF(t) which is irrelevant owing to the structure of the mass matrix. Notice that
the third equation in (5.29) implies that

SFFVF(t) = −(KT
F

ZT(t) + SFTVT(t)), (5.30)

and that the submatrix SFF is symmetric positive-definite. A crucial observation is that this submatrix is
additionally block-diagonal in the mixed-order case, but this property is lost in the equal-order case owing
to the presence of the displacement reconstruction operator in the stabilization (see (5.11)).

Remark 5.3 (Error analysis). The error analysis for the space semi-discrete problem (5.26) is performed
in [34, Thm. 4.3] for τ̃∂T = O(h−1

T ) and the acoustic wave equation (it can be extended to the elastic wave
equation). In particular, the energy-error ‖v − vT ‖L∞(J ;L2(ρ;Ω)) + ‖σ −σT ‖L∞(J ;L2(A−1;Ω)) decays as O(hk+1)

if (σ, v) ∈ C1(J; Hk+1(Ω) ×Hk+2(Ω)). We refer the reader to [67] for the error analysis in the HDG setting
with τ̃∂T = O(1), including an improved L∞(J; L2(Ω))-estimate on a post-processed displacement field
decaying at rate O(hk+2). �

5.2.2 Time discretization

The space semi-discrete problem (5.26) can be discretized in time by means of a Runge–Kutta (RK) scheme.
RK schemes are defined by a set of coefficients, {ai j}1≤i, j≤s , {bi}1≤i≤s , {ci}1≤i≤s , where s ≥ 1 is the
number of stages. We consider diagonally implicit RK schemes (DIRK), where ai j = 0 if j > i, and explicit
RK schemes (ERK), where additionally aii = 0. The implementation of DIRK and ERK schemes is slightly
different owing to the treatment of the face unknowns.

Let us start with DIRK schemes. For all n ∈ {1, . . . , N}, given (Zn−1
T
,Vn−1
T
) from the previous time-step

or the initial condition and letting Fn−1+c j
T

:= FT(tn−1 + cj∆t) for all 1 ≤ j ≤ s, one proceeds as follows:
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1. Solve sequentially for all 1 ≤ i ≤ s,


Mσ
TT

0 0
0 MTT 0
0 0 0



Zn,i
T

Vn,i
T

•

 =

Mσ
TT

0 0
0 MTT 0
0 0 0



Zn−1
T

Vn−1
T

•


+ ∆t

i∑
j=1

ai j
©«


0
Fn−1+c j
T

0

 −


0 −KT −KF
KT
T

STT STF
KT
F

SFT SFF



Zn, j
T

Vn, j
T

Vn, j

F


ª®®¬ . (5.31)

This is a linear system for the triple (Zn,i
T
,Vn,i
T
,Vn,i
F
) (which appears on both the left- and right-hand

sides). The upper 2×2 submatrix associated with the cell unknowns (Zn,i
T
,Vn,i
T
) being block-diagonal,

static condensation can be efficiently performed in (5.31) leading to a global transmission problem
coupling only the components of Vn,i

F
.

2. Finally set[
Mσ
TT

0
0 MTT

] [
Zn
T

Vn
T

]
:=

[
Mσ
TT

0
0 MTT

] [
Zn−1
T

Vn−1
T

]
+ ∆t

s∑
j=1

bj

©«
[

0
Fn−1+c j
T

]
−

[
0 −KT −KF

KT
T

STT STF

] 
Zn, j
T

Vn, j
T

Vn, j

F


ª®®¬ . (5.32)

For ERK schemes, instead, one proceeds as follows:

1. Set (Zn,1
T
,Vn,1
T
) := (Zn−1

T
,Vn−1
T
) and solve SFFVn,1

F
= −(KT

F
Zn,1
T
+ SFTVn,1

T
).

2. If s ≥ 2, solve sequentially for all 2 ≤ i ≤ s,[
Mσ
TT

0
0 MTT

] [
Zn,i
T

Vn,i
T

]
=

[
Mσ
TT

0
0 MTT

] [
Zn−1
T

Vn−1
T

]
+ ∆t

i−1∑
j=1

ai j
©«
[

0
Fn−1+c j
T

]
−

[
0 −KT −KF

KT
T

STT STF

] 
Zn, j
T

Vn, j
T

Vn, j

F


ª®®¬ , (5.33)

and SFFVn,i
F
= −(KT

F
Zn,i
T
+ SFTVn,i

T
).

3. Finally update the cell unknowns as in (5.32).

We emphasize that the ERK scheme is effective only in the mixed-order case since the submatrix SFF is then
block-diagonal. The HHO-ERK scheme is subjected for its stability to a CFL condition on the time-step.
The choice τ̃∂T = O(1) is recommended for the stabilization parameter since it leads to a CFL condition
scaling linearly with the mesh size (the scaling is quadratic for τ̃∂T = O(h−1

T )). For the HHO-DIRK scheme,
both choices for the stabilization parameter are viable, and numerical experiments indicate that the choice
τ̃∂T = O(h−1

T ) leads to more accurate solutions, with an O(hk+2) decay rate for the L∞(J; L2(Ω))-norm.
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5.3 Numerical example
To illustrate the HHO methods described in the previous sections, we consider the propagation of an elastic
wave in a two-dimensional heterogeneous domainΩ such thatΩ = Ω1∪Ω2 withΩ1 := (− 3

2,
3
2 )×(−

3
2, 0) and

Ω2 := (− 3
2,

3
2 ) × (0,

3
2 ). The material properties are ρ1 := 1, µ1 = λ1 := 1 in Ω1 and ρ2 := 1, µ2 = λ2 := 9 in

Ω2, so that cS,2 := 3cS,1, cP,2 := 3cP,1. The simulation time is Tf := 1, and homogeneous Dirichlet boundary
conditions are enforced. The body force is f := 0, and the initial conditions are u0 := 0 together with

v0(x, y) := θ exp
(
− π2 r2

λ2

)
(x − xc), (5.34)

with θ := 10−2 [s−1], λ := vP,2
fc

[m] with fc := 10 [s−1], r2 := ‖x − xc ‖
2
`2 , xc := (0, 2

3 ). The initial condition
corresponds to a Ricker wave centered at the point xc ∈ Ω2. The wave first propagates inΩ2, then is partially
transmitted to Ω1 and later it is also reflected at the boundary of Ω.

Numerical results are obtained using the Newmark scheme (with β = 1
4 , γ =

1
2 ), a three-stage singly

diagonally implicit RK of order 4 (in short, SDIRK(3,4)), and a four-stage explicit RK scheme of order 4
(in short, ERK(4)). The Butcher tableaux for the RK schemes are, respectively,

γ γ 0 0
1
2

1
2 − γ γ 0

1 − γ 2γ 1 − 4γ γ

δ 1 − 2δ δ

0 0 0 0 0
1
2

1
2 0 0 0

1
2 0 1

2 0 0
1 0 0 1 0

1
6

1
3

1
3

1
6

(5.35)

with γ := 1√
3

cos
(
π
18

)
+ 1

2 , δ := 1
6(2γ−1)2

. We consider a quadrangular mesh of size h := 2−6 and a time-step
∆t := 0.1×2−6. Figure 5.2 reports the velocity profiles over the computational domain at the four simulation
times t ∈ { 1

8,
1
4,

1
2, 1}. These profiles are obtained using the SDIRK(3,4) scheme (k ′ = k, τ̃∂T = O(1)). We

observe the various reflections of the elastic waves at the interface and at the domain boundary.

Figure 5.2: Velocity profiles at the times t ∈ { 1
8,

1
4,

1
2, 1} (from left to right). Upper row: vx ; bottom row:

vy . SDIRK(3,4) scheme, k ′ = k, τ̃∂T = O(1).
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These results can be compared against semi-analytical solutions obtained using the gar6more2d soft-
ware.1 The semi-analytical solution is based on a reformulation of the problem with zero initial conditions
and a Dirac source term with a time delay of 0.15 [s] (this value is tuned to match the choice of the parameter
θ, see [18]). The comparisons are made by tracking the velocity at two sensors, one located in Ω1 at the
point S1 := ( 13,−

1
3 ) and one located in Ω2 at the point S2 := ( 13,

1
3 ). Since the semi-analytical solution

assumes propagation in two half-spaces, the comparison with the simulations remains meaningful until the
reflected waves at the boundary reach one of the sensors (this happens around the times 0.7 for S1 and 0.45
for S2). Figure 5.3 reports the results for the cell velocity component vx with ∆t := 0.1× 2−8 for the second-
order Newmark scheme, ∆t := 0.1 × 2−6 for the SDIRK(3,4) scheme, and ∆t := 0.1 × 2−9 for the ERK(4)
scheme (owing to the stability condition). Equal-order is used for the Newmark and SDIRK schemes, and
mixed-order for the ERK scheme. For both RK schemes, the stabilization parameter is τ̃∂T = O(1). We ob-
serve that increasing the polynomial degree in the HHO discretization is beneficial for all the time-stepping
schemes, and that the predictions overlap with the semi-analytical solution for k = 3. For the RK schemes,
the predictions are already quite accurate for k = 2, but this is not the case for the Newmark scheme. As
expected, the profiles at the sensor S1 are more difficult to capture due to the transmission of the incoming
wave across the interface separating the two media.

Figure 5.3: Velocity component vx at the sensor S1 (left column) and at the sensor S2 (right column). The
polynomial degree is k ∈ {1, 2, 3}. Upper row: Newmark (∆t := 0.1 × 2−8), middle row: SDIRK(3,4)
(∆t := 0.1 × 2−6), bottom row: ERK(4) (∆t := 0.1 × 2−9).

1https://gforge.inria.fr/projects/gar6more2d/
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Contact and friction

In this chapter, we show how the HHO method can be used to discretize a linear elasticity problem with
nonlinear boundary conditions resulting from contact and friction. The main idea is to use a boundary
penalty technique to enforce these conditions. This approach leads, under some assumptions, to a discrete
semilinear form enjoying a monotonicity property. The error analysis reveals that the degree of the face
unknowns on the contact/friction boundary has to be raised to (k + 1) to ensure optimal estimates.

6.1 Model problem
As in Sect. 4.1.1, we consider an elastic body occupying the bounded Lipschitz domainΩ ⊂ Rd , d ∈ {2, 3},
in the reference configuration. The boundary ∂Ω is now partitioned into three disjoint subsets: the Dirichlet
boundary ∂ΩD, the Neumann boundary ∂ΩN, and the contact/friction boundary ∂ΩC, with meas(∂ΩD) > 0
(to prevent rigid-body motions) and meas(∂ΩC) > 0. The body undergoes infinitesimal deformations due
to volume forces f ∈ L2(Ω;Rd) and surface loads gN ∈ L2(∂ΩN;Rd), and it is clamped on ∂ΩD (for
simplicity). Recall that the linearized strain tensor associated with a displacement field v : Ω → Rd is
ε(v) := 1

2 (∇v + ∇vT) ∈ Rd×d
sym . Assuming a linear elastic behaviour, the Cauchy stress tensor resulting from

a strain tensor ε is given by
σ(ε) = 2µε + λ tr(ε)Id ∈ Rd×d

sym , (6.1)

where µ and λ are the Lamé coefficients of the material satisfying µ > 0 and 3λ + 2µ > 0, and Id is the
identity tensor of order d.

Let n be the unit outward normal vector toΩ. On the boundary, we consider the following decompositions
into normal and tangential components of a displacement field v and a stress tensor σ:

v = vnn + vt and σn := σn = σnn + σt, (6.2)

where vn := v·n and σn := σn·n (so that vt ·n = 0 and σt ·n = 0). The model problem consists in finding
the displacement field u : Ω→ Rd such that, using the shorthand notation σ(u) := σ(ε(u)),

− ∇·σ(u) = f in Ω, (6.3)
u = 0 on ∂ΩD ∧ σn(u) = gN on ∂ΩN, (6.4)
un ≤ 0 ∧ σn(u) ≤ 0 ∧ σn(u) un = 0 on ∂ΩC, (6.5)

|σt (u)| ≤ s if ut = 0 ∧ σt (u) = −s
ut
|ut |

if |ut | > 0 on ∂ΩC, (6.6)
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where (6.5) are called unilateral contact conditions and (6.6) Tresca friction conditions. The first condition
in (6.5) expresses non-interpenetration, whereas the last condition, called complementarity condition, means
that either there is contact (un = 0) or there is no normal force (σn(u) = 0). In (6.6), s ≥ 0 is a given
threshold parameter (more generally, s can be a nonnegative function on ∂ΩC), and |·| stands for the
Euclidean norm in Rd (or the absolute value depending on the context). The conditions in (6.6) mean that
sliding cannot occur as long as the magnitude of the tangential stress |σt (u)| is lower than the threshold s.
When the threshold is reached, sliding can happen, in a direction opposite to σt (u) (see, e.g., [113, Chapter
10]). The case of frictionless contact is recovered by setting s := 0 in (6.6).

Let us briefly discuss some variants of the above model. On the one hand, bilateral contact with Tresca
friction can be considered by keeping (6.6), whereas (6.5) is substituted by the condition

un = 0. (6.7)

This setting is relevant to model persistent contact. In the case of unilateral contact, nonzero tangential stress
(|σt (u)| > 0) can occur in regions with no-adhesion (un < 0), which is not expected physically. The setting
of bilateral contact prevents such situations. Indeed, since un = 0, there are no regions with no-adhesion.
On the other hand, substituting (6.6) by

|σt (u)| ≤ F |σn(u)| if ut = 0 ∧ σt (u) = −F |σn(u)|
ut
|ut |

if |ut | > 0, (6.8)

where F ≥ 0 is a given friction coefficient, leads to static Coulomb friction. The condition (6.8) is an
adaptation of the quasi-static (or dynamic) Coulomb’s law, in which the tangential velocity Ûut plays the
same role as the displacement ut . In the rest of this chapter, we focus on the Tresca friction model. This
choice is motivated more by mathematical simplicity than physical reasons. Moreover, the Tresca friction
model can be useful when Coulomb friction is approximated iteratively.

Recalling the notation H1(Ω) := H1(Ω;Rd), we introduce the Hilbert space VD and the convex cone K
such that

VD :=
{
v ∈ H1(Ω) | v |∂ΩD = 0

}
, K := {v ∈ VD | vn ≤ 0 on ∂ΩC} ,

i.e., the Dirichlet condition on ∂ΩD is explicitly enforced in the space VD and the non-interpenetration
condition on ∂ΩC is explicitly enforced in the cone K . We define the following bilinear form and the
following linear and nonlinear forms:

a(v, w) := (σ(ε(v)), ε(w))L2(Ω) = 2µ(ε(v), ε(w))L2(Ω) + λ(∇·v,∇·w)L2(Ω), (6.9)

`(w) := ( f , w)L2(Ω) + (gN, w)L2(∂ΩN), j(w) :=
∫
∂ΩC

s |wt | ds, (6.10)

for all v, w ∈ VD. The weak formulation of (6.3)–(6.6) leads to the following variational inequality:{
Find u ∈ K such that
a(u, w − u) + j(w) − j(u) ≥ `(w − u), ∀w ∈ K . (6.11)

This problem admits a unique solution; see, e.g., [113, Theorem 10.2]. Moreover, this solution is the unique
minimizer in K of the energy functional E : VD → R such that

E(v) :=
1
2

a(v, v) + j(v) − `(v). (6.12)

6.2 HHO-Nitsche method
The HHO-Nitsche method presented in this section to approximate the model problem (6.11) is inspired by
the FEM-Nitsche method devised in [54, 52]. Therefore, we first start with a brief description of the ideas
underlying this latter method.
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6.2.1 FEM-Nitsche method
The two keys ideas in the FEM-Nitsche method are on the one hand a reformulation due to [68] of the
conditions (6.5)-(6.6) as nonlinear equations and on the other hand the use of a consistent boundary-penalty
method inspired by Nitsche [128] to enforce these conditions in the discrete problem.

For all x ∈ R, let [x]
R−

:= min(x, 0) denote its projection onto R− := (−∞, 0], and for all x ∈ Rd , let
[x]α := x if |x | ≤ α and [x]α := α x

|x | if |x | > α denote its projection onto the closed ball B(0, α) centered
at 0 and of radius α > 0. Let Υn and Υt be positive functions on ∂ΩC. Then, as pointed out in [68] (see
also [52]), the conditions (6.5)-(6.6) are equivalent to the following statements:

σn(u) = [τn(u)]R− , τn(u) := σn(u) − Υnun, (6.13)
σt (u) = [τt (u)]s , τt (u) := σt (u) − Υtut . (6.14)

Let T be a simplicial mesh of Ω. We assume that Ω is a polyhedron so that the mesh covers Ω exactly,
and that every mesh boundary face belongs either to ∂ΩD, ∂ΩN, or ∂ΩC. The corresponding subsets of
F ∂ are denoted by F ∂D , F ∂N , and F ∂C . Let TC ⊂ T be the collection of the mesh cells having at least one
boundary face on ∂ΩC and set ∂TC := ∂T ∩ ∂ΩC for all T ∈ T C. In what follows, we need the following
discrete trace inequality which is a slight variant of Lemma 2.4 specialized to TC: There is Cdt such that
for all T ∈ TC and all q ∈ Pk

d
(T ;Rq), q ∈ {1, d},

‖q‖L2(∂TC) ≤ Cdth
− 1

2
T ‖q‖L2(T ). (6.15)

For the time being, we consider an H1-conforming finite element subspace Vh,D ⊂ VD. Then, as shown
in [54, 52], the FEM-Nitsche method leads to the discrete semilinear form afem

h
: Vh,D ×Vh,D → R such that

afem
h
(·; ·) := a(·, ·) + nfem

h
(·; ·) with

nfem
h (vh; wh) := (6.16)

− θ(Υ−1
n σn(vh), σn(wh))L2(∂ΩC) + (Υ

−1
n [τn(vh)]R− , (τn + (θ − 1)σn)(wh))L2(∂ΩC)

− θ(Υ−1
t σt (vh),σt (wh))L2(∂ΩC) + (Υ

−1
t [τt (vh)]s , (τt + (θ − 1)σt )(wh))L2(∂ΩC),

σ(vh) := σ(ε(vh)), σ(wh) := σ(ε(wh)), τn(vh) and τt (vh) defined as in (6.13)-(6.14), and θ ∈ {1, 0,−1}
is a symmetry parameter. Choosing θ := 1 leads to a symmetric formulation with a variational structure,
choosing θ := 0 is interesting to simplify the implementation by avoiding some terms in the formulation,
and choosing θ := −1 allows one to improve on the stability of the method by exploiting its skew-symmetry
(see (6.17) where the lower bound vanishes for θ = −1).

The discrete semilinear form afem
h

enjoys two key properties: (conditional) monotonicity and consistency.
On the one hand, monotonicity holds true under a minimal condition on the penalty parameters. We assume
that Υn and Υt are piecewise constant on ∂ΩC with Υn |F := γnh−1

T−
and Υt |F := γth−1

T−
with positive

parameters γn and γt , for all F := ∂T− ∩ ∂ΩC ∈ F
∂
C . Then, assuming that

min(%−1γn, 2γt ) ≥ 3(θ + 1)2C2
dtµ, (6.17)

with % := max(1, λ2µ ) and Cdt from (6.15), we have (see Lemma 6.2 for the arguments of the proof)

afem
h (vh; δh) − afem

h (wh; δh) ≥
1
3

a(δh, δh), (6.18)

for all vh, wh ∈ Vh,D with δh := vh − wh . Concerning consistency, the key observation is that assuming that
the exact solution satisfies u ∈ H1+r (Ω), r > 1

2 , we have afem
h
(u; wh) = `(wh) for all wh ∈ Vh,D. Indeed,

integration by parts gives a(u, wh) − `(wh) = (σn(u), wh)L2(∂ΩC), while (6.13)-(6.14) imply that

nfem
h (u; wh) = (σn(u),wh,n)L2(∂ΩC) + (σt (u), wh,t )L2(∂ΩC) = (σn(u), wh)L2(∂ΩC),
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since (τn − σn)(wh) = Υnwh,n, (τt − σt )(wh) = Υtwh,t , wh = wh,nn + wh,t , and σn(u)·wh = σn(u)wh,n +

σt (u)·wh,t .

6.2.2 Discrete setting for HHO-Nitsche
The discrete setting for theHHO-Nitschemethod is the same as for the linear elasticity problem in Sect. 4.2.1.
As for FEM-Nitsche, we assume that everymesh boundary face belongs either to ∂ΩD, ∂ΩN, or ∂ΩC, and the
corresponding subsets of F ∂ are again denoted by F ∂D , F ∂N and F ∂C . The HHO-Nitschemethod uses the same
key ideas as FEM-Nitsche: the nonlinear reformulation (6.13)-(6.14) of the contact and friction conditions,
and the weak enforcement of these nonlinear conditions by means of a consistent boundary-penalty method
inspired by Nitsche and originally developed in the context of HHO methods in [44].

Our starting point is the equal-order HHO method devised for the linear elasticity problem, where the
discrete unknowns are polynomials of degree at most k ≥ 1 attached to the mesh cells and to the mesh faces.
One modification is that the degree of the face unknowns is raised to (k + 1) on the boundary faces in F ∂C .
This choice is motivated by the fact that these face unknowns are used to evaluate the quantities τn and τt in
Nitsche’s formulation, so that the error estimate depends on how well these unknowns approximate the trace
of the exact solution u on ∂ΩC. At the same time, this choice increases only marginally the computational
costs. For every mesh cell T ∈ T , let FT be the collection of the mesh faces that are subsets of ∂T , which
we partition as FT = F C

T ∪ F
\C
T with F C

T
:= FT ∩ F ∂C (the subset F C

T is empty for all T < TC). Then, the
local HHO discrete space is

V̂ k
T := PPPkd(T) × PPP

k+
d−1(FT ), PPPk+d−1(FT ) :=

?
F ∈F

\C
T

PPPkd−1(F) ×
?
F ∈FCT

PPPk+1
d−1(F). (6.19)

A generic element in V̂ k
T is denoted by v̂T := (vT , v∂T ). The discrete unknowns are illustrated in Fig. 6.1.

(a) Pentagonal cell with no con-
tact face (F\CT = FT )

(b) Pentagonal cell with one con-
tact face in red (F\CT  FT )

Figure 6.1: Face (red or violet) and cell (blue) unknowns in V̂ k
T for k = 1 and d = 2 (each dot represents a

basis function).

We consider as in Chap. 5 the local strain reconstruction operator ET : V̂ k
T → Pk

d
(T ;Rd×d

sym ) such that for
all v̂T ∈ V̂ k

T ,
(ET (v̂T ), q)L2(T ) = −(vT ,∇·q)L2(T ) + (v∂T , qnT )L2(∂T ), (6.20)

for all q ∈ Pk
d
(T ;Rd×d

sym ). The local discrete divergence operator DT : V̂ k
T → Pk

d
(T) is simply defined by

taking the trace of the reconstructed strain tensor, i.e., for all v̂T ∈ V̂ k
T , we set DT (v̂T ) := tr(ET (v̂T )). The

local stabilization operator S∂T : V̂ k
T → PPPk+

d−1(FT ) is readily adapted from the one considered for linear
elasticity by setting for all v̂T ∈ V̂ k

T ,

S∂T (v̂T ) := Πk+
∂T

(
vT |∂T − v∂T +

(
(I −Πk

T )UT (v̂T )
)
|∂T

)
, (6.21)
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where Πk+
∂T is the L2-orthogonal projections onto PPPk+

d−1(FT ) and the displacement reconstruction operator
UT : V̂ k

T → PPPk+1
d
(T) is defined in (4.26). Using the above operators leads to the following local bilinear

form defined on V̂ k
T × V̂

k
T :

aT (v̂T , ŵT ) := 2µ(ET (v̂T ), ET (ŵT ))L2(T ) + λ(DT (v̂T ),DT (ŵT ))L2(T )

+ 2µh−1
T (S∂T (v̂T ), S∂T (ŵT ))L2(∂T ). (6.22)

For simplicity, we employ the Nitsche technique only on the subset ∂ΩC where the nonlinear frictional
contact conditions are enforced, whereas we resort to a strong enforcement of the homogeneous Dirichlet
condition on the subset ∂ΩD. The global discrete spaces for the HHO-Nitsche method are

V̂ k
h

:=
?
T ∈T

PPPkd(T) ×
?

F ∈F◦∪F∂N∪F
∂
D

PPPkd−1(F) ×
?
F ∈F∂C

PPPk+1
d−1(F). (6.23)

V̂ k
h,D := {v̂h ∈ V̂ k

h | vF = 0, ∀F ∈ F ∂D }, (6.24)

leading to the notation v̂h :=
(
(vT )T ∈T, (vF )F ∈F

)
for a generic element v̂h ∈ V̂ k

h
. For all T ∈ T , we denote

by v̂T := (vT , v∂T := (vF )F ∈FT ) ∈ V̂ k
T the local components of v̂h attached to the mesh cell T and the

faces composing ∂T , and for any mesh face F ∈ F , we denote by vF the component of v̂h attached to the
face F. The global discrete bilinear form related to the linear elasticity part of the problem is, as usual,
assembled cellwise by setting ah(v̂h, ŵh) :=

∑
T ∈T aT (v̂T , ŵT ), and it remains to extend to the HHO setting

the Nitsche-like semilinear form nfem
h

defined in (6.16). To this purpose, we set for all T ∈ TC and all
ŵT ∈ V̂

k
T ,

σ(ŵT ) := 2µET (ŵT ) + λDT (ŵT )Id ∈ P
k
d(T ;Rd×d

sym ), (6.25)

with the decomposition σ(ŵT )nT := σn(ŵT )nT + σt (ŵT ). Inspired by (6.13)-(6.14), we also introduce
the linear operators τn : V̂ k

T → Pk+1
d−1(F

C
T ) and τt : V̂ k

T → PPPk+1
d−1(F

C
T ) such that (notice the use of the face

component on the right-hand side)

τn(ŵT ) := σn(ŵT ) − Υnw∂T,n, τt (ŵT ) := σt (ŵT ) − Υtw∂T,t, (6.26)

togetherwith the decompositionw∂T := w∂T,nnT+w∂T,t for the face component. We then set nhho
h
(v̂h, ŵh) :=∑

T ∈TC nhho
T (v̂T , ŵT ) for all v̂h, ŵh ∈ V̂

k
h
with

nhho
T (v̂T , ŵT ) := (6.27)

− θ(Υ−1
n σn(v̂T ), σn(ŵT ))L2(∂TC) + (Υ

−1
n [τn(v̂T )]R− , (τn + (θ − 1)σn)(ŵT ))L2(∂TC)

− θ(Υ−1
t σt (v̂T ),σt (ŵT ))L2(∂TC) + (Υ

−1
t [τt (v̂T )]s)((τt + (θ − 1)σt )(ŵT ))L2(∂TC),

where θ ∈ {1, 0,−1} is again the symmetry parameter. This leads to the following discrete HHO-Nitsche
problem: {

Find ûh ∈ V̂
k
h,D such that

ahho
h (ûh; ŵh) = `h(ŵh) ∀ŵh ∈ V̂

k
h,D,

(6.28)

with ahho
h
(·; ·) := ah(·, ·) + nhho

h
(·; ·) and the linear form on the right-hand side is defined as `h(ŵh) :=

( f , wT)L2(Ω) + (gN, wF)L2(∂ΩN).

Remark 6.1 (Literature). The above HHO-Nitsche method for contact and friction problems is devised
and analyzed in [53]. This is, to our knowledge, so far the only discretization method supporting polyhedral
meshes that benefits from the same features as the FEM-Nitsche method devised in [54, 52], namely optimal
error estimates without additional assumptions on the contact/friction set (see also [55] for the analysis of
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FEM-Nitsche). Notice also that [53] tracks the dependency of the penalty parameters and error estimates
on the Lamé parameters µ and λ. Other polyhedral discretization methods for contact/friction problems,
that however do not hinge on Nitsche’s approach, include virtual element [152, 147], weak Galerkin [101],
and hybridizable discontinuous Galerkin [155] methods. �

6.2.3 Stability and error analysis
In this section we outline the stability and error analysis for the above HHO-Nitsche method, and we refer
the reader to [53] for more details.

Lemma 6.2 (Monotonicity, well-posedness). Assume that Υn and Υt are piecewise constant on ∂ΩC with
Υn |F := γnh−1

T−
and Υt |F := γth−1

T−
with positive parameters γn and γt , for all F := ∂T− ∩ ∂ΩC ∈ F

∂
C . Then,

assuming that the minimality condition (6.17) on γn and γt holds true, we have

ahho
h (v̂h; δ̂h) − ahho

h (ŵh; δ̂h) ≥
1
3

ah(δ̂h, δ̂h), (6.29)

for all v̂h, ŵh ∈ V̂
k
h,D with δ̂h := v̂h − ŵh . Moreover, the discrete problem (6.28) is well-posed.

Proof. (i) We have nhho
h
(v̂h; δ̂h) − nhho

h
(ŵh; δ̂h) = −

∑
T ∈TC (AT,n + AT,t ) with

γn
hT

AT,n := θ‖σn(δ̂T )‖
2
L2(∂TC)

− (δτn, τn(δ̂T ))L2(∂TC) − (θ − 1)(δτn, σn(δ̂T ))L2(∂TC),

γt
hT

AT,t := θ‖σt (δ̂T )‖
2
L2(∂TC)

− (δτt, τt (δ̂T ))L2(∂TC) − (θ − 1)(δτt,σt (δ̂T ))L2(∂TC),

with δτn := [τn(v̂T )]R− − [τn(ŵT )]R− and δτt := [τt (v̂T )]s − [τt (ŵT )]s . Using that ([x]
R−
− [y]

R−
)(x − y) ≥

([x]
R−
− [y]

R−
)2 ≥ 0 for all x, y ∈ R, Young’s inequality and the identity θ + 1

4 (θ − 1)2 = 1
4 (θ + 1)2 shows

that

AT,n ≤
1
4
(θ + 1)2‖σn(δ̂T )‖

2
L2(∂TC)

≤
1
4
(θ + 1)2

C2
dt
γn
‖σn(δ̂T )‖

2
L2(T )

,

where the last bound follows from the discrete trace inequality (6.15). Using the definition (6.25) of the
discrete stress, the triangle and Young’s inequalities gives

AT,n ≤ (θ + 1)2
C2

dt
γn

µ% ×
(
2µ‖ET (δ̂T )‖

2
L2(T )

+ λ‖DT (δ̂T )‖
2
L2(T )

)
,

recalling that % := max(1, λ2µ ). Using similar arguments, and in particular that ([x]s − [y]s)·(x − y) ≥

| [x]s − [y]s |
2 ≥ 0 for all x, y ∈ Rd , shows that

AT,t ≤ (θ + 1)2
C2

dt
γt

µ × 2µ‖ET (δ̂T )‖
2
L2(T )

.

Putting these bounds together and using the condition (6.17) on the penalty parameters γn and γt proves
that

nhho
h (v̂h; δ̂h) − nhho

h (ŵh; δ̂h) ≥ −
2
3

∑
T ∈TC

(
2µ‖ET (δ̂T )‖

2
L2(T )

+ λ‖DT (δ̂T )‖
2
L2(T )

)
,

so that nhho
h
(v̂h; δ̂h) − nhho

h
(ŵh; δ̂h) ≥ − 2

3 ah(δ̂h, δ̂h). This proves (6.29) since ahho
h
(v̂h; δ̂h) − ahho

h
(ŵh; δ̂h) =

ah(δ̂h, δ̂h) + nhho
h
(v̂h; δ̂h) − nhho

h
(ŵh; δ̂h).

(ii) Recalling (5.13) shows that ah is coercive on V̂ k
h,D with respect to the norm | v̂h |2ε,h :=

∑
T ∈T | v̂T |

2
ε,T with

| v̂T |
2
ε,T := ‖ε(vT )‖2L2(T )

+ h−1
T ‖vT − v∂T ‖

2
L2(∂T )

. Therefore, combining the monotonicity property (6.29)
with the arguments from [29, Corollary 15, p. 126] (see also [52]) proves that (6.28) is well-posed.
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6.3 Numerical example

Let us finally state without proof an H1-error estimate. Referring to [53] for more details, we observe
that the bound on the consistency error combines the arguments from the proof of Lemma 4.8 (for linear
elasticity) and the arguments at the end of Sect. 6.2.1 (for FEM-Nitsche). Let ET and DT be the global
reconstruction operators such that ET(v̂h) |T := ET (v̂T ) and DT(v̂h) |T := DT (v̂T ) for all T ∈ T and all
v̂h ∈ V̂ k

h,D. Let Πl
T
, l ∈ {k, k + 1}, denote the global L2-orthogonal projection onto the corresponding

piecewise polynomial space.

Theorem 6.3 (H1-error estimate). Assume that the penalty parameters satisfy the tighter condition

min(%−1γn, 2γt ) ≥ 3
(
(θ + 1)2 + (4 + (θ − 1)2)

)
C2

dtµ.

Let ûh be the discrete solution of (6.28) with local components ûT for all T ∈ T . Assume that the exact
solution satisfies u ∈ H1+r (Ω), r > 1

2 . There is C, uniform with respect to µ and λ, such that

2µ‖ε(u) − ET(ûh)‖
2
L2(Ω)

+ λ‖∇·u − DT(ûh)‖2L2(Ω)
≤ C

(
Ψ

el(u) + Ψco(u) + Ψfr(u)
)
,

with Ψel(u) := 2µ|ε(u) − Πk
T
(ε(u))|2

],T
+ 2µ‖εT(u − Πk+1

T
(u))‖2

L2(Ω)
+ λ%‖∇·u − Πk

T
(∇·u)‖2

†,T with the
(semi)norms |·|],T and ‖·‖†,T defined in (4.46), and

Ψ
co(u) :=

∑
T ∈TC

( hT
γn
‖σn(u) − σn(Î

k
T (u))‖

2
L2(∂TC)

+
γn
hT
‖δuT,n‖2L2(∂TC)

)
, (6.30)

Ψ
fr(u) :=

∑
T ∈TC

( hT
γt
‖σt (u) − σt (Î

k
T (u))‖

2
L2(∂TC)

+
γt
hT
‖δuT,t ‖

2
L2(∂TC)

)
, (6.31)

where the local reduction operator is defined such that ÎkT (u) := (Πk
T (u),Π

k+
∂T (u |∂T )), and (δuT,n, δuT,t )

are the normal and tangential components of u |∂T −Πk+
∂T (u |∂T ).

An error estimate on the satisfaction of the contact/friction conditions is also given in [53, Thm. 12].
Moreover, provided the exact solution satisfies u ∈ H1+r (T ) and ∇·u ∈ Hr (T ) with r ∈ ( 12, k + 1],
Theorem 6.3 implies that the H1-error decays optimally with rate O(hk+1). Notice however that in general,
when there is a transition between contact and no-contact, the best expected regularity exponent is r = 5

2 −ε,
ε > 0, so that the maximal convergence rate is O(h 3

2−ε) and is reached for k = 1. Finally, we notice that
using face polynomials of degree (k + 1) on the faces in F ∂C is crucial to estimate optimally the rightmost
terms in (6.30)-(6.31).

Remark 6.4 (Quasi-incompressible limit). In this situation, the factor % can be very large. The minimality
condition (6.17) is robust with respect to the quasi-incompressible limit in the two following situations: (i)
for the skew-symmetric variant θ = −1, since the penalty parameters γn and γt need only to be positive real
numbers (instead, for θ ∈ {0, 1}, this property is lost for γn which needs to scale as µ%); (ii) for bilateral
contact and any value of θ, since only the parameter γt is used and its value remains independent of %. In
contrast, the error estimate from Theorem 6.3 is affected by large values of %. The numerical experiments
reported in [53] do not indicate, however, any sign of lack of robustness. �

6.3 Numerical example
We consider a prototype for an industrial application that simulates the installation of a notched plug in
a rigid pipe. The mesh is composed of 21,200 hexahedra and 510 prisms (for symmetry reasons, only
one quarter of the pipe is discretized). The notched plug has a length of 56 mm and an outer radius of
8 mm. The pipe is supposed to be rigid and has an inner radius of 8.77 mm (there is an initial gap of
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Chapter 6. Contact and friction

Figure 6.2: Notch plug (zoom on contact zone): von Mises stress (MPa) on the deformed configuration.

Figure 6.3: Notch plug: normal stress σn (MPa) on the contact zone.

0.77 mm between the plug and the pipe). The contact zone with Tresca’s friction (s := 3,000 MPa) is
between the rigid pipe and the ten notches of the plug. In the actual industrial setting, an indenter imposes
a displacement to the upper surface of the plug. To simplify, sufficiently large vertical and horizontal forces
are applied to the upper surface of the plug to impose a contact between the pipe and the notches. The
material parameters for the plug are µ := 80, 769 MPa and λ := 121, 154 MPa (which correspond to a
Young modulus E = 210, 000 MPa and a Poisson ratio ν = 0.3). The simulation is performed using k := 1,
the symmetric variant θ := 1, and the penalty parameters γn = γt := 2µ). The discrete nonlinear problem
(6.28) is solved by a generalized Newton’s method as in [68]. The von Mises stress is plotted in Fig. 6.2 on
the deformed configuration (a zoom on the contact zone is shown). We remark that there is contact between
the notches and the pipe. Finally, the normal stress σn is visualized in Fig. 6.3 on the inferior surface of
the plug. We remark that all the notches are in contact except the first three (from left to right) and the last
one (where σn = 0), and that a transition between contact and non-contact is located at the fourth notch.
Moreover, the maximal value of the normal stress is reached at the extremity of the notches.
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Chapter 7

Plasticity

Modeling plasticity problems is particularly relevant in nonlinear solid mechanics since plasticity can have a
major influence on the behavior of a mechanical structure. One difficulty is that the plastic deformations are
generally assumed to be incompressible, leading to volume-locking problems if (low-order) H1-conforming
finite elements are used. Mixed methods avoid these problems, but need additional globally coupled
unknowns to enforce the incompressibility of the plastic deformations. Discontinuous Galerkin methods
also avoid locking problems, but generally require to perform the integration of the behavior law at quadrature
nodes located on the mesh faces, and not only in the mesh cells. In contrast, HHO methods are free of
volume locking, only handle primal unknowns, and integrate the behavior law only at quadrature nodes in
the mesh cells.

7.1 Plasticity model
Contrary to the elastic and hyperlastic models, the elastoplastic model is based on the assumption that the
deformations are no longer reversible. We place ourselves within the framework of generalized standard
materials [102, 118]. Moreover, the plasticity model is assumed to be strain-hardening (or perfect) and
rate-independent, i.e., the speed of the deformations has no influence on the solution. For this reason, only
the incremental plasticity problem with a pseudo-time is considered.

7.1.1 Kinematics and additive decomposition
We consider an elastoplastic material body that occupies the domainΩ in the reference configuration. Here,
Ω ⊂ Rd , d ∈ {2, 3}, is a bounded connected Lipschitz domain with unit outward normal n and boundary
partitioned as ∂Ω = ∂ΩN ∪ ∂ΩD with two relatively open and disjoint subsets ∂ΩN and ∂ΩD. Due to the
deformation, a point x ∈ Ω is mapped to a point x ′(t) = x + u(t, x) in the equilibrium configuration, where
u : J × Ω → Rd is the displacement field and J is the pseudo-time interval. The deformation gradient
F(u) = Id + ∇u takes values in Rd×d

+ , which is the set of Rd×d-matrices with positive determinant.
The regimes of infinitesimal and finite deformations are condidered here. For infinitesimal deformations,

we consider the linearized strain tensor (see Sect. 4.1.1)

ε(u) :=
1
2
(∇u + ∇uT). (7.1)

For finite deformations, we adopt the logarithmic strain framework [123] leading to the following strain
tensor:

E(u) :=
1
2

ln
(
F(u)TF(u)

)
=: L(F(u)), (7.2)
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with the transformation L : Rd×d
+ → Rd×d

sym such that L(t) := 1
2 ln(tT t). Evaluating L(t) requires to perform

an eigenvalue decomposition of tT t.
Both strain tensors defined in (7.1)-(7.2) are symmetric, and we notice that for infinitesimal deformations

where ‖∇u‖`2 � 1 with ‖∇u‖`2 := (∇u : ∇u)
1
2 , we have E(u) ≈ ε(u). To avoid the proliferation of cases,

we work in this chapter with the tensor E(u), keeping in mind that everything can be adapted to infinitesimal
deformations.

7.1.2 Helmholtz free energy and yield function
In the framework of generalized standard materials, the material state is described locally by the strain tensor
E ∈ Rd×d

sym (we drop the dependency on u), the plastic strain tensor Ep ∈ Rd×d
sym which is trace-free, and a

finite collection of internal variables α := (α1, . . . , αm) ∈ R
m. The elastic strain tensor is then defined as

follows:
Ee := E − Ep ∈ Rd×d

sym , tr(Ep) = 0. (7.3)

The Helmholtz free energy Ψ : Rd×d
sym × R

m → R acts on a generic pair (e, a) representing the elastic strain
tensor and the internal variables. We assume that this function satisfies the following hypothesis.

Hypothesis 7.1 (Helmholtz free energy). Ψ can be decomposed additively into an elastic and a plastic part
as follows:

Ψ(e, a) :=
1
2
e : A : e + Ψp(a) (7.4)

where Ψp : Rm → R is convex (and strongly convex for strain-hardening plasticity), and the elastic modulus
is A := 2µIs +λI ⊗ I , with µ > 0, 3λ+ 2µ > 0, (Is)i j,kl := 1

2 (δikδjl + δilδjk), and (I ⊗ I )i j,kl = δi jδkl for all
1 ≤ i, j, k, l ≤ d. The elastic modulus A is isotropic, constant, and positive definite with e : A : e = 2µ e :
e + λ tr(e)2 for all e ∈ Rd×d

sym . �

Owing to the second principle of thermodynamics, the (logarithmic) stress tensor T ∈ Rd×d
sym and the

internal forces q ∈ Rm are derived from Ψ as follows:

T (e) := ∂eΨ(e) = A : e, q(a) := ∂aΨp(a). (7.5)

(Notice that T (ε(u)) = A : ε(u) coincides with the usual stress tensor in the case of infinitesimal deforma-
tions and no plasticity.)

The criterion to determine whether the deformations are plastic hinges on a scalar yield function
Φ : Rd×d

sym × R
m → R, which is a continuous and convex function of the stress tensor T and the internal

forces q. The convex set of admissible states (or plasticity admissible domain) is

A :=
{
(T, q) ∈ Rd×d

sym × R
m | Φ(T, q) ≤ 0

}
. (7.6)

This set is partitioned into the elastic domain Ae := {(T, q) ∈ A | Φ(T, q) < 0} = int(A) and the yield
surface ∂A := {(T, q) ∈ A | Φ(T, q) = 0}.

Hypothesis 7.2 (Yield function). The yield function satisfies the following properties: (i) Φ is piecewise
analytical; (ii) the point (0, 0) lies in the elastic domain, i.e., Φ(0, 0) < 0; (iii) Φ is differentiable at all points
on the yield surface ∂A. �

Example 7.3 (Nonlinear isotropic hardening with von Mises yield criterion). The internal variable is
α := p, where p ≥ 0 is the equivalent plastic strain. The plastic part of the free energy is Ψp(p) :=
σy,0p + H

2 p2 + (σy,∞ − σy,0)(p − 1−e−δp
δ ), where H ≥ 0 is the isotropic hardening modulus, σy,0 > 0, resp.

σy,∞ ≥ 0, is the initial, resp. infinite, yield stress and δ ≥ 0 is the saturation parameter. The internal
force is q := σy,0 + Hp + (σy,∞ − σy,0)(1 − e−δp). The perfect plasticity model is retrieved by taking
H := 0 and σy,∞ := σy,0. Finally, the J2-plasticity model with a von Mises criterion uses the yield function
Φ(T, q) :=

√
3/2‖ dev(T )‖`2 − q, where dev(t) := t − 1

d tr(t)Id , ‖ t ‖`2 := (t : t) 1
2 for any tensor t ∈ Rd×d . �
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7.1 Plasticity model

7.1.3 Plasticity problem in incremental form
We are interested in finding the quasi-static evolution in the pseudo-time interval J := [0,Tf], Tf > 0, of the
elastoplastic material body. We focus on the incremental form of the problem so that J is discretized into
N subintervals defined by the discrete pseudo-time nodes t0 := 0 < t1 < . . . < tN := Tf. The evolution
occurs, for all 1 ≤ n ≤ N , under the action of a body force f n : Ω→ Rd , a traction force gnN : ∂ΩN → Rd

on the Neumann boundary ∂ΩN, and a prescribed displacement un
D : ∂ΩD → Rd on the Dirichlet boundary

∂ΩD (∂ΩD has positive measure to prevent rigid-body motions). Recalling that H1(Ω) := H1(Ω;Rd), we
denote by V n

D , resp. V0, the set of all kinematically admissible displacements which satisfy the Dirichlet
conditions, resp. homogeneous Dirichlet conditions on ∂ΩD:

V n
D =

{
v ∈ H1(Ω) | v |∂ΩD = un

D
}
, V0 =

{
v ∈ H1(Ω) | v |∂ΩD = 0

}
. (7.7)

It is customary to regroup the plastic strain tensor and the internal variables into the so-called generalized
internal variables so that

χ := (Ep, α) ∈ X :=
{
(p, α) ∈ Rd×d

sym × R
m | tr(p) = 0

}
. (7.8)

The incremental plasticity problem proceeds as follows: For all 1 ≤ n ≤ N , given un−1 ∈ V n−1
D and

χn−1 := (Ep,n−1, αn−1) ∈ L2(Ω;X) from the previous pseudo-time step or the initial condition, find
un ∈ V n

D and χn := (Ep,n, αn) ∈ L2(Ω;X) such that

(Pn,∇w)L2(Ω) = `
n(w) := ( f n, w)L2(Ω) + (g

n
N, w)L2(∂ΩN), ∀w ∈ V0, (7.9)

(χn, Pn) := PLASTICITY(χn−1, Fn−1, Fn) pointwise in Ω, (7.10)

where Fm := F(um), m ∈ {n − 1, n}. Letting Em := L(Fm), the procedure PLASTICITY finds χn and the
Lagrange multiplier Λn solving the following constrained nonlinear problem:

Ep,n − Ep,n−1 = Λn∂TΦ(T
n, qn), αn − αn−1 = −Λn∂qΦ(T

n, qn), (7.11)
Λ

n ≥ 0, Φ(T n, qn) ≤ 0, Λ
n
Φ(T n, qn) = 0, (7.12)

whereT n := ∂eΨ(En−Ep,n) = A : (En−Ep,n) and qn := ∂aΨp(αn). The first Piola–Kirchhoff stress tensor
is then defined as Pn := T n : ∂tL(En), noting that for infinitesimal deformations, Pn ≈ A : (En − Ep,n).
One example of procedure for solving (7.11)-(7.12) is the standard radial return mapping [134, 135]. For
strain-hardening plasticity and infinitesimal deformations, the weak formulation (7.9)-(7.10) is well-posed,
see [103, Sect. 6.4]. For perfect plasticity, under additional hypotheses on the loads, the existence of a
solution with bounded infinitesimal deformation is studied in [70].

The incremental problem (7.9)-(7.10) can be reformulated as an incremental variational inequality by
introducing a dissipative function [123, 84]. Given (un−1, χn−1) ∈ V n−1

D × L2(Ω;X), we define the energy
functional En : V n

D × L2(Ω;X) → R such that

E
n(v, θ) :=

∫
Ω

Ψ
n(F(v), θ) dx − `n(v), (7.13)

with the incremental pseudo-energy density Ψn : Rd×d
+ ×X → R such that

Ψ
n(F, θ) := Ψ(Ee, α) − Ψ(Ee,n−1, αn−1) + Dχn−1 (θ), (7.14)

where θ := (Ep, α), Ee := E − Ep with E := L(F), and with the incremental dissipation function
Dχn−1 (θ) := sup(T,q)∈A

(
(T : (Ep − Ep,n−1) − q · (α − αn−1)

)
(D is convex and positively homogeneous

of degree one). Then, a pair (un, χn) ∈ V n
D × L2(Ω;X) solving (7.9)-(7.10) satisfies the Euler–Lagrange

equations of the minimization problem min(v,θ)∈V n
D ×L

2(Ω;X) E
n(v, θ).

71



Chapter 7. Plasticity

7.2 HHO discretizations
In this section, we present HHO methods to solve nonlinear plasticity problems.

7.2.1 Discrete unknowns
Let T be a mesh of Ω belonging to a shape-regular mesh sequence (see Sect. 1.2.1 and 2.1.1). We assume
that Ω is a polyhedron so that the mesh covers Ω exactly. Moreover, we assume that every mesh boundary
face belongs either to ∂ΩD or to ∂ΩN. The corresponding subsets of F ∂ are denoted by F ∂D and F ∂N . Recall
that in HHOmethods, the discrete unknowns are polynomials attached to the mesh cells and the mesh faces.
In the context of continuum mechanics, both unknowns are vector-valued: the cell unknowns approximate
the displacement field in the cell, and the face unknowns approximate its trace on the mesh faces; see
Figure 4.1.

For simplicity, we consider only the equal order-case where k ≥ 1 is the polynomial degree of both face
and cell unknowns. For every mesh cell T ∈ T , we set

V̂ k
T := PPPkd(T) × PPP

k
d−1(FT ), PPPkd−1(FT ) :=

?
F ∈FT

PPPkd−1(F), (7.15)

with PPPk
d
(T) := Pk

d
(T ;Rd) and PPPk

d−1(F) := Pk
d−1(F;Rd). A generic element in V̂ k

T is denoted by v̂T :=
(vT , v∂T ). The HHO space is then defined as follows:

V̂ k
h

:= V k
T
× V k

F
, V k

T
:=

?
T ∈T

PPPkd(T), V k
F

:=
?
F ∈F

PPPkd−1(F). (7.16)

A generic element in V̂ k
h
is denoted by v̂h := (vT, vF) with vT := (vT )T ∈T and vF := (vF )F ∈F , and

we localize the components of v̂h associated with a mesh cell T ∈ T and its faces by using the notation
v̂T :=

(
vT , v∂T := (vF )F ∈FT

)
∈ V̂ k

T . The Dirichlet boundary condition on the displacement field is enforced
explicitly on the discrete unknowns attached to the mesh boundary faces in F ∂D . Letting Πk

F denote the
L2-orthogonal projection onto PPPk

d−1(F), we set

V̂ k,n
h,D :=

{
v̂h ∈ V̂

k
h | vF = Π

k
F (u

n
D), ∀F ∈ F ∂D

}
, (7.17)

V̂ k
h,0 :=

{
v̂h ∈ V̂

k
h | vF = 0, ∀F ∈ F ∂D

}
. (7.18)

The discrete generalized internal variables are computed locally at the quadrature points of every mesh
cell. We introduce the quadrature points ξT = (ξT, j)1≤ j≤mq and the weights ωT = (ωT, j)1≤ j≤mq , with
ξT, j ∈ T and ωT, j ∈ R for all 1 ≤ j ≤ mq and all T ∈ T . We denote by kq the order of the quadrature.
Then, the discrete generalized internal variables are sought in the space

XT :=
ą

T ∈T

(
X × · · · ×X︸         ︷︷         ︸

mq times

)
, (7.19)

that is, for all T ∈ T , the generalized internal variables attached to T form a vector χT whose components
are (a bit abusively) denoted by (χT (ξT, j))1≤ j≤mq with χT (ξT, j) ∈ X for all 1 ≤ j ≤ mq. In what follows,
we use the following notation:

(p, q)L2
q(T )

:=
mq∑
j=1

ωT, j p(ξT, j) : q(ξT, j), (7.20)

where, according to the context, the arguments can be either a continuous, tensor-valued function defined
on T or a vector in (Rd×d)mq . The global counterpart (p, q)L2

q(Ω)
is obtained by summing (7.20) over the

mesh cells.
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7.2.2 Discrete plasticity problem in incremental form
Recall the local gradient reconstruction GT : V̂ k

T → Pk(T ;Rd×d) defined in (4.52) and the deformation
gradient operator such that FT (v̂T ) := Id+GT (v̂T ) for allT ∈ T . The global counterparts of these operators,
which are defined in every mesh cell as above, are tensor-valued piecewise polynomials in Pk(T ;Rd×d)

denoted by GT and FT . The global stabilization bilinear form sh : V̂ k
h
× V̂ k

h
→ R is defined in (4.36) as

for the linear elasticity problem, and we consider a positive weight β0 > 0 (the choice β0 = 1 was made for
linear elasticity in Sect. 4.2.2).

The discrete plasticity problem in incremental form proceeds as follows: For all 1 ≤ n ≤ N , given
ûn−1
h
∈ V̂ k,n−1

h,D and χn−1
T

:= (Ep,n−1
T

, αn−1
T
) ∈ XT from the previous pseudo-time step or the initial condition,

find ûn
h
∈ V̂ k,n

h,D and χn
T

:= (Ep,n
T
, αn
T
) ∈ XT such that

(Pn
T
, GT(ŵh))L2

q(Ω)
+ 2β0µsh(ûn

h, ŵh) = `
n(ŵh), ∀ŵh ∈ V̂

k
h,0, (7.21)

(χn
T, j, P

n
T, j) := PLASTICITY(χn−1

T, j , F
n−1
T, j , F

n
T, j), ∀T ∈ T , ∀ j ∈ {1, . . . ,mq}, (7.22)

where χm
T, j

:= χm
T (ξT, j), F

m
T, j

:= Fm
T
(ξT, j) with m ∈ {n − 1, n}, and Pn

T
(ξT, j) := Pn

T, j for all T ∈ T and all
j ∈ {1, . . . ,mq}. Notice that the same procedure PLASTICITY is used as in the continuous setting.

Remark 7.4 (Litterature). HHO methods for plasticity were developed in [2, 3]. Discontinuous Galerkin
methods have been developed in [104, 120, 121], and virtual element methods in [14, 9, 150]. �

7.2.3 Nonlinear solver
The nonlinear problem (7.21)-(7.22) can be solved by using Newton’s method. This requires evaluating
the consistent (nominal) elastoplastic tangent modulus Aep at every Gauss point in every mesh cell. The
evaluation of Aep can be included within the procedure PLASTICITY. To this purpose, we rewrite (7.10) as

(χn, Pn,An
ep) := PLASTICITY(χn−1, Fn−1, Fn). (7.23)

Referring to the constrained nonlinear problem (7.11)-(7.12) and recalling that A denotes the (state-
independent) elastic modulus (see (7.1)), one first computes the infinitesimal elastoplastic tangent modulus
A

n
ep,∞ such that

A
n
ep,∞ := A −

(A : ∂TΦ) ⊗ (A : ∂TΦ)
∂TΦ : A : ∂TΦ + ∂qΦ : ∂2

aaΨ
p : ∂qΦ

, (7.24)

with the partial derivatives ofΦ evaluated at (T n, qn) and the second derivative ofΨp evaluated at αn. Then,
one sets

A
n
ep := (∂tL)T : An

ep,∞ : ∂tL +T n : ∂2
ttL, (7.25)

where the partial derivatives of L are evaluated at En.
Let i ≥ 0 be the index of the Newton’s iteration and recall that ûn−1

h
∈ V̂ k,n−1

h,D and χn−1
T
∈ XT are given

from the previous pseudo-time step or the initial condition. The Newton’s method is initialized by setting
ûn,0
h

:= ûn−1
h

(up to the update of the Dirichlet condition) and χn,0
T

:= χn−1
T

. Then, for all i ≥ 0, given
ûn,i
h
∈ V̂ k,n

h,D, one computes at each Newton’s iteration the incremental displacement δûn,i
h
∈ V̂ k

h,0 such that

(A
n,i
ep,T :GT(δûn,i

h
), GT(ŵh))L2

q(Ω)
+ 2β0µsh(δû

n,i
h
, ŵh) = −Rn,i

h
(ŵh), (7.26)

(χn,i
T, j, P

n,i
T, j,A

n,i
ep,T, j) := PLASTICITY(χn−1

T, j , F
n−1
T, j , F

n,i
T, j), (7.27)

where (7.26) holds for all ŵh ∈ V̂
k
h,0 with the residual term

Rn,i
h
(ŵh) := (Pn,i

T
, GT(ŵh))L2

q(Ω)
+ 2β0µsh(û

n,i
h
, ŵh) − `

n(ŵh), (7.28)
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and where (7.27) holds for all T ∈ T and all j ∈ {1, . . . ,mq}, with Fn−1
T, j , F

n,i
T, j evaluated from ûn−1

h
, ûn,i

h
,

respectively, and An,i
ep,T(ξT, j) := An,i

ep,T, j . At the end of each Newton’s iteration, one updates the discrete
displacement as ûn,i+1

h
= ûn,i

h
+ δûn,i

h
. The discrete generalized internal variables do not need to be updated

at the end of the iteration, but only once Newton’s method has converged.
For strain-hardening plasticity, the consistent elastoplastic tangent modulus is symmetric positive-

definite. The following result gives some sufficient conditions for the linear system (7.26) to be coercive.

Theorem 7.5 (Coercivity). Assume the following: (i) kq ≥ 2k and all the quadrature weights are positive;
(ii) β0 > 0; (iii) the plastic model is strain-hardening. Let θ > 0 be the smallest eigenvalue of the fourth-
order symmetric positive-definite tensors (2µ)−1

A
n,i
ep,T, j for all T ∈ T and all j ∈ {1, . . . ,mq}. Then, the

linear system (7.26) in each Newton’s iteration is coercive, i.e., there is α > 0, independent of h, such that
for all v̂h ∈ V̂ k

h,0,

(A
n,i
ep,T :GT(v̂h), GT(v̂h))L2

q(Ω)
+ 2β0µsh(v̂h, v̂h) ≥ αmin(β0, θ)2µ‖ v̂h ‖2V̂ k

h,0
, (7.29)

where ‖ v̂h ‖2
V̂ k

h,0
:=

∑
T ∈T | v̂T |

2
V̂ k

T

with | v̂T |2
V̂ k

T

:= ‖∇vT ‖
2
L2(T )

+ h−1
T ‖vT − v∂T ‖

2
L2(∂T )

.

Proof. Since the material is strain-hardening, we have θ > 0. Let v̂h ∈ V̂ k
h,0. Since GT (v̂T ) ∈ P

k
d
(T,Rd×d)

for all T ∈ T , since all the quadrature weights are positive, and kq ≥ 2k, we infer that

(A
n,i
ep,T :GT(v̂h), GT(v̂h))L2

q(Ω)
+ 2β0µsh(v̂h, v̂h)

≥
∑
T ∈T

∑
1≤ j≤mq

2µθωT, j ‖GT (v̂T )(ξT, j)‖
2
`2 + 2β0µsh(v̂h, v̂h)

≥ 2µmin(θ, β0)
∑
T ∈T

(
‖GT (v̂T )‖

2
L2(T )

+ h−1
T ‖S∂T (v̂T )‖

2
L2(∂T )

)
.

We conclude by using the stability result from Lemma 4.11.

Remark 7.6 (Choice of β0). Theorem 7.5 indicates that the smallest eigenvalue θ is a natural target for the
value of the weight parameter β0 in the stabilization. A numerical study on the influence of β0 is presented
in [3, Sec. 5.3]. Another possibility considered for virtual element methods in [150] is a piecewise constant
stabilization parameter depending on the shape of the cell, the value of θ, and a minimal user-defined value
when θ ≤ 0. �

7.3 Numerical examples
The goal of this section is to illustrate the above HHO method on two industrial applications where finite
plasticity is present: a torsion of a square-section bar and an hydraulic pump under internal forces. For both
examples, we use the nonlinear isotropic hardening model described in Example 7.3.

7.3.1 Torsion of a square-section bar
This first example allows one to test the robustness of HHO methods under large torsion. The bar has a
square-section of length L := 1 mm and of height H := 5 mm along the z-direction. The bottom end
is clamped and the top end is subjected to a rotation of angle Θ = 360◦ around its center along the z-
direction. The following material parameters ared used: Young modulus E := 206.9 GPa, Poisson ratio
ν := 0.29, hardening parameter H := 129.2 MPa, initial yield stress σy,0 := 450 MPa, infinite yield stress
σy,∞ := 715 MPa, and saturation parameter δ := 16.93. The equivalent plastic strain p is plotted at the
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7.3 Numerical examples

quadrature points in Fig. 7.1 for k = 2. There is no sign of localization of the plastic deformations even for
large rotations and large plastic deformations (around 50%). Moreover, the trace of the Cauchy stress tensor
σ is plotted at the quadrature points on the final configuration in Fig. 7.2 for k = 2. As expected, there is no
sign of volume locking (no oscillation of the trace of the stress tensor, except at both ends which are fully
constrained by Dirichlet conditions, so that stress concentrations are present).

Figure 7.1: Torsion of a square-section bar: equivalent plastic strain p at the quadrature points for k = 2
and a rotation of angle Θ = 360◦.

Figure 7.2: Torsion of a square-section bar: trace of the Cauchy stress tensor σ (in MPa) at the quadrature
points for k = 2 and a rotation of angle Θ = 360◦.

7.3.2 Hydraulic pump under internal forces
This test case based on an industrial problem focuses on the deformation of an hydraulic pump and two of
its pipes under the influence of a pressurized fluid. Since the study is restricted to the structural part of the
problem, the force applied by the fluid on the walls of the pump and its pipes is replaced by an equivalent
internal force. This surface force corresponds to a pressure of 14 MPa in the reference configuration.
Moreover, the bottom of the pump is clamped and the other surfaces are free. The description of the geometry
and the mesh is given on the code_aster web site1. Strain-hardening plasticity with a von Mises yield
criterion is considered with the following material parameters: Young modulus E := 200 GPa, Poisson ratio
ν := 0.3, hardening parameter H := 200 MPa, initial and infinite yield stressesσy,0 = σy,∞ := 500 MPa, and
saturation parameter δ := 0. The mesh is composed of 23,837 tetrahedra and 41,218 triangular faces. The
discrete global problem to solve has around 500,00 dofs for k = 1. The Euclidean norm of the displacement
and the equivalent plastic strain p are plotted in Fig. 7.3 on the deformed configuration. Note that the upper
left part of the pump has the largest displacement. Moreover, we remark that the plastic deformations are

1Test PERF009: https://www.code-aster.org/V2/doc/default/fr/man_v/v1/v1.01.262.pdf
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mainly present in the pipes and, in particular, at the junction between the pump and its pipes with nearly
97% of equivalent plastic strain p.

(a) Euclidean norm of the displacement (b) Equivalent plastic strain p

Figure 7.3: Pump under internal forces: (a) Euclidean norm of the displacement (in mm) for k = 1 on the
deformed configuration with transparent reference configuration (b) Equivelent plastic strain p (in %) on the
deformed configuration.
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Chapter 8

Implementation aspects

In this chapter, we outline the steps needed to bring the abstract formulation of the HHO method to an
actual implementation. For simplicity, we focus on the Poisson model problem (see Chapter 1). We
show how the local HHO operators (reconstruction and stabilization) are translated into matrices that
can be used in the actual computation, and we give some criteria to test the implementation. Then we
discuss the assembly of the discrete problem and the handling of the boundary conditions. We con-
clude with a brief overview on computational costs. Along the chapter, we provide some snippets of
Matlab®/Octave code to show a possible implementation (in 1D) of the critical parts.1 A 3D/polyhedral
code called DiSk++ fully supporting HHO and discontinuous Galerkin methods is downloadable at the
address https://github.com/wareHHOuse/diskpp.2 We also refer the reader to [58] for a description
of the implementation of HHO methods using generic programming.

8.1 Polynomial spaces
The HHOmethod employs polynomials attached to the mesh cells and to the mesh faces. These polynomials
are represented by their components in chosen polynomial bases. The evaluation of the cell basis functions
can be done directly in the physical element by manipulating d-variate polynomials where d ≥ 1 is the
space dimension. Instead, the evaluation of the face basis functions is done by means of affine geometric
mappings that transform the d-dimensional points composing a face to a (d − 1)-dimensional reference
system associated with the face so that one manipulates (d − 1)-variate polynomials; see (1.7).

Let us consider first the cell basis functions. Let k ≥ 0 be the polynomial degree and recall that Pk
d
is

composed of the d-variate polynomials of total degree at most k with dim(Pk
d
) =

(k+d
d

)
=: Nk

d
. Let T ∈ T be

a mesh cell and let {φT,i}1≤i≤N k
d
be a basis of Pk

d
(T). Then, any polynomial p ∈ Pk

d
(T) can be decomposed

in this basis as

p(x) =
∑

1≤i≤N k
d

piφT,i(x), (8.1)

where the coefficients pi ∈ R are the components of p in the chosen basis. These coefficients are the actual
information that is stored and manipulated during the computations. A simple and useful example of basis
functions are the scaled monomials. Let xT = (xT,i)1≤i≤d ∈ Rd denote the barycenter of T and hT its

1The full source is available at https://github.com/wareHHOuse/demoHHO.
2HHO methods are also implemented in the industrial software code_aster [90] and the academic codes SpaFEDTe and

HArD::Core available on github.
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Listing 1 Possible implementation of a function evaluating the scaled monomial scalar basis and its deriva-
tives in a 1D cell.

1 % Evaluate scalar monomial basis
2 function [phi, dphi] = basis(x, x_bar, h, max_k)
3 k = (0:max_k)';
4 x_tilde = 2*(x-x_bar)/h;
5

6 phi = x_tilde .^ k;
7 dphi = zeros(max_k+1,1);
8 dphi(2:end) = (2*k(2:end)/h).*(x_tilde.^k(1:end-1));
9 end

diameter. Recall that for a multi-index α ∈ Nd , |α | :=
∑

1≤i≤d αi denotes its length. Then, for all α ∈ Nd

with |α | ≤ k, we set

µT,α(x) :=
∏

1≤i≤d

(
2(xi − xT,i)

hT

)αi

, (8.2)

leading to the basis {µT,α}α∈Nd, |α | ≤k of Pkd(T). The two-dimensional scaled monomial basis is depicted in
Figure 8.1 (up to degree 2 and with hT = 2 rather than 2

√
2). The code in Listing 1 implements (8.2): the

function evaluates the basis up to degree max_k and its derivatives in the element with center x_bar and
size h. It returns two vectors containing the values of the basis functions and their derivatives at the point
x.

The face basis functions can be constructed in an analogous way by working on Rd−1 if d ≥ 2 and using
the affine geometric mapping TF : Rd−1 → HF , where HF is the affine hyperplane in Rd supporting F. In
particular, scaled monomials can be built by using the point T−1

F (xF ), where xF is the barycenter of F.
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Figure 8.1: The set of functions of the scaled monomial basis of order 2 in the 2D element (−1, 1)2.
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Remark 8.1 (High order). The choice of the basis functions is particularly important when working with
high-order polynomials, and its effects can be seen typically for k ≥ 3 and beyond (see, e.g., [107, Sect. 3.1]
and [92, Sect. 6.3.5&Rmk. 7.14] for general discussions). It can be beneficial to work with L2-orthogonal
bases. Such bases are easily devised for d = 1 using Legendre polynomials, and for d ≥ 2 if the cells are
rectangular cuboids. If other shapes are used, an orthogonalization procedure can be considered, although
it can be expensive. One should bear in mind that the scaled monomial basis suffers from ill-conditioning
for high polynomial degrees. �

Remark 8.2 (Vector-valued case). In continuum mechanics, HHO methods hinge on vector- and tensor-
valued polynomials. Bases for such polynomial spaces can be readily defined as tensor-products of a scalar
polynomial basis and the Cartesian basis of Rd or Rd×d . For example, if we apply this procedure to P1

2 with
the basis {1, x, y}, we obtain the following vector-valued basis:[

1
0

]
,

[
0
1

]
,

[
x
0

]
,

[
0
x

]
,

[
y

0

]
,

[
0
y

]
.

The same procedure can be readily extended to tensor-valued polynomials. �

8.2 Algebraic representation of the HHO space
Let T ∈ T be a mesh cell and let FT be the collection of its faces. Let k ≥ 0 be the degree of the face
polynomials. To allow for some generality, we let k ′ ∈ {k, k + 1} be the degree of the cell polynomials (the
value k ′ = k − 1 can also be considered for k ≥ 1). The local HHO space is

V̂k′,k
T

:= Pk
′

d (T) ×

{ ?
F ∈FT

Pkd−1(F)

}
. (8.3)

The members of V̂k′,k
T are of the form v̂T := (vT , vF1, . . . , vFn ), where vT ∈ P

k′

d
(T) and vFi ∈ P

k
d−1(Fi) for

all 1 ≤ i ≤ n := #FT . Notice that for d = 1, the mesh faces coincide with the mesh vertices, so that the
unknown associated with each face is a constant (see Sect. 1.6); in this case, the degree of the cell unknowns
is denoted by k. Having chosen bases for the above polynomial spaces, we collect all the coefficients in an
array of size N̂k′,k

d
:= Nk′

d
+ nNk

d−1 structured as follows (see Figure 8.2):

vT :=
[
vT,1, . . . , vT,N k′

d
|vF1,1, . . . , vF1,N

k
d−1
| . . . |vFn,1, . . . , vFn,N

k
d−1

]T
, (8.4)

so that vT ∈ Vk′,k
T

:= RN k′

d × (RN k
d−1 )n. These coefficients are called degrees of freedom (DoFs). The

structure of the array in (8.4) will guide us in the understanding of the structure of the matrices realizing the
HHO operators.

Remark 8.3 (p-refinement). The setting can be generalized to account for different polynomial orders on
each face Fi ∈ FT . This way, it becomes possible to use neighboring elements with different polynomial
orders, opening the way to local p-refinement. The only required modification in the implementation is that
the size of the sub-arrays in (8.4) needs to account for the different polynomial degrees. �

8.3 L2-orthogonal projections
L2-orthogonal projections allow one to approximate functions belonging to a certain functional space with
functions in a finite-dimensional polynomial space. Let us use a common notation K ∈ {T, F} to denote
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vT,1|vT,2|vT,3vT,1|vT,2|vT,3 vF1,1|vF1,2vF1,1|vF1,2 vF2,1|vF2,2vF2,1|vF2,2 vF3,1|vF3,2vF3,1|vF3,2

Figure 8.2: Formation of the local vector of DoFs in the case of a triangle with k ′ = k := 1.

a generic mesh cell or mesh face, with d(T) := d and d(F) := d − 1. Given a function v ∈ L2(K), its
projection Πk

K (v) on P
k
d(K)
(K) is such that (Πk

K (v) − v,w)L2(K) = 0 for all w ∈ Pk
d(K)
(K). For notational

convenience, let pK := Πk
K (v). To compute pK , we set up the problem∫

K

( ∑
i∈Nk

K

wiφK,i(x)
∑
j∈Nk

K

pK, jφK, j(x)
)

dx =
∫
K

(
v(x)

∑
i∈Nk

K

wiφK,i(x)

)
dx, (8.5)

where N k
K

:= {1, . . . , Nk
d(K)
} and the functions {φK,i}i∈Nk

K
are a set of basis functions attached to the

geometric object K . By defining similarly the coefficient column vectors pK = {pK,i}i∈Nk
K
and w, and the

basis function column vector φK (x) = {φK,i(x)}i∈Nk
K
, the expression (8.5) can be rewritten in matrix form

as

wT
(∫

K

φK (x)φK (x)
T dx

)
pK = wT

∫
K

v(x)φK (x) dx. (8.6)

Since pK − v has to be orthogonal to all the test functions w, pK is found by setting up and solving the linear
system of Nk

d(K)
equations and Nk

d(K)
unknowns

MK pK =

∫
K

v(x)φK (x) dx, (8.7)

with the mass matrix MK :=
∫
K
φK (x)φK (x)

T dx (by construction, MK is symmetric positive-definite). One
efficient way of solving the linear system (8.7) is to compute the Cholesky decomposition of MK .

8.3.1 Quadratures
Integrals appearing in (8.6) are computed numerically using quadrature rules. A quadrature rule allows one
to approximate integrals over the geometric element K as a weighted sum of evaluations of the integrand
function f at certain points in K: ∫

K

f (x) dx ≈
|Q |∑
q=1

ωq f (xq), (8.8)

where Q is a set composed of |Q | pairs (xq, ωq); for each pair, the first element is named quadrature
point, and the second element is named weight. Quadratures are available for simplices, quadrilaterals,
and hexahedra. These quadratures are conceived in a reference cell and mapped to the physical cell by
an affine geometric mapping. Quadratures allow exact integration of polynomials up to a certain degree
called the quadrature order. Integration on geometric objects having a more complex shape can be done
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by triangulating the geometric object and then employing a simplicial quadrature. Extensive literature
about quadratures exists. Apart from the classical Gauss quadrature points [4], we mention [100, 88, 112]
for quadratures on simplices and [136, 137, 141, 51] for quadratures on polygons and polyhedra based on
various techniques that avoid the need to invoke a sub-triangulation.

By using the tools just introduced, the linear system (8.7) is set up numerically as

©«
|Q |∑
q=1

ωqφK (xq)φK (xq)
Tª®¬ pK =

|Q |∑
q=1

ωqv(xq)φK (xq), (8.9)

where Q needs to have a sufficient order to integrate exactly the product of the basis functions. For instance,
if φK is the vector of basis functions of Pk

d(K)
(K), the quadrature needs to have the sufficient number of

points to integrate exactly polynomials of degree 2k.

8.3.2 Reduction operator
Let T ∈ T be a mesh cell. The local HHO reduction operator can be rewritten in expanded form as

Îk
′,k

T (v) := (Πk′

T (v),Π
k
F1
(v |F1 ), . . . ,Π

k
Fn
(v |Fn
)) ∈ V̂k′,k

T , ∀v ∈ H1(T). (8.10)

The reduction is thus the collection of the projections of v on the cell T and on its n faces F1, . . . , Fn. At
the algebraic level, this translates into obtaining the coefficients of (n + 1) polynomials by solving (n + 1)
problems of the form (8.7). More precisely, let φT be the vector of cell-based basis functions on the mesh
cell T and let φFi be the vector of face-based basis functions on the i-th face of T . Moreover, let MT and
MFi be the corresponding mass matrices. The algebraic version of applying the reduction operator Îk

′,k
T to a

function v ∈ H1(T) amounts to finding the array vector Ik
′,k

T (v) ∈ Vk′,k
T solving the following block-diagonal

system:


MT

MF1

. . .

MFn


Ik
′,k

T (v) =



∫
T
v(x)φT (x) dx∫

F1
v(x)φF1 (x) dx

...∫
Fn

v(x)φFn (x) dx


. (8.11)

Even though it is not used in the actual HHO computations, the computation of Ik
′,k

T is essential to verify
the correctness of the implementation of the reconstruction and stabilization operators detailed in the next
section.

A possible implementation of the local reduction operator in 1D is shown in Listing 2. The function
hho_reduction() takes the parameters pd, elem and fun, which are respectively a structure containing
the computation parameters (in particular the polynomial degree and the cell diameter, which are taken here
uniform on the whole mesh), the current element index, and the function to reduce. At line 7, we ask for
a quadrature, obtaining the points, the weights and the size in the variables qps, qws, and nn, respectively.
We then proceed with the for loop (line 10) building the mass matrix and the right-hand side; this loop
corresponds to the summations in (8.9). The projection on the cell is finally computed at line 16 (in 1D, we
just need to evaluate the function at the faces): compare the structure of the returned vector I with (8.4).

Remark 8.4 (Verifying the implementation). Let us consider a sequence of successively refined meshes
T := (Ti)i∈N and let hi denote the maximum diameter of the cells composing Ti . For each geometric object
K ∈ {T, F} of Ti ∈ T, the projection on Pk

d(K)
(K) of a function v ∈ H1(Ω) is computed by solving the
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Chapter 8. Implementation aspects

Listing 2 Possible implementation of the reduction operator in 1D.
1 % The HHO reduction operator
2 function I = hho_reduction(pd, elem, fun)
3 % pd.h: cell diameter, uniform for all elements
4 % pd.K: polynomial degree, equal for all elements
5 x_bar = cell_center(pd, elem);
6 [xF1, xF2] = face_centers(pd, elem);
7 [qps, qws, nn] = integrate(2*pd.K, pd.h, elem);
8 MM = zeros(pd.K+1, pd.K+1);
9 rhs = zeros(pd.K+1, 1);
10 for ii = 1:nn % This loop is the counterpart of (8.9)
11 [phi, ~] = basis(qps(ii), x_bar, pd.h, pd.K);
12 MM = MM + qws(ii) * (phi * phi'); % Mass matrix
13 rhs = rhs + qws(ii) * phi * fun(qps(ii)); % Right-hand side
14 end
15 I = zeros(pd.K+3, 1);
16 I(1:pd.K+1) = MM\rhs; % Project on the cell
17 I(pd.K+2) = fun(xF1); % Project on faces: in 1D we just need
18 I(pd.K+3) = fun(xF2); % to evaluate the function at the faces
19 end

problem (8.7), obtaining a vector of DoFs pK . Such a vector is subsequently used to compute the global
quantity

εi :=

(∑
K

∫
K

(
v − Πk

K (v)
)2 dx

)1/2

=
©«
∑
K

|QK |∑
q=1

ωq

(
v(xq) − φK (xq)

T pK
)2ª®¬

1/2

,

where QK is a quadrature of sufficient order on K and φK is the vector of basis functions attached to K . The
quantity εi has to decay, for increasing i, with rate O(hk+1

i ) if the summation is over the mesh cells, whereas
it has to decay with a rate of O(hk+1/2

i ) if the summation is over the mesh faces (see Lemma 2.5). �

8.4 Algebraic realization of the local HHO operators

Recalling Sect. 1.3, the reconstruction and stabilization operators lie at the heart of HHO methods. Both
operators are locally defined in every mesh cell T ∈ T and map from the local HHO space V̂k′,k

T to some
polynomial space: the reconstruction operator maps to Pk+1

d
(T), and the stabilization operator restricted to

each face F ∈ FT maps to Pk
d−1(F). Since at the discrete level the elements of V̂k′,k

T translate to vectors of
the form (8.4), both operators are represented by matrices that multiply a vector v ∈ Vk′,k

T to yield a vector
representing either an element of Pk+1

d
(T) or of Pk

d−1(F). This means that on a mesh cell with n faces, both
matrices have N̂k′,k

d
= Nk′

d
+ nNk

d−1 columns, which in turn form n + 1 horizontally-juxtaposed blocks. We
call T-block the first and leftmost block, whereas the remaining blocks are called Fi-blocks (see Figure 8.3).
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8.4 Algebraic realization of the local HHO operators

F1

<latexit sha1_base64="mXkP8KPvpmtbfMw6lo9ARoKw5HE=">AAAB9XicbVDLSsNAFJ20Pmp9VcWVm8EiuCqJKLosCOKyon1AG8pkeluHTiZh5kYpoZ/gVlfuxK3f4E8ILsRP0STtQqtndTjnXu65xwulMGjb71YuPze/sFhYKi6vrK6tlzY2GyaINIc6D2SgWx4zIIWCOgqU0Ao1MN+T0PSGp6nfvAFtRKCucBSC67OBEn3BGSbS5VnX6ZbKdsXOQP8SZ0rK1fzb1+v2J9S6pY9OL+CRDwq5ZMa0HTtEN2YaBZcwLnYiAyHjQzaAdkIV88G4cRZ1TPciwzCgIWgqJM1E+LkRM9+Yke8lkz7DazPrpeJ/XjvC/okbCxVGCIqnh1BIyA4ZrkXSAdCe0IDI0uRAhaKcaYYIWlDGeSJGSSnFpA9n9vu/pHFQcQ4rRxdOuWqTCQpkh+ySfeKQY1Il56RG6oSTAbkj9+TBurUerSfreTKas6Y7W+QXrJdvMoWWGA==</latexit>

F1

<latexit sha1_base64="mXkP8KPvpmtbfMw6lo9ARoKw5HE=">AAAB9XicbVDLSsNAFJ20Pmp9VcWVm8EiuCqJKLosCOKyon1AG8pkeluHTiZh5kYpoZ/gVlfuxK3f4E8ILsRP0STtQqtndTjnXu65xwulMGjb71YuPze/sFhYKi6vrK6tlzY2GyaINIc6D2SgWx4zIIWCOgqU0Ao1MN+T0PSGp6nfvAFtRKCucBSC67OBEn3BGSbS5VnX6ZbKdsXOQP8SZ0rK1fzb1+v2J9S6pY9OL+CRDwq5ZMa0HTtEN2YaBZcwLnYiAyHjQzaAdkIV88G4cRZ1TPciwzCgIWgqJM1E+LkRM9+Yke8lkz7DazPrpeJ/XjvC/okbCxVGCIqnh1BIyA4ZrkXSAdCe0IDI0uRAhaKcaYYIWlDGeSJGSSnFpA9n9vu/pHFQcQ4rRxdOuWqTCQpkh+ySfeKQY1Il56RG6oSTAbkj9+TBurUerSfreTKas6Y7W+QXrJdvMoWWGA==</latexit>

T

<latexit sha1_base64="+j9smmky8CjggdzwSvxFouc770c=">AAAB83icbVC7SgNBFJ2Nrxhf8dHZDAbBKuyKop0BCy0TyAuSJcxObuKQ2Qczd4S45AtstbITW638GQsL/8TdjYUmnupwzr3cc48XSaHRtj+s3MLi0vJKfrWwtr6xuVXc3mnq0CgODR7KULU9pkGKABooUEI7UsB8T0LLG12mfusWlBZhUMdxBK7PhoEYCM4wkWr1XrFkl+0MdJ44P6R08X73dfW2F1d7xc9uP+TGhwC5ZFp3HDtCN2YKBZcwKXSNhojxERtCJ6EB80G7cRZ0Qg+NZhjSCBQVkmYi/N6Ima/12PeSSZ/hjZ71UvE/r2NwcO7GIogMQsDTQygkZIc0VyJpAGhfKEBkaXKgIqCcKYYISlDGeSKapJJC0ocz+/08aR6XnZPyac0pVWwyRZ7skwNyRBxyRirkmlRJg3AC5J48kEfLWE/Ws/UyHc1ZPzu75A+s12+Z0pUi</latexit>

T

<latexit sha1_base64="+j9smmky8CjggdzwSvxFouc770c=">AAAB83icbVC7SgNBFJ2Nrxhf8dHZDAbBKuyKop0BCy0TyAuSJcxObuKQ2Qczd4S45AtstbITW638GQsL/8TdjYUmnupwzr3cc48XSaHRtj+s3MLi0vJKfrWwtr6xuVXc3mnq0CgODR7KULU9pkGKABooUEI7UsB8T0LLG12mfusWlBZhUMdxBK7PhoEYCM4wkWr1XrFkl+0MdJ44P6R08X73dfW2F1d7xc9uP+TGhwC5ZFp3HDtCN2YKBZcwKXSNhojxERtCJ6EB80G7cRZ0Qg+NZhjSCBQVkmYi/N6Ima/12PeSSZ/hjZ71UvE/r2NwcO7GIogMQsDTQygkZIc0VyJpAGhfKEBkaXKgIqCcKYYISlDGeSKapJJC0ocz+/08aR6XnZPyac0pVWwyRZ7skwNyRBxyRirkmlRJg3AC5J48kEfLWE/Ws/UyHc1ZPzu75A+s12+Z0pUi</latexit>

F2

<latexit sha1_base64="rPCg7NKiV5FyWEcAtEA3SlgVUEc=">AAAB9XicbVDLSgNBEJxNfMT4ioonL4NB8BR2g6LHgCAeI5oHJEuYnXTikNnZZaZXCSGf4FVP3sSr3+BPCB7ET9HdTQ6aWKeiqpuuLi+UwqBtf1iZ7MLi0nJuJb+6tr6xWdjarpsg0hxqPJCBbnrMgBQKaihQQjPUwHxPQsMbnCV+4xa0EYG6xmEIrs/6SvQEZxhLV+edcqdQtEt2CjpPnCkpVrLv32+7X1DtFD7b3YBHPijkkhnTcuwQ3RHTKLiEcb4dGQgZH7A+tGKqmA/GHaVRx/QgMgwDGoKmQtJUhN8bI+YbM/S9eNJneGNmvUT8z2tF2Dt1R0KFEYLiySEUEtJDhmsRdwC0KzQgsiQ5UKEoZ5ohghaUcR6LUVxKPu7Dmf1+ntTLJeeodHzpFCs2mSBH9sg+OSQOOSEVckGqpEY46ZN78kAerTvryXq2XiajGWu6s0P+wHr9ATQUlhk=</latexit>

F2

<latexit sha1_base64="rPCg7NKiV5FyWEcAtEA3SlgVUEc=">AAAB9XicbVDLSgNBEJxNfMT4ioonL4NB8BR2g6LHgCAeI5oHJEuYnXTikNnZZaZXCSGf4FVP3sSr3+BPCB7ET9HdTQ6aWKeiqpuuLi+UwqBtf1iZ7MLi0nJuJb+6tr6xWdjarpsg0hxqPJCBbnrMgBQKaihQQjPUwHxPQsMbnCV+4xa0EYG6xmEIrs/6SvQEZxhLV+edcqdQtEt2CjpPnCkpVrLv32+7X1DtFD7b3YBHPijkkhnTcuwQ3RHTKLiEcb4dGQgZH7A+tGKqmA/GHaVRx/QgMgwDGoKmQtJUhN8bI+YbM/S9eNJneGNmvUT8z2tF2Dt1R0KFEYLiySEUEtJDhmsRdwC0KzQgsiQ5UKEoZ5ohghaUcR6LUVxKPu7Dmf1+ntTLJeeodHzpFCs2mSBH9sg+OSQOOSEVckGqpEY46ZN78kAerTvryXq2XiajGWu6s0P+wHr9ATQUlhk=</latexit>

F3

<latexit sha1_base64="yKHUYqDHQ1fd88HJSb6Tfdt5OYs=">AAAB9XicbVDLSgNBEJxNfMT4ioonL4NB8BR2faDHgCAeI5oHJCHMTjpxyOzsMtOrhCWf4FVP3sSr3+BPCB7ET9HdTQ6aWKeiqpuuLjeQwqBtf1iZ7Nz8wmJuKb+8srq2XtjYrBk/1Byq3Je+brjMgBQKqihQQiPQwDxXQt0dnCV+/Ra0Eb66xmEAbY/1legJzjCWrs47h51C0S7ZKegscSakWM6+f79tf0GlU/hsdX0eeqCQS2ZM07EDbEdMo+ASRvlWaCBgfMD60IypYh6YdpRGHdG90DD0aQCaCklTEX5vRMwzZui58aTH8MZMe4n4n9cMsXfajoQKQgTFk0MoJKSHDNci7gBoV2hAZElyoEJRzjRDBC0o4zwWw7iUfNyHM/39LKkdlJyj0vGlUyzbZIwc2SG7ZJ845ISUyQWpkCrhpE/uyQN5tO6sJ+vZehmPZqzJzhb5A+v1BzWjlho=</latexit>

F3

<latexit sha1_base64="yKHUYqDHQ1fd88HJSb6Tfdt5OYs=">AAAB9XicbVDLSgNBEJxNfMT4ioonL4NB8BR2faDHgCAeI5oHJCHMTjpxyOzsMtOrhCWf4FVP3sSr3+BPCB7ET9HdTQ6aWKeiqpuuLjeQwqBtf1iZ7Nz8wmJuKb+8srq2XtjYrBk/1Byq3Je+brjMgBQKqihQQiPQwDxXQt0dnCV+/Ra0Eb66xmEAbY/1legJzjCWrs47h51C0S7ZKegscSakWM6+f79tf0GlU/hsdX0eeqCQS2ZM07EDbEdMo+ASRvlWaCBgfMD60IypYh6YdpRGHdG90DD0aQCaCklTEX5vRMwzZui58aTH8MZMe4n4n9cMsXfajoQKQgTFk0MoJKSHDNci7gBoV2hAZElyoEJRzjRDBC0o4zwWw7iUfNyHM/39LKkdlJyj0vGlUyzbZIwc2SG7ZJ845ISUyQWpkCrhpE/uyQN5tO6sJ+vZehmPZqzJzhb5A+v1BzWjlho=</latexit>

Nk0
2

<latexit sha1_base64="QFdPbCs0otaV9ptEAzKGhttKbCI=">AAACAnicbVC7TgJBFL2LL8QXamVsJhITK7JLMFqS2FgZTOSRAJLZ4QIjs4/M3DUhGzq/glYrO2Prj1j4JTYuj0LBU52cc2/uuccNlTRk259WamV1bX0jvZnZ2t7Z3cvuH1RNEGmBFRGoQNddblBJHyskSWE91Mg9V2HNHVxN/NojaiMD/46GIbY83vNlVwpOidSHG2hDAe4hhgE7glE7m7Pz9hRsmThzkitli+Nq7fuh3M5+NTuBiDz0SShuTMOxQ2rFXJMUCkeZZmQw5GLAe9hIqM89NK14mnvETiPDKWAhaiYVm4r4eyPmnjFDz00mPU59s+hNxP+8RkTdy1Ys/TAi9MXkEEmF00NGaJkUgqwjNRLxSXJk0meCa06EWjIuRCJGSUOZpA9n8ftlUi3knWL+/NbJlWyYIQ3HcAJn4MAFlOAaylABAQRjeIYX68l6td6s99loyprvHMIfWB8/7UqXow==</latexit>

Nk0
2

<latexit sha1_base64="QFdPbCs0otaV9ptEAzKGhttKbCI=">AAACAnicbVC7TgJBFL2LL8QXamVsJhITK7JLMFqS2FgZTOSRAJLZ4QIjs4/M3DUhGzq/glYrO2Prj1j4JTYuj0LBU52cc2/uuccNlTRk259WamV1bX0jvZnZ2t7Z3cvuH1RNEGmBFRGoQNddblBJHyskSWE91Mg9V2HNHVxN/NojaiMD/46GIbY83vNlVwpOidSHG2hDAe4hhgE7glE7m7Pz9hRsmThzkitli+Nq7fuh3M5+NTuBiDz0SShuTMOxQ2rFXJMUCkeZZmQw5GLAe9hIqM89NK14mnvETiPDKWAhaiYVm4r4eyPmnjFDz00mPU59s+hNxP+8RkTdy1Ys/TAi9MXkEEmF00NGaJkUgqwjNRLxSXJk0meCa06EWjIuRCJGSUOZpA9n8ftlUi3knWL+/NbJlWyYIQ3HcAJn4MAFlOAaylABAQRjeIYX68l6td6s99loyprvHMIfWB8/7UqXow==</latexit>

Nk
1

<latexit sha1_base64="qTloz+kiW7FiywvMnMTCuG5jrb0=">AAAB93icbVC7TsNAEDyHVwgvAyXNiQiJKrJREJSRaKhQkHASKQnR+bIJR85n626NFFn5BlqgoUO0fA4FX0KD7aSAhKlGM7va2fEjKQw6zqdVWFpeWV0rrpc2Nre2d+zdvYYJY83B46EMdctnBqRQ4KFACa1IAwt8CU1/dJH5zQfQRoTqBscRdAM2VGIgOMNU8q567u2oZ5edipODLhJ3Rso1u/rSaH7f13v2V6cf8jgAhVwyY9quE2E3YRoFlzApdWIDEeMjNoR2ShULwHSTPOyEHsWGYUgj0FRImovweyNhgTHjwE8nA4Z3Zt7LxP+8doyD824iVBQjKJ4dQiEhP2S4FmkLQPtCAyLLkgMVinKmGSJoQRnnqRintZTSPtz57xdJ46TiViun12655pApiuSAHJJj4pIzUiOXpE48wokgj+SJPFtj69V6s96nowVrtrNP/sD6+AFchZX7</latexit>

Nk
1

<latexit sha1_base64="qTloz+kiW7FiywvMnMTCuG5jrb0=">AAAB93icbVC7TsNAEDyHVwgvAyXNiQiJKrJREJSRaKhQkHASKQnR+bIJR85n626NFFn5BlqgoUO0fA4FX0KD7aSAhKlGM7va2fEjKQw6zqdVWFpeWV0rrpc2Nre2d+zdvYYJY83B46EMdctnBqRQ4KFACa1IAwt8CU1/dJH5zQfQRoTqBscRdAM2VGIgOMNU8q567u2oZ5edipODLhJ3Rso1u/rSaH7f13v2V6cf8jgAhVwyY9quE2E3YRoFlzApdWIDEeMjNoR2ShULwHSTPOyEHsWGYUgj0FRImovweyNhgTHjwE8nA4Z3Zt7LxP+8doyD824iVBQjKJ4dQiEhP2S4FmkLQPtCAyLLkgMVinKmGSJoQRnnqRintZTSPtz57xdJ46TiViun12655pApiuSAHJJj4pIzUiOXpE48wokgj+SJPFtj69V6s96nowVrtrNP/sD6+AFchZX7</latexit>

N̂k0,k
2 = Nk0

2 + 3Nk
1

<latexit sha1_base64="yznJiu3enbbZZvBXCW9bNlhBcF8=">AAACOHicbVDLSiRBEMzW9TWuOupJvBQOCwvK0O0DvQgDe/EkCo4KM7NDdpk6RVc/qMoWpJlv8e4n+BV7VRC8qVe/wJrWBV8BRUVFZJKVEWZaWfb9G29o+MfI6Nj4RGXy59T0THV27tCmuZHUlKlOzXGIlrRKqMmKNR1nhjAONR2F0Z+Bf3ROxqo0OeCLjDoxniXqVElkJ6XVJWhDDxAYCtiFPvx1dyQWYAUi9+rCKgjYdme35P/dPizDWqkFTou61Zpf90uIryR4I7XGbHh/+dhb3+tW79onqcxjSlhqtLYV+Bl3CjSspKZ+pZ1bylBGeEYtRxOMyXaKctu++JVb5FRkZITSohTpfUeBsbUXcegqY+Se/ewNxO+8Vs6nW51CJVnOlMjBIFaaykFWGuViJHGiDDHj4OckVCIkGmQmowRK6cTc5VpxeQSft/9KDlfrwXp9Yz+oNXx4xTgswhL8dqluQgN2YA+aIOEK/sEN3HrX3r334D29lg55bz3z8AHe8wtKBKLL</latexit>

N̂k0,k
2 = Nk0

2 + 3Nk
1

<latexit sha1_base64="yznJiu3enbbZZvBXCW9bNlhBcF8=">AAACOHicbVDLSiRBEMzW9TWuOupJvBQOCwvK0O0DvQgDe/EkCo4KM7NDdpk6RVc/qMoWpJlv8e4n+BV7VRC8qVe/wJrWBV8BRUVFZJKVEWZaWfb9G29o+MfI6Nj4RGXy59T0THV27tCmuZHUlKlOzXGIlrRKqMmKNR1nhjAONR2F0Z+Bf3ROxqo0OeCLjDoxniXqVElkJ6XVJWhDDxAYCtiFPvx1dyQWYAUi9+rCKgjYdme35P/dPizDWqkFTou61Zpf90uIryR4I7XGbHh/+dhb3+tW79onqcxjSlhqtLYV+Bl3CjSspKZ+pZ1bylBGeEYtRxOMyXaKctu++JVb5FRkZITSohTpfUeBsbUXcegqY+Se/ewNxO+8Vs6nW51CJVnOlMjBIFaaykFWGuViJHGiDDHj4OckVCIkGmQmowRK6cTc5VpxeQSft/9KDlfrwXp9Yz+oNXx4xTgswhL8dqluQgN2YA+aIOEK/sEN3HrX3r334D29lg55bz3z8AHe8wtKBKLL</latexit>

Nk
1

<latexit sha1_base64="qTloz+kiW7FiywvMnMTCuG5jrb0=">AAAB93icbVC7TsNAEDyHVwgvAyXNiQiJKrJREJSRaKhQkHASKQnR+bIJR85n626NFFn5BlqgoUO0fA4FX0KD7aSAhKlGM7va2fEjKQw6zqdVWFpeWV0rrpc2Nre2d+zdvYYJY83B46EMdctnBqRQ4KFACa1IAwt8CU1/dJH5zQfQRoTqBscRdAM2VGIgOMNU8q567u2oZ5edipODLhJ3Rso1u/rSaH7f13v2V6cf8jgAhVwyY9quE2E3YRoFlzApdWIDEeMjNoR2ShULwHSTPOyEHsWGYUgj0FRImovweyNhgTHjwE8nA4Z3Zt7LxP+8doyD824iVBQjKJ4dQiEhP2S4FmkLQPtCAyLLkgMVinKmGSJoQRnnqRintZTSPtz57xdJ46TiViun12655pApiuSAHJJj4pIzUiOXpE48wokgj+SJPFtj69V6s96nowVrtrNP/sD6+AFchZX7</latexit>

Nk
1

<latexit sha1_base64="qTloz+kiW7FiywvMnMTCuG5jrb0=">AAAB93icbVC7TsNAEDyHVwgvAyXNiQiJKrJREJSRaKhQkHASKQnR+bIJR85n626NFFn5BlqgoUO0fA4FX0KD7aSAhKlGM7va2fEjKQw6zqdVWFpeWV0rrpc2Nre2d+zdvYYJY83B46EMdctnBqRQ4KFACa1IAwt8CU1/dJH5zQfQRoTqBscRdAM2VGIgOMNU8q567u2oZ5edipODLhJ3Rso1u/rSaH7f13v2V6cf8jgAhVwyY9quE2E3YRoFlzApdWIDEeMjNoR2ShULwHSTPOyEHsWGYUgj0FRImovweyNhgTHjwE8nA4Z3Zt7LxP+8doyD824iVBQjKJ4dQiEhP2S4FmkLQPtCAyLLkgMVinKmGSJoQRnnqRintZTSPtz57xdJ46TiViun12655pApiuSAHJJj4pIzUiOXpE48wokgj+SJPFtj69V6s96nowVrtrNP/sD6+AFchZX7</latexit>
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Figure 8.3: Block structure of an HHO operator matrix on a triangle (d = 2, n = 3 faces). In particular,
there is one T-block and three Fi-blocks, giving an horizontal size of N̂k′,k

2 = Nk′

2 + 3Nk
1 . The vertical size

depends on the actual operator, as explained in the text.

8.4.1 Local reconstruction operator
Let T ∈ T . The local reconstruction operator satisfies (1.17), where we expand here the boundary term as
a summation on the faces of the mesh cell as follows:

(∇RT (v̂T ),∇q)L2(T ) = (∇vT ,∇q)L2(T ) −
∑
F ∈FT

(vT − vF, nT ·∇q)L2(F), (8.12)

for all q ∈ Pk+1
d
(T)⊥ := {q ∈ Pk+1

d
(T) | (q, 1)L2(T ) = 0}. Moreover, we have (RT (v̂T ), 1)L2(T ) = (vT , 1)L2(T )

(see (1.16)). It is however not necessary to work with the polynomial space Pk+1
d
(T)⊥, and one can consider

any subspace Pk+1
∗d
(T) leading to a direct sum Pk+1

d
(T) = P0

d
(T) ⊕ Pk+1

∗d
(T) (notice that dim(Pk+1

∗d
(T)) =

Nk+1
∗d

:= Nk+1
d
−1). One possibility is to consider basis functions of Pk+1

d
(T) such that the first basis function

is constant, and let the remaining basis functions span Pk+1
∗d
(T). Let %(x) be the vector of basis functions of

Pk+1
∗d
(T). Using a quadrature QT of order at least 2k, the left-hand side of (8.12) is a plain stiffness matrix

such that

K∗ :=
|QT |∑
q=1

ωq∇%(xq) · ∇%(xq)T, (8.13)

where ∇ is applied componentwise to %(x) and the dot product only to the gradients. Notice that this
computation results in a standard stiffness matrix, where the column and the row corresponding to the
constant basis function have been dropped.

We next build the right-hand side of (8.12) in multiple steps. For simplicity, we assume that we are
building the operator for a triangular element, so that n := 3 and d := 2. Let φT (x) be the column vector
of cell-based basis functions attached to T , φFi (x) the column vector of face-based basis functions attached
to the face Fi (recall that these basis functions are computed using a geometric mapping from Rd−1 to the
hyperplane supporting Fi) and 0F a zero column vector of size Nk

d−1. We start with (∇vT ,∇q)L2(T ), where
vT ∈ P

k′

d
(T) and q ∈ Pk+1

∗d
(T). In order to evaluate the cell-based part of a DoFs vector of the form (8.4),

we form a column vector of basis functions µ(x) := [φT (x) | 0F | 0F | 0F ], where | denotes the vertical
concatenation of column vectors. Then, we form the matrix

T :=
|QT |∑
q=1

ωq∇%(xq) · ∇µ(xq)T. (8.14)
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This computation yields a matrix where only the T-block has nonzero values. Its effect can be intuitively
understood by looking separately at the roles of ∇µ(xq)T and ∇%(xq) when T multiplies a vector v ∈ Vk′,k

T .
For each quadrature point, µ evaluates the gradients of the cell-based part of v, whereas % tests the value of
the polynomial with the gradients of the basis functions of the reconstruction space. In practice, this returns
the right-hand side of a projection-like problem where the gradients of Pk+1

∗d
(T) are used as test functions.

We continue with the contributions from (vT − vF, nT ·∇q)L2(F) for the n = 3 faces of T . For example,
in order to compute the contribution due to the face F1, we consider the vector of basis functions η1(x) :=
[φT (x) | − φF1 (x) | 0F | 0F ]. The contribution to the right-hand side is then computed as

F1 :=
|QF1 |∑
q1=1

ωq1n·∇%(xq1 )η1(xq1 )
T. (8.15)

Indeed, taking an array of the form (8.4) representing a member of V̂k′,k
T and computing the dot-product with

η1(xq1 ) corresponds to obtaining the value of the difference of the cell-based and F1-based polynomials
at the point xq1 ∈ F1. Notice also that the matrix F1 contains nonzero elements only in the T-block
and in the F1-block. The matrices F2 and F3 are computed in a similar fashion by taking η2(x) :=
[φT (x) | 0F | − φF2 (x) | 0F ] and η3(x) := [φT (x) | 0F | 0F | − φF3 (x)], respectively. If cells with more than
three faces are used, the procedure is easily generalized by computing the remaining Fi matrices.

We finally compute the algebraic realization R of RT (up to the mean-value constraint) by inverting the
matrix K∗ and setting

R := K−1
∗ H with H := T −

3∑
i=1

Fi, (8.16)

and the mean-value constraint can be satisfied by adding a suitable contribution from the constant basis
function (and increasing by one the size of the vector R). Once we have computed R, we can readily obtain
the matrix representing the stiffness term in (1.29) as

A := RTK∗R = HTR. (8.17)

Take a moment to analyze the roles of the matrices composing A. K∗ is a plain stiffness matrix on Pk+1
∗d
(T)

and, as such, it operates on polynomials in Pk+1
∗d
(T) to compute a standard local stiffness term. In HHO

however, DoFs live in the space Vk′,k
T : the reconstruction matrix R “translates” HHO DoFs to the higher-

order space Pk+1
∗d
(T), on which K∗ can operate. Listing 3 shows a possible realization of the computation

of R in 1D. At lines 9-13, the stiffness matrix of Pk+1
d
(T) is computed using a quadrature of order 2k. It is

subsequently trimmed to obtain K∗ (line 16) and T (line 18). Starting from line 24, the boundary terms are
computed. Finally, the reconstruction operator and the matrix A are obtained at lines 33 and 34, respectively.
An illustration of the action of the reconstruction operator is shown in Figure 8.4.

Remark 8.5 (Verifying the implementation). Given a sequence of successively refinedmeshesT = (Ti)i∈N
and a target function v ∈ H1(Ω), the vector Ik

′,k
T (v) = [vT |vF1 | . . . |vFn ]

T is computed for every mesh cell
T ∈ Ti and all i ∈ N. Subsequently, we compute the matrix-vector product v∗ = RIk

′,k
T (v), where v∗ are the

components of the polynomial RT (Î
k′,k
T (v)) ∈ Pk+1

∗d
(T). The average in T of the reconstructed function is

fixed by forming the vector v = [vφ |v∗], which collects the components of the reconstruction of v in Pk+1
d
(T)

and where vφ is a constant ensuring the condition (1.16). We finally compute the L2-error between the
reconstruction of v and v itself, which should decay with rate O(hk+2

i ). �
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8.4 Algebraic realization of the local HHO operators

Listing 3 Possible implementation of the reconstruction operator in 1D.
1 % The HHO reconstruction operator
2 function [A, R] = hho_reconstruction(pd, elem)
3 x_bar = cell_center(pd, elem);
4 [xF1, xF2] = face_centers(pd, elem);
5

6 stiff_mat = zeros(pd.K+2, pd.K+2);
7 gr_rhs = zeros(pd.K+1, pd.K+3);
8

9 [qps, qws, nn] = integrate(2*pd.K, pd.h, elem);
10 for ii = 1:nn
11 [~, dphi] = basis(qps(ii), x_bar, pd.h, pd.K+1);
12 stiff_mat = stiff_mat + qws(ii) * (dphi * dphi');
13 end
14

15 % Set up local Neumann problem
16 gr_lhs = stiff_mat(2:end, 2:end); % Left-hand side
17 % Right-hand side, cell part
18 gr_rhs(:,1:pd.K+1) = stiff_mat(2:end,1:pd.K+1); % (∇vT ,∇q)L2(T )

19

20 [phiF1, dphiF1] = basis(xF1, x_bar, pd.h, pd.K+1);
21 [phiF2, dphiF2] = basis(xF2, x_bar, pd.h, pd.K+1);
22

23 % Right-hand side, boundary part
24 gr_rhs(1:end, 1:pd.K+1) = gr_rhs(1:end, 1:pd.K+1) + ...
25 dphiF1(2:end)*phiF1(1:pd.K+1)'; % (vT , nT ·∇q)L2(F1)

26

27 gr_rhs(1:end, 1:pd.K+1) = gr_rhs(1:end, 1:pd.K+1) - ...
28 dphiF2(2:end)*phiF2(1:pd.K+1)'; % (vT , nT ·∇q)L2(F2)

29

30 gr_rhs(1:end, pd.K+2) = - dphiF1(2:end); % (vF, nT ·∇q)L2(F1)

31 gr_rhs(1:end, pd.K+3) = + dphiF2(2:end); % (vF, nT ·∇q)L2(F2)

32

33 R = gr_lhs\gr_rhs; % Solve problem (up to a constant)
34 A = gr_rhs'*R; % Compute (∇RT (·),∇RT (·))L2(T )

35 end
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Figure 8.4: Illustration of the action of the reconstruction operator R in 1D on the DoFs resulting from the
computation of Îk

h
(sin(πx)). On the left panel, the operator acts on cell polynomials of degree 0 (dotted line)

and face values (stars) to reconstruct a piecewise polynomial of degree 1 (dashed line). On the right panel,
starting from cell polynomials of degree 1 (dotted line) and face values (stars), a piecewise polynomial of
degree 2 (dashed line) is reconstructed. Recall that in the 1D case, there is only one DoF per face.

8.4.2 The stabilization operator

The computation of the HHO stabilization is a relatively involved task, and for this reason, it is discussed
in two steps. In the first step, the Lehrenfeld–Schöberl (LS) stabilization is considered (recall that this
stabilization is sufficient when working with mixed-order HHO methods, i.e., k ′ = k + 1). In the second
step, the equal-order HHO stabilization is discussed as an extension of the LS stabilization.

Step 1: Lehrenfeld–Schöberl stabilization

The idea behind the LS stabilization is to penalize just the difference between the polynomial attached to
a face Fi and the trace on Fi of the polynomial attached to T . This is accomplished by using the operator
ZF : V̂k′,k

T → Pk
d−1(F) defined as

ZF (v̂T ) := Πk
F (vT ) − vF, (8.18)

which is used to build the bilinear form zT : V̂k′,k
T × V̂k′,k

T → R such that

zT (v̂T , ŵT ) :=
∑
F ∈FT

h−1
T (ZF (v̂T ), ZF (ŵT ))L2(F). (8.19)

The operator ZF actually subtracts two polynomials, and at the algebraic level, this is done by subtracting
their DoFs. This is accomplished by a matrix Zi of size Nk

d−1× N̂k
d
constructed as follows. A matrix Ii of size

Nk
d−1 × N̂k

d
is first formed by placing a diagonal of ones in correspondence to the Fi-block (see Figure 8.3)

of Ii (note that the Fi-blocks of the stabilization operator are all square of size Nk
d−1 × Nk

d−1). The matrix Ii
can be thought as a selection matrix such that when left-multiplying a vector of the form (8.4), it yields the
subvector containing only the DoFs vFi,1, . . . , vFi,N

k
d−1

. The second step consists in computing the DoFs of
the polynomial which represents the restriction on Fi of the polynomial attached to T , and this is done by
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means of a projection. We first construct the trace matrix of size Nk
d−1 × N̂k

d
such that

Ti :=
|QFi

|∑
q=1

ωqφFi (xq)µ(xq)
T, (8.20)

whose role is explained as follows: for each quadrature point xq ∈ QFi , if a vector of the form (8.4) is
left-multiplied by µ(xq)T, the operation yields the value of the cell-based polynomial at the point xq (which
lies on Fi). The subsequent multiplication by φFi (xq) then tests the cell-based polynomial with the basis
functions of Pk

d−1(Fi), effectively forming a right-hand side suitable for a projection problem like (8.6). The
left-hand side of the projection problem is the mass matrix of the face Fi of size Nk

d−1 × Nk
d−1 such that

Mi :=
|QFi

|∑
q=1

ωqφFi (xq)φFi (xq)
T, (8.21)

with which we form the additional matrix M−1
i Ti . This last matrix, applied to a vector of HHO DoFs, yields

the sought restriction. Using the matrices just computed, we finally obtain the discrete counterpart of (8.18)
as

Zi := M−1
i Ti − Ii, (8.22)

which, if applied to a vector v ∈ Vk′,k
T , yields the difference between the polynomial on Fi and the polynomial

on T projected on the face Fi . This allows us to compute the algebraic counterpart of (8.19) as

Z :=
n∑
i=1

h−1
T ZT

i MiZi . (8.23)

Step 2: Equal-order stabilization

To obtain the equal-order HHO stabilization where k ′ = k, we need to enhance (8.18) by introducing a
penalty on the high-order contribution due to the reconstruction. We consider (1.20), which we rewrite here
by specifying the face F ∈ FT , leading to the operator SF : V̂k

T → Pk
d−1(F) defined as

SF (v̂T ) := ZF (v̂T ) + Π
k
F

(
RT (v̂T ) − Π

k
T RT (v̂T )

)
. (8.24)

This operator is used to build the bilinear form sT : V̂k
T × V̂k

T → R such that

sT (v̂T , ŵT ) :=
∑
F ∈FT

h−1
T (SF (v̂T ), SF (ŵT ))L2(F). (8.25)

We start by translating in matrix form the term Πk
F RT (v̂T ). First, we compute

T′i :=
|QFi

|∑
q=1

ωqφFi (xq)%(xq)
T, (8.26)

which has size Nk
d−1 × Nk+1

∗d
, to subsequently construct the term

M−1
i T′iR, (8.27)
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where R is the reconstruction defined in (8.16) (notice that it is not necessary to take into account the mean-
value correction in this construction). The matrix we just built can be understood by reading it backwards
as follows: by applying R to an object in Vk

T , we get its reconstruction in Pk+1
∗d
(T). Subsequently, when the

trace matrix T′i is applied to the DoFs of the reconstructed polynomial, its columns evaluate the DoFs of
the reconstructed function on Fi , whereas the rows test it with the basis functions of Pk

d−1(Fi). The final
multiplication by M−1

i yields the DoFs of the reconstructed polynomial restricted to Fi .
We proceed similarly to translate the term Πk

FΠ
k
T RT (v̂T ) in matrix form. This requires the introduction

of the cell mass matrix M and the matrix

Q :=
|QT |∑
q=1

ωqφT (xq)%(xq)
T, (8.28)

which has size Nk
d
× Nk+1

∗d
. We construct the expression

M−1
i T̃iM−1QR, (8.29)

where T̃i is the matrix Ti restricted to its first Nk
d
columns. Again, this last expression is better understood by

reading it backwards, and keeping in mind the role of the rows and the columns of each matrix: Q evaluates
the DoFs of the reconstruction and tests it with the basis functions of Pk

d
(T), whereas the multiplication by

M−1 yields the DoFs corresponding to the result of the projection Πk
T . The DoFs of the projection on the

face are finally obtained by applying M−1
i T̃i .

Putting everything together, the matrix form of the equal-order HHO stabilization is computed by
combining (8.22), (8.27), and (8.29) as follows:

Si := Zi +M−1
i T′iR −M−1

i T̃iM−1QR. (8.30)

It is now possible to build the discrete counterpart of (8.25) as

S :=
n∑
i=1

h−1
T ST

i MiSi . (8.31)

We propose in Listing 4 a practical implementation of the equal-order stabilization operator in 1D. On lines
7-8, the matrices M and Q are cut from an order (k + 1) mass matrix (mass_mat); an optimized construction
would use an order k basis for the rows and a quadrature of order 2k + 1.

Remark 8.6 (Verifying the implementation). The correctness of the implementation of the stabilization
operator is verified as before by taking a sequence of successively refined meshes T = (Ti)i∈N and a target
function v ∈ H1(Ω). For every mesh cell T ∈ Ti and all i ∈ N, the local vector of DoFs Ik

′,k
T (v) =

[vT |vF1 | . . . |vFn ]
T is computed. This vector is then used to compute the quantity εi := (

∑
T ∈Ti vT S v)

1
2

which should converge to zero with decay rate O(hk+1
i ). The same result should be obtained for the LS

stabilization. �

8.5 Assembly and boundary conditions
Using either the mixed-order or the equal-order HHO method, the local contributions in every mesh cell
T ∈ T are computed as LT := AT + ZT (using (8.17) and (8.23)) or LT := AT + ST (using (8.17) and
(8.31)), respectively. Here, we added a subscript referring to the mesh cell T for more clarity. The
resulting local matrix LT is statically condensed (see Sect. 1.4.2), leading to the condensed matrix Lc

T of
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8.5 Assembly and boundary conditions

Listing 4 Possible implementation of the equal-order stabilization operator in 1D.
1 function S = hho_stabilization(pd, elem, R)
2 x_bar = cell_center(pd, elem);
3 [xF1, xF2] = face_centers(pd, elem);
4 mass_mat = make_mass_matrix(pd, elem, pd.K+1);
5

6 % Compute the term tmp1 = uT − Πk
T RT (ûT )

7 M = mass_mat(1:pd.K+1,1:pd.K+1);
8 Q = mass_mat(1:pd.K+1,2:pd.K+2);
9 tmp1 = - M\(Q*R);
10 tmp1(1:pd.K+1, 1:pd.K+1) = tmp1(1:pd.K+1, 1:pd.K+1) + eye(pd.K+1);
11

12 [phiF1, ~] = basis(xF1, x_bar, pd.h, pd.K+1);
13 Mi = 1;
14 Ti = phiF1(2:end)';
15 Ti_tilde = phiF1(1:pd.K+1)';
16 tmp2 = Mi \ (Ti*R); % tmp2 = Πk

F RT (ûT )
17 tmp2(pd.K+2) = tmp2(pd.K+2)-1; % tmp2 = Πk

F RT (ûT ) − uF

18 tmp3 = Mi \ (Ti_tilde * tmp1); % tmp3 = Πk
F (uT − Π

k
T RT (ûT ))

19 Si = tmp2 + tmp3; % Si = Πk
F RT (ûT ) − uF + Π

k
F (uT − Π

k
T RT (ûT ))

20 S = Si' * Mi * Si / pd.h; % Accumulate on S
21

22 [phiF2, ~] = basis(xF2, x_bar, pd.h, pd.K+1);
23 Mi = 1;
24 Ti = phiF2(2:end)';
25 Ti_tilde = phiF2(1:pd.K+1)';
26 tmp2 = Mi \ (Ti*R); % tmp2 = Πk

F (RT (ûT ))
27 tmp2(pd.K+3) = tmp2(pd.K+3)-1; % tmp2 = Πk

F RT (ûT ) − uF

28 tmp3 = Mi \ (Ti_tilde * tmp1); % tmp3 = Πk
F (uT − Π

k
T RT (ûT ))

29 Si = tmp2 + tmp3; % Si = Πk
F RT (ûT ) − uF + Π

k
F (uT − Π

k
T RT (ûT ))

30 S = S + Si' * Mi * Si / pd.h; % Accumulate on S
31 end
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size (nNk
d−1) × (nNk

d−1) and the condensed right-hand side bc
T of size (nNk

d−1) × 1 (recall that n := #FT is
the number of faces of T).

The assembly of the global problem requires a local-to-global correspondence array denoted by GT :
{1, . . . , n} → {1, . . . , #F } for all T ∈ T , between the local enumeration of the faces of T and their global
enumeration as mesh faces. This array is usually provided by the mesh generator. In the first stage of the
assembly process, one does not bother about boundary conditions (this amounts to assemble a problem
with pure Neumann boundary conditions). The global matrix Lg is composed of #F × #F blocks of size
Nk
d−1 × Nk

d−1 and the global right-hand side bg is composed of #F blocks of size Nk
d−1 × 1. Then the local

contributions are assembled as follows: For all T ∈ T ,

Lg
GT (i),GT (j)

←↩ Lc
T ;i, j and bg

GT (i)
←↩ bc

T ;i, ∀i, j ∈ {1, . . . , n}, (8.32)

where we denote by a ←↩ b the operation of accumulating the value b on a, i.e. the statement a = a + b
of the commonly used imperative programming languages. In other words, the local block (i, j) is summed
to the global block in position (GT (i),GT ( j)).

It remains to apply the boundary conditions. As discussed in [80], HHO methods can handle all the
classical boundary conditions for the Poisson model problem (see also [37]). To fix the ideas, let us assume
that the boundary is partitioned as ∂Ω = ∂ΩN ∪ ∂ΩD leading to the following model problem:

−∆u = f in Ω, u = uD on ∂ΩD, n·∇u = gN on ∂ΩN. (8.33)

We assume that every mesh boundary face belongs either to ∂ΩD or to ∂ΩN; the corresponding subsets of
F ∂ are denoted by F ∂D and F ∂N . Let us consider an idealized 1D situation with a simple mesh containing only
four faces (vertices), i.e., F := {F1, F2, F3, F4} with F ◦ := {F2, F3} and F ∂ := {F1, F4}. Then, assuming
that only Neumann boundary conditions are enforced (i.e., ∂Ω = ∂ΩN, ∂ΩD = ∅ in (8.33)), the global
problem takes the form


L11 L12
L21 L22 L23

L32 L33 L34
L43 L44



u1
u2
u3
u4

 =

b1
b2
b3
b4

 . (8.34)

(Notice that in this 1D case, all the entries are actually scalars.) Assume now that the Neumann boundary
condition is applied only on F1 and that the Dirichlet condition is applied on F4. Then we have u4 = M−1

F4
d4

with d4 :=
∫
F4

uD(x)φF4 (x) ds. Eliminating u4 from the first three rows of (8.34) gives the reduced system
L11 L12
L21 L22 L23

L32 L33



u1
u2
u3

 =

b1
b2
b′3

 , (8.35)

where b′3 := b3 − L34M−1
F4
d4. This process can be conveniently done on the fly during the assembly, but a

new mapping G◦ has to be used. Such a mapping is computed like G, but removing the Dirichlet faces.
Once the solution of the reduced system is found, the full solution is recovered by plugging d4 after u3 in
the solution vector. An alternative approach is to introduce a Lagrange multiplier to enforce the Dirichlet
condition: 

L11 L12
L21 L22 L23

L32 L33 L34
L43 L44 MF4

MF4



u1
u2
u3
u4
λ5


=


b1
b2
b3
b4
d4


. (8.36)
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8.6 Remarks on the computational cost of HHO methods

HHO(k,k) SIP-DG(k + 1)
k L2-error DoFs Mflops Memory L2-error DoFs Mflops Memory
0 1.73e-2 5760 38 39 MB 2.14e-2 12288 787 85 MB
1 1.06e-3 17280 1006 106 MB 4.61e-4 30720 11429 319 MB
2 9.05e-5 34560 8723 292 MB 2.14e-5 61440 92799 1108 MB
3 6.45e-6 57600 40389 719 MB 1.04e-6 107520 497245 3215 MB

Table 8.1: Comparative cost assessment between HHO and SIP-DG on a tetrahedral mesh composed of
3,072 elements.

This second technique leads to a slightly larger system having a saddle-point structure, but it could be easier
to implement in a first HHO code.

Remark 8.7 (Neumann boundary conditions). The Neumann boundary condition in the model prob-
lem (8.33) leads to a modification of the linear form on the right-hand side of the discrete problem, which
reads `(ŵh) := ( f ,wT)L2(Ω) + (gN,wF)L2(∂ΩN) (see Sect. 4.2.2 for the linear elasticity problem). At the
implementation level, the Neumann condition reduces to a contribution on the right-hand side of the lin-
ear system positioned according to the Neumann face unknowns. Such a contribution is computed as
gi =

∑ |QFi
|

q=1 ωqgN(xq)φFi (xq), where φFi is the vector of basis functions of the globally-numbered i-th
face. Those contributions are then added to the i-th block of the right-hand side. �

8.6 Remarks on the computational cost of HHO methods
The computational costs in HHO methods are of two kinds: local costs associated with the assembly and
global costs associated with the solution of the global linear system. We focus as before on the Poisson
model problem.

The local costs include the computation of the operators and the static condensation, and they differ in
the mixed-order and equal-order methods. In the mixed-order method, the computation of the reconstruction
and the static condensation are slightly more expensive compared to the equal-order case, essentially because
of the increased number of cell-based DoFs. The costs of the stabilization, however, differ substantially
between the two variants of the method. This fact can be deduced by comparing the structure of (8.22)
and (8.30). The mixed-order stabilization requires n inversions of the face mass matrices Mi , for a cost
of n · O((Nk

d−1)
3) ≈ O(k3d−3), together with the construction of the trace matrices Ti , for a cost of

n · O((k + 1)d−1 · Nk+1
d
· Nk

d−1) ≈ O(k
3d−2). Instead, the equal-order stabilization requires the inversion of

the cell mass matrix and other operations which are at least cubic in the size of the cell basis. To illustrate
this fact, we performed some computational experiments on common element types, namely triangles and
quadrangles in 2D, and tetrahedra and hexahedra in 3D (see Figure 8.5). In all cases, we observe that when
using the mixed-order HHO method, even if one pays a bit more in reconstruction and static condensation,
one pays a lot less in stabilization. This turns in an overall reduction of the cost of the computation of the
local contributions.

Concerning the global costs, we illustrate the differences between the equal-order HHO method and
the well-established symmetric interior-penalty discontinuous Galerkin (SIP-DG) method (see [8] or [76,
Sect. 4.2]) for the Poisson model problem posed in the unit cube (0, 1)3. For HHO, we use polynomials
of one degree less than in SIP-DG, so that both methods deliver the same error decay rates. We ran the
experiments on 3D meshes of tetrahedra (3,072 elements) and hexahedra (4,096 elements). The global
linear systems were solved using the PARDISO linear solver from the Intel MKL library. Memory usage
was estimated via the getrusage() system call. The results reported in Tables 8.1-8.2 indicate that the
HHO discretization is more favorable in terms of linear solver operations and memory usage.
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Figure 8.5: Comparison of average computational times (in milliseconds) for the construction of the HHO
operators on a single mesh cell, including static condensation. In the mixed-order HHO method, even if the
cost of reconstruction and static condensation is slightly increased, the lower cost of stabilization results in
a reduction of total computational time.

HHO(k, k) SIP-DG(k + 1)
k L2-error DoFs Mflops Memory L2-error DoFs Mflops Memory
0 9.07e-3 11520 310 64 MB 6.03e-2 16384 6677 168 MB
1 3.04e-4 34560 9671 293 MB 1.72e-4 40960 104199 765 MB
2 1.73e-5 69120 58977 884 MB 1.29e-6 81920 845545 2844 MB
3 7.13e-7 115200 349664 2412 MB 5.24e-8 143360 4592328 8490 MB

Table 8.2: Comparative cost assessment between HHO and SIP-DG on a hexahedral mesh composed of
4,096 (16x16x16) elements.
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