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Abstract 

The bulk structure of stainless steels (SS) consists of mostly convex grains whose thin (one nm) planar 

interfaces are called grain boundaries (GB). There are industrial contexts where SS exposed to aggressive 

oxidative media undergo a fast degradation due to inter-granular corrosion (IGC), a preferential attack 

that occurs at the grain boundaries, propagating along them and leading to grains detachment. To 

address the IGC issue, we developed a 3D synchronous cellular automata (CA) model. Our first goal was to 

obtain a GB corrosion rate that could be as isotropic as possible. We performed full angular studies, with 

respect to the spatial orientation of a single grain boundary, in three different cases of grid (array of cells) 

geometry (cubic, hexagonal close-packed (HCP), face-centered cubic (FCC)). The HCP grid appears to be 

the best choice, as far as isotropy of the GB corrosion rate is concerned.  
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1. Introduction 

 

Corrosion phenomena have a considerable impact on worldwide industrial processes. They always involve 

a combination of a material and an environment. In the case of stainless steels (SS) exposed to aggressive 

oxidative media, as it could happen for example in the industry of nuclear spent fuel reprocessing, one of 

the observed corrosion phenomena can be the intergranular corrosion (IGC) [1-3]. A macroscopic and 

schematic view of a SS sample in contact with an aggressive liquid is represented in Fig. 1. In the real life, 

the granular structure of SS is most often made of grains that are mostly convex, due to their (spatially 

uniform but not necessarily isotropic) growth mechanism from randomly distributed seeds. The size 

distributions of these grains exhibit first moments that may vary on several orders of magnitude (from µm 

to mm, depending on the particular material being considered), while the thickness of their planar 

interfaces is around one nm. In this paper, we focus on the IGC phenomenon, in which the corrosion of 

the grain boundaries (GB) (in red in Fig. 1) is greatly faster than the dissolution of the grains themselves. 

We consider the most common case where, in a given SS macroscopic sample with a large number of 

grains (like in Fig. 1), GB have no preferential spatial orientation. It means that even if there are different 

physicochemical classes of GB (mainly due to particular cases of crystallographic misorientations between 

adjacent grains [4]), each class is enough populated in the sample and spatially randomly oriented, so that 

you can consider a global isotropy of the GB normal vectors distribution. Then, from a statistic point of 

view, GB corrosion velocities must also appear to be globally isotropic (that is, independent of the planar 

GB spatial orientation). Indeed, that is what is experimentally observed at a macroscopic (statistic) scale. 

That is why we decided, in order to properly simulate IGC, to build a cellular automata (CA) model that 

gives GB corrosion rates that are as isotropic as possible. If we could obtain a purely isotropic GB 

corrosion rate with such a CA model, we would a get a numerical tool that could be useful for industrial 

applications. Indeed it could serve to the search of the minimum paths lengths (which are key parameters 

to estimate the life duration of devices suffering IGC) through the 3D network of intersecting planar facets 

of randomly distributed convex grains, and related statistical properties. Of course, the fact that we use 

CA modelling means that we would tackle the discrete and not continuous version of the problem, which 

resists to mathematicians until today.  

 

 



 

Figure 1 – Schematic 3D representation of the granular structure of a SS sample in contact with a thin layer of 

aggressive liquid media (in blue). Grains are in brown, GB in red. On-axis indexes represent pixel numbers, 

just for the figure. 

 

IGC modelling and related numerical simulations as well can be found elsewhere in the literature, 

involving different computational methods. 

Lim et al. [5] performed Monte-Carlo simulations to estimate time-dependent IGC damage depth 

progression in Al-Mg alloys: a Voronoï diagram was constructed to model a pristine granular material, 

where only the top surface was exposed to the corrosion agent. Monte-Carlo simulations were also 

compared to a stochastic reduced order model (SROM) by Sarkar et al. [6] to quantify the uncertainty of 

intergranular corrosion rates. Results showed that SROMs are more computationally efficient than 

Monte-Carlo simulations and then constitute an accurate alternative for this purpose. Other models 

focused on the material microstructure, having as input parameters the geometries and grain 

orientation[7-8]. 

A quite promising and recent approach is to model corrosion phenomena with cellular automata (CA) 

methods. Bartosik et al. [9] successfully obtained a 3D model off a two-steps anodization process 



matching theoretical predictions, while Perez-Brokate et al. [10] and Van der Weeen et al. [11] focused 

their studies on pitting corrosion. Other CA corrosion studies can be found in [12-16]. 

Jahns et al. [17] developed a 2D CA model to study IGC, focusing their attention on the description of 

diffusing paths at grain boundary level. The model was applied to two experimental cases, where the 

comparison between simulations and experimental results showed a good agreement. 

Di Caprio et al. [18] generalised previous 2D numerical models [19] by simulating the effect of grain size 

on the IGC in a 3D probabilistic CA structure. Ueno et al. [20-21] also developed a 3D cellular automata 

model to study the intergranular corrosion and fracture in SS. Different corrosion probabilities were taken 

into account in their model, each of them depending on species concentration at GB. A probabilistic 3D 

model was also developed by Lishchuk et al. [22] who extended their own “brick-wall” model [23] by 

extracting the material microstructure from 3D electron backscattered diffraction (EBSD) experiments. A 

differential evolution algorithm was then used to fit the parameters of the CA model with experimental 

data. Simulations of the progression of the corrosion front showed a good agreement with experimental 

data. 

All these models brought significant results in terms of accuracy by always getting closer to real cases. For 

evident “simplicity of numerical implementation” reasons however, the corrosion CA models are most 

often based on a cubic grid. In the particular case of IGC modelling by CA, we decided to tackle the central 

question of the dependence of the isotropicity properties of the GB corrosion rate on the grid geometry.  

In order to get quantitative results, we performed a full angular screening of the corrosion velocities of 

planar GB as a function of their spatial orientations, with three different types of grids: a cubic grid, a 

hexagonal closed-packed (HCP) grid and a face-centred cubic (FCC) grid (in the case of FCC-111 

orientation). Let us mention that in other engineering applications [24], hexagonal close-packed grids 

have been used, with good results.  

The paper is organized as follows. We describe the CA approach in Section 2. The simulation setup for the 

different studies is presented in Section 3, while results and discussion are given in Section 4. 

 

2. The cellular automata approach 

Cellular automata, originated and firstly theorized by Von Neumann [25], are discrete and dynamical 

systems that consist of a regular network of finite state automata (named cells) that change their state 

depending on the states of their neighbours, according to a local update (or transition) rule which is 

uniform over the network. The system dynamics is investigated through iterations of the updating 

process. Then it requires some “external links” to correlate the iteration number to a real time evolution, 

if needed. In the case where each cell is updated at every iteration the CA is called synchronous, if not, it 

is called asynchronous. There is a huge literature about CA applications, which have covered almost all 



fields of academic and industrial research for many decades, like (non-exhaustive list): biology, 

epidemiology, human and social sciences, ecology, fluid dynamics, geomorphology, fast computing 

sciences, nanomaterials. An overview of these applications would be far beyond the scope of the present 

paper.  

For this specific IGC study we use a very simple synchronous CA model, which is focused exclusively on GB 

corrosion and whose definition rests upon the four following points:    

 Grid: The domain is firstly divided into a 3D array of identical cells whose co-ordinates are listed 

in a Cartesian reference system. This array is called a grid. 

 List of states: At each iteration, there are three possible states for a given cell. If a cell is part of 

the material structure, it can be “grain” (GN), or “inter-granular” (IGN) (that is, representing GB). 

If it is part of the corrosive liquid medium, its state is “solution” (SOL).  

 Neighbourhood: It corresponds to the list of neighbouring cells of a given one. The definition of 

this neighbourhood has to be uniform throughout the grid. Note that the number and spatial 

arrangement of these neighbouring cells strongly depend on the grid that is used and then play 

an important role concerning the isotropicity properties we investigate in this paper. Detailed 

explanations are given below. 

 Transition rules: The rules that govern the dynamics of the system are the following. A cell that is 

SOL at iteration i cannot evolve further and will remain SOL. A cell which is GN initially (that is, at 

iteration i = 0) does not evolve, it stays GN (corrosion does not affect grains themselves). A cell 

which is IGN at iteration i evolves to SOL state at iteration i+1 if and only if there is at least one 

SOL cell in its neighbourhood at iteration i (which describes the corrosion of GB in terms of 

dissolution). 

 

In this study the type of grid can be considered as a parameter. We set the distance between a given cell 

and its nearest neighbour, whatever the grid, equal to 1. We present the three (cubic, HCP, FCC) type of 

grids that we investigated in the following figures (respectively Fig. 3, 4 and 5). The cells are represented 

as spheres, but let us note that this has no particular physical meaning, we have chosen to use spheres 

(that is discs in the views from above) in the sole concern to make the figures as readable as possible. 

Only the Cartesian coordinates of these spheres centres matter and characterize the different types of 

grids. The distances we discuss here have to be considered as distances between cells centres. A 

schematic representation of what is called a 3D “Moore neighbourhood” in the CA literature in the case of 

a cubic grid is given in Fig.2. It means that a given cell (in red) has 26 neighbouring cells: 6 face-cells at 

distance of 1 (in blue), 12 edge-cells at distance of √2 (in green) and 8 corner-cells at distance of √3 (in 

black). Note that for the cubic grid the z axis is a rotation symmetry axis of order 4. 



 

Figure 2: Schematic view of the 3D “Moore” neighborhood (blue, green and black spheres) of a given cell     

(in red) in the case of a cubic grid.  

A schematic view from above of the spatial arrangement of cells in the HCP grid is represented in Fig.3. It 

can be viewed as the stacking in the z direction (perpendicular to the figure) of planar arrangements that 

are just shifted from one plane to the other. In the HCP case the stacking type is ABA, which means that 

the structure AB is repeated with a periodicity of “2 planes” in the z direction. This spatial arrangement 

corresponds to a solution of maximum density for hard spheres stacking (see Kepler conjecture). A given 

cell is surrounded by 12 equally spaced cells: 6 cells on the same z-plane, 3 cells in the overlying plane and 

3 cells in the plane below (in matching positions with respect to the 3 cells of the underlying plane). Note 

that, with this type of grid, the space could be completely filled using identical dodecahedral cells. Both 

the equality of the distance between adjacent cells and the fact that the z axis is an axis of symmetry of 

order 6 are properties that make the use of the HCP grid promising in our CA model for IGC, in terms of 

isotropicity of the corrosion rates properties. Finally, one can note that the space sampling associated to 

the HCP neighbourhood is lower than that of the cubic grid (12 neighbours instead of 26). 

 

Figure 3: Schematic view from above of the spatial arrangement of cells in the case of the HCP grid, that is 

obtained by periodic stacking of the A (in white) and B (in black) sequence of planar structures in the z 

direction (perpendicular to the figure). A and B planar arrangements are identical and just shifted from one 

another, along the plane of the figure.  



 

FCC-grid has the same crystal system as the cubic grid [2] and presents some similarities with the HCP 

grid, as the same high packaging factor in the case of identical spherical cells (~74%). A schematic 

representation of the FCC-111 stacking is given in Fig.4. One can see that it is very similar to the HCP 

stacking, but the pattern is a bit different, since the FCC grid is obtained by periodically repeating the ABC 

stacking sequence in the z direction. As in the case of HCP a given cell is surrounded by 12 equally spaced 

cells, the planar structures A, B and C are identical and just shifted from one another, but here the z-

periodicity of the planar stacking sequence is 3 (instead of 2 for HCP grid). Let us finally note that the z 

axis is an axis of symmetry of order 3 in the case of FCC grid. 

 

Figure 4: Schematic view from above of the spatial arrangement of cells in the case of the FCC grid, that is 

obtained by periodic stacking of the A (in white), B (in grey) and C (in red) sequence of planar structures in 

the z direction (perpendicular to the figure). A, B and C planar arrangements are identical and just shifted 

from one another, along the plane of the figure.   

This CA model has been implemented in CUDA environment for parallel processing on Graphics 

Processing Units (GPU).  

 

3. Simulation setup 

To characterize a planar GB, we use the polar and azimuthal angles () of its normal, as represented in 

Fig.5. The planar GB is the one that contains the geometrical centre O (𝑥0, 𝑦0, 𝑧0) of the grid. 

 



 

Figure 5 – Schematic 3D view of a planar GB (in blue) and notations used to characterized it by the polar and 

azimuthal angles () of its normal �⃗⃗�  (in red). When is equal to 0 (the normal �⃗⃗�  is coincident with the z 

vector), the plane is horizontal. 

Simulations were performed on (Nx = 2048, Ny = 2048, Nz = 256) grids, whatever their (cubic, HCP or FCC-

111) type, which therefore contain around 109 cells. In the initial state of the grid, the two uppermost (z = 

Nz - 1 and z = Nz) layers consist of SOL cells, so that the corrosion progresses downwards, in the direction 

of decreasing z. A side view of an elementary IGC process is represented in Fig. 6, as an example, in the 

case of a single (= 60°= 0) GB on a cubic grid. IGN red cells represent the GB and GN brown cells 

represent the adjacent grains. We clearly see the evolution of the corrosion front during the IGC process 

(progressive dissolution of the GB), where initially IGN cells become SOL cells (in white).  

     

Figure 6 – Side view of the evolution of IGC corrosion in the case of a (= 60°= 0) GB (in red). GN cells are 

in brown, and SOL cells in white. (a) initial state, where the two uppermost layers does not appear since they 

consist of white SOL cells. (b) at iteration i=20. (c) at iteration i=40.  The average thickness of the grain 

boundary region is equal to 4. 

To initialize the states of all the cells of the grid in a particular () GB case, special care has to be taken 

concerning the calculation that has to be made to determine whether a given cell of the grid is initially a 

IGN cell or not. To do that, the first step is to fix the grain boundary thickness value eGB, which is 

expressed as a multiple of the unit distance. Then we set two criterias. The first one involves the 



calculation of the euclidian distance between the given cell and the () plane under consideration. If 

this distance is more than half the thickness of the grain boundary, then the cell is not initially IGN.  

The second criteria is set in order to avoid boundary effects. Indeed, the intersection between a given 

() plane and a given horizontal (constant z) plane is a line, whose restriction to the parallelepiped 

shaped volume of the grid is a line segment, whose length can be written as L(, z), as shown in Fig. 

7(a). Then, the second geometrical criteria just consists in setting lateral restrictions to the initial GB 

volume, so that L(, z) no more depends on z, that is L(, z) = L(). In other words the GB is cut 

laterally by vertical planes, if needed. Initial IGN cells are those which meet both criterias. Note that while 

applying these two criteria, we ensure that the intersection of any eGB thick () GB with any given 

“constant z” (horizontal) plane is a rectangle whose area AGB() is the product (eGB /sin)*L() (see 

Fig. 7(a) and (b)), that does not depend on z. As a consequence, we also see that the initial number of IGN 

cells in a given z plane of the grid does not much depend on z, except due to small discretization effects 

that generate some roughness and which we cannot avoid:  we call it NAGB().  

 

Figure 7 – (a) Schematic representation of the polygonal intersection (red dashed line) between a given 

() plane and a parallelepiped shaped box (volume of the grid). We set the second criteria to restrict 

this intersection to a rectangle (ABCD red solid line), so that L(, z) = L() throughout a given () 

simulation. (b) Side view of the intersection of a eGB thick () GB (in red) with a given z = constant 

plane. 

Let us remark that NAGB() = NIGN(i = 0) / (Nz – 2), that is the ratio between the initial (at iteration i = 0) 

total number of IGN cells in the grid and the total number of “material state” planes, which is Nz – 2 since 

the 2 uppermost layers of the grid are made of SOL cells. As we explained in the introduction, we want to 

fully investigate the comparison between the CA simulated GB corrosion rate and the theoretical isotropic 

value, as a function of () angles. To do this, we first defined a dimensionless z-component of the 

simulated corrosion rate  𝑣𝑧,𝑠𝑖𝑚 (i) at the i-th iteration as, for a given () 𝑣𝑧,𝑠𝑖𝑚(𝑖) =  𝑁𝐼𝐺𝑁(𝑖−1)−𝑁𝐼𝐺𝑁(𝑖)𝑁𝐴𝐺𝐵(𝜃,𝜑) ∗ 𝐴𝑔𝑟𝑖𝑑         (1) 



that is the ratio between the total number of IGN cells that disappeared at the i-th iteration (NIGN(i - 1) – 

NIGN(i)) and the number NAGB() of IGN cells initially present in each z plane of the grid, multiplied by a 

purely geometrical “grid factor” 𝐴𝑔𝑟𝑖𝑑  which was set to take into account the grid dependency of the 

distance between two consecutive z-planes of the grid. The values of 𝐴𝑔𝑟𝑖𝑑 are given in the following 

table: 

Table 1 – Geometrical distance 𝑨𝒈𝒓𝒊𝒅  between two consecutive z-planes  

Cubic grid HCP grid FCC grid 1 √63  
√63  

 

Let us point out that by calculating 𝑣𝑧,𝑠𝑖𝑚(𝑖) with the definition (1), we get answers to the question “what 

is the fraction of a z = constant slice of the discretized GB which is corroded during the i-th iteration ?” 

(the answer is (NIGN(i - 1) – NIGN(i)) / NAGB()) and to the question “then what is the equivalent z-

thickness of the slice of the GB that has been corroded during the i-th iteration ?” (the answer is “that is 

exactly what we call 𝑣𝑧,𝑠𝑖𝑚(𝑖)”). 

Then, we calculated the mean of 𝑣𝑧,𝑠𝑖𝑚(𝑖) over i (i = 1,…, 𝑖𝑚𝑎𝑥, where 𝑖𝑚𝑎𝑥 is the total number of 

iterations of a given simulation). In what follows we call 𝑣𝑧,𝑠𝑖𝑚() this mean. 

Our main purpose is to compare 𝑣𝑧,𝑠𝑖𝑚() to the value 𝑣𝑧,𝑡ℎ of the z-component of the GB normalized 

corrosion rate, 𝑣𝑖𝑔𝑛, that would correspond to a purely isotropic IGC phenomenon (the GB corrosion rates 

are the same in any possible direction inside a given GB, in a uniform way inside the GB and whatever the 

GB () angles). By supposing that 𝑣𝑖𝑔𝑛 = 1 (normalization), 𝑣𝑧,𝑡ℎ is simply given by 𝑣𝑧,𝑡ℎ = sinas 

shown in Fig. 8, so that we have to compare 𝑣𝑧,𝑠𝑖𝑚() to sin for every () angle. 

 

Figure 8 – Schematic representation of the definition 𝐯𝐳,𝐭𝐡 = sin 

To obtain a complete description of the behavior of a single grid, we achieved full () screenings, each 5 

degrees for both 𝜃 ∈ ]0, 90°] and 𝜑 ∈ [0, 360°[. We also investigated the sensitivity of the results to the 



GB thickness eGB. It appears that it does not influence 𝑣𝑧,𝑠𝑖𝑚() in a significant way, whatever () and 

the grid. Results for ( = 0) and HCP grid are presented as examples in Table 2. 

Table 2 – Influence of the GB thickness eGB on the calculated GB corrosion rate, HCP grid, 𝝋 = 𝟎 

 [°]  eGB (in cells) 𝑣𝑧,𝑠𝑖𝑚() 

30 2 0.52 

30 4 0.52 

30 6 0.52 

30 8 0.52 

45 2 0.76 

45 4 0.76 

45 6 0.76 

45 8 0.76 

60 2 1.00 

60 4 1.00 

60 6 1.00 

60 8 1.00 

 

4. Results and discussion 

 

4.1.  Case study: IGC corrosion of single GB 

Fig. 9 shows the comparison between 𝑣𝑧,𝑠𝑖𝑚() for each grid and 𝑣𝑧,𝑡ℎ= sin. In this particular  

case, it appears clearly that the HCP and FCC-111 grids results compare better to 𝑣𝑧,𝑡ℎ than those of the 

cubic one, which exhibit strong deviations from the isotropic sin curve for > 30°, and remains equal to 

one for > 45°.  Fig. 10 shows the comparison between 𝑣𝑧,𝑠𝑖𝑚(= 30°) and 𝑣𝑧,𝑡ℎ= sin for each grid, as 

a function of  (then 𝑣𝑧,𝑡ℎ is constant equal to 0.5). Here again we see that the cubic grid case exhibit 

stronger deviations from 𝑣𝑧,𝑡ℎ than both of the two others. Moreover the different symmetry properties 

of the grids [26], that have been briefly discussed in paragraph 2 as far as rotations around the z axis are 

concerned, are clearly highlighted in this figure.  



 

Figure 9 – Comparison between 𝒗𝒛,𝒔𝒊𝒎 () (greens discs for the cubic grid, blue squares for the HCP 

grid, red triangles for the FCC grid) and 𝒗𝒛,𝒕𝒉 = sin (black curve) as a function of  (in degrees). 

 

Figure 10 - Comparison between 𝒗𝒛,𝒔𝒊𝒎 () (greens discs for the cubic grid, blue squares for the HCP 

grid, red triangles for FCC grid) and 𝒗𝒛,𝒕𝒉 = sin (horizontal black line) as a function of  (in degrees). 

Let us now introduce (for each given grid) the following relative deviation  𝜀(𝜃, 𝜑) = 𝑣𝑧,𝑠𝑖𝑚(𝜃,𝜑)− 𝑣𝑧,𝑡ℎ𝑣𝑧,𝑡ℎ          (2) 

We will note < >its arithmetic mean over the whole sample of () couples that were investigated 

(1296 in total), and  the standard deviation of the distribution ().  

The complete () angular screening results are summarized in Fig. 11, for the different grids, in terms 

of () (left column) and deviation () - < >(right column). 

Cubic grid results (Fig. 11, on top) clearly exhibit the expected 4-fold axial symmetry. GB corrosion seems 

to be slower when 𝜑 = 𝑘 ∗ 𝜋2 , 𝑘 = 0,1,2,… because SOL cells find more cells in their vertical path, while at 

corners (𝜑 = 𝜋4 + 𝑘 ∗ 𝜋2 , 𝑘 = 0,1,2,…) the solution goes down more rapidly. This symmetric trend is 

clearly visible for < 45°, then decreases when the plane tends to be vertical, where 𝑣𝑧,𝑠𝑖𝑚 seems to be 

only -dependent. The maximum relative deviation max is reached for = 40° and is higher than 50%. 



HCP grid results (Fig. 11, in the middle) present a symmetric pattern too. A complete ϕ-period is repeated 

6 times, reflecting the 6-fold axial symmetry of the lattice [26]. The HCP grid results are globally far better 

than those of the cubic one.  

As for the FCC-111 grid (Fig. 11, at the bottom), the expected 3-fold main axial symmetry is clearly visible. 

It shows to be almost as isotropic as HCP grid, with max around 23%. However, the|max - min| difference 

increase is up to 36%, that is more than in the HCP grid case.  

A summary of the outcomes of the () screening is given in Table 3, in terms of max,|max - min|, < > 

and . 

 

Figure 11 – Simulated GB corrosion rate relative deviation to isotropicity (𝜺 (𝝑, 𝝋), left column), and its 

deviation to its own mean ( 𝜺(𝝑,𝝋) − 〈𝜺〉𝝑,𝝋, right column), for the cubic (top), HCP (middle) and FCC-111 

(bottom) grids. 

 

Table 3 – Summary table of properties of the relative deviation ()  

 Cubic HCP FCC-111 

max  56.7 % 16.7 % 22.9 % 

|max - min|  56.7 % 22.9 % 36.2 % 

< >  22.0 % 4.8 % 4.7 % 

 16.7 % 5.0 % 6.42 % 

 



Finally, HCP lattice showed to be the best in terms of relative deviation to isotropicity (). In particular 

it gave the lowest |𝜀𝑚𝑎𝑥 − 𝜀𝑚𝑖𝑛| difference and the lowest standard deviation.  

To highlight the consequences of these results in a case which is more representative of a real material as 

a whole, we now present a second study where we simulate the IGC corrosion of SS samples that are 

generated by a Voronoï tessellation (like the one presented in Fig.1), with both cubic and HCP grids. 

 

 

 

 

4.2. Case study: IGC corrosion in a Voronoï 

The Voronoï tessellation is a useful model to build numerically a granular material microstructure that is 

made of convex grains [13]. We used it to build the initial conditions (i = 0) of the grids, that is made of 

IGN cells located at the grain boundaries (in red in Fig.1) and GN cells representing the convex grains (in 

brown in Fig.1). Simulations were performed on (Nx = 1536, Ny = 1536, Nz = 512) grids, both for the cubic 

and HCP cases. In the initial state of the grid, the two uppermost (z = Nz - 1 and z = Nz) layers consist of 

SOL cells (in blue in Fig.1), so that the corrosion progresses downwards, in the direction of decreasing z, as 

in the previous paragraph. The average characteristic width (or diameter) dG of the grains is set to around 

215 cells (it is linked to the number of initial “seeds” cells, around 100, that are randomly chosen to 

initiate the grain growth phase in the Voronoï algorithm).  

We present and compare the IGC cubic and HCP results through the evolution of the mass loss, to use a 

term commonly used in the experimental field. In real life experiments, this mass loss is the difference 

between the initial mass of the sample and its mass at time t, that is a monotonically increasing function 

of t in the case of IGC [1]. In what follows we will consider that the mass loss is due either to the 

dissolution of IGN cells (which represent GB) or to grain detachments that occur each time a given grain is 

completely surrounded by SOL cells. In other words, if a group of GN cells representing a given grain is 

completely surrounded by SOL cells at iteration i, then we consider that all these GN cells (the grain) are 

detached from the sample, and it contributes to the mass loss. In this way, we see that the simulated 

mass loss m(i) at the i-th iteration is directly proportional to the difference between the initial total 

number of “material cells” Nmat (i = 0) = NIGN(i = 0) + NGN(i = 0) and its current value Nmat(i) = NIGN(i) + NGN(i) 

(which represents IGN and GN cells that are not dissolved or detached from the bulk sample at iteration i). 

In order to eliminate the Nmat dependency to the lateral extension Nx*Ny of the grid, we set  ∆𝑚(𝑖) = 𝑁𝑚𝑎𝑡(𝑖=0)−𝑁𝑚𝑎𝑡(𝑖)𝑁𝑥𝑦 ∗ 𝐴𝑔𝑟𝑖𝑑             (3) 



where 𝐴𝑔𝑟𝑖𝑑 is defined in paragraph 3 (see Table 1), Nxy = Nx*Ny is the total number of cells in a z plane 

of the grid, so that m(i) is finally equivalent to a mass loss per unit area of the sample exposed to the 

corrosive medium.   

In order to facilitate further comparisons between numerical simulations and experimental results that 

often concern corrosion rates, we also computed a mass loss velocity 𝑣∆𝑚(𝑖,𝑗), which is a sort of 

“parametric mean time-derivative” of m(i), that we defined by  

𝑣∆𝑚(𝑖,𝑗) = ∆𝑚(𝑖+𝑗2)−∆𝑚(𝑖−𝑗2)𝑗            (4) 

where j is a number that may serve as an adjustable parameter.  

In Fig. 12 we compare m(i) and 𝑣∆𝑚(𝑖,𝑗), with j = 25, for both the cubic and HCP grids. 

As far as trends are considered, they are similar for both grids. We see that the mass loss velocity 

increases progressively as the number of iterations grows, before reaching the stationary “grain 

detachment” regime which is experimentally observed [1], where the corrosion velocity just oscillates 

around a steady state value. This regime is reached after about 300 iterations, which corresponds to the 

circumvention of about “one grain”. Indeed, a given convex grain which mean “characteristic diameter” is 

dG can be circumvented with a line LG whose length is (/2)dG. With dG = 215 cells, it gives LG ~ 340 cells. 

Then the “grain detachment regime” is reached after about LG iterations. Note that from the moment this 

grain detachment regime is about to be reached (around 200/250 iterations), both the cubic and HCP 

corrosion velocities start to exhibit some “oscillations”: these oscillations are due to “individual grains 

detachments” and are visible only because there is a finite number grains in each Voronoï. In other words, 

if we could handle numerically a much larger grid (containing a much larger number of grains), these 

oscillations would not appear so sharp, since detachments would appear in a quasi-continuous way. Of 

course, these “oscillations” are not synchronized from one simulation (involving a given Voronoï) to 

another. However, we clearly see that the cubic and HCP corrosion velocities differ from about 20%, as 

expected from the results we presented in paragraph 4.1. Therefore, we confirm that HCP grid is the best 

choice to simulate IGC phenomena. A work is currently under progress to simulate IGC with this grid in a 

more representative way. As far as the time evolution of the mass loss is concerned, further quantitative 

comparisons with experiments will be achieved while introducing the grain dissolution phenomenon 

(which is present in real cases [1]) in the CA model.  Time and space factors will be also set, to enable to 

relate the simulations number of iterations and cell size to the real time and space (or mass).    

 



 

Figure 12 – Evolutions of the mass loss m(i) and the mass loss velocity 𝒗∆𝒎(𝒊,𝒋=𝟐𝟓) in the case of cubic (in 

red) and HCP (in blue) grids. The results are means over 8 simulations (that is 8 Voronoï diagrams) for each 

grid, with grains which mean characteristic sizes are around dG ~ 215 cells.  

 

5. Conclusions 

In this paper, we modelled IGC through a 3D simple CA approach. We characterized three different types 

(cubic, HCP and FCC-111) of grids in terms of deviation to isotropy of the CA simulated GB corrosion rates, 

in order to find the best grid to be used for further IGC studies and detailed comparisons with 

experiments. Results showed that HCP grid is the most suitable to simulate IGC with a CA model, due to 

both its good intrinsic isotropicity properties and its relative simplicity of numerical implementation. The 

HCP lattice is here able to simulate IGC with a 5-10% error margin, which can be considered as acceptable. 

The results we presented refer to the algorithm we chose to simulate IGC: a different algorithm could 

bring to new results. 
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