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ABSTRACT

I ntroduction

Currently, there is no efficient treatment agaeg diseases such as retinitis pigmentosa (RR)eor a
related macular degeneration (ARMD). They affedtioms of people worldwide and may result in
blindness after a few years of evolution [1]. Withhe last decades, a large collection of assistive
devices have been designed to assist people wathalvimpairment and enhance their autonomy.
However, assistive devices didn't prove to be vasgful in complex tasks such as navigation or
object recognition and grasping. In the meantimmessesearch groups aim to restore vision via
neural interfaces, and have designed varied nepstpsis that elicit perceptible spots of light
(phosphenes). Today, the most advanced prostheses@anted in the retina, and are based on two
different strategies. In the first one, an imageaptured from a micro camera mounted on a pair of
goggles, then transmitted to a video processor faraly converted into electric pulses by an
electrode array implant. In the second one, aryafdight sensors implanted in the retina directly
converts the incoming light into electrical signfts Both devices have been designed to restore an
image of the whole field of view through a pointgoint display of phosphenes (sometimes called
“scoreboard” approach). The first clinical trialsthw arrays of 60 electrodes are encouraging:
implanted blind subjects are able to perceive semybual stimuli in a highly contrasted and
controlled environment. However, more complex visumtor tasks, such as grasping an object
among other objects, are still very limited witlesle neuroprosthesis.

Material and methods

To overcome the limits of current visual prosthesie developed an alternative approach based on
object recognition and localization. Our hypothdsishat we may restore visual scene perception
and complex spatial behavior on the basis of asgpapresentation of the surrounding space (a few
representative phosphenes only are highlightedhignstudy we tested this hypothesis with a simple
object localization and grasping task. We develagpsdnulator of prosthetic vision (SPV) following
the recommendations published by Chen et al [3¢ $RV was made of a Head Mounted Display
with a stereo camera that captured the scene inime&a We used a bio-inspired algorithm [4] to
perform real-time recognition and localization afget objects in the image. In this experiment,
twelve subjects were seated on a chair in frord tdble. In each trial, the subjects were asked to
localize and grasp an object which was placed anmimg other objects randomly spread over the
table. Four conditions were systematically asses&dl) scoreboard approach with a simulated
6*10 electrode array, (SC2) scoreboard approach wisimulated 15*18 electrode array, (SC3)
scoreboard approach with a simulated 32*38 eleeteoday, and (LOC) localization approach with a
simulated 6*10 electrode array. Each subject peréar 24 trials per condition. Performance was
measured in terms of time (time to grasp an obpgaud) accuracy (% of correctly grasped objects). In



the SC conditions, the camera image was resizdd woth the number of electrodes available in
each condition (6*10, 15*18 & 32*38) and reducedtgrey levels. The luminance of each pixel in
this low resolution image was then used to displagund shape phosphene with a Gaussian profile.
Concerning the LOC condition, the aspect of thesphene was the same as in the SC condition, but
we only displayed the nearest phosphene relatdetimcalization of the target object in the image.

Results

The average time to grasp the target object (cotrizds only) was 22.8s (SE=4.8s) in SC1, 26.1s
(SE=3.6s) in SC2, 22.4s (SE=3.3s) in SC3, and I(BE&s3.0s) in LOC. There were no significant
differences between any of these conditions (FreedmANOVA, x2=7.3, df=3, p=0.06). The
accuracy in SC1 was slightly above chance leveb@5 SE=3.9% - Chance level was 10% correct),
and better for SC2 (37.5%, SE=9.6%). The accuraay wery good and comparable for the two
remaining conditions (SC3: 71.9%, SE=10.8%; LOC988 SE=9.4%). The effect of the condition
on accuracy was significanf2€32.2, df=3, p < 0.001). Pairwise comparisons datid that the
difference between SC1-SC3 and SC1-LOC was higghifscant (p < 0.001). Another significant
difference was revealed between SC2 and LOC (%) Qvith a better accuracy in the localization
condition.

Conclusion

We showed that performance in object localizatind grasping is very good in the LOC condition,
even with 60 electrodes only. Indeed it is simtlarthe performance reached with the classical
“scoreboard approach” but with 1216 electrodes 882* Currently implants with 1000+ electrodes
have been tested, but they didn’t prove to be neffieient. In fact, apparent resolution with 1500
electrodes seems comparable to apparent resolutibr6*10 electrodes, probably because of cross-
talks between electrodes. Altogether, these resulggest that the effectiveness of the actual and
near future small electrode arrays may be enhaim@dontextual object localization algorithm was
included in the visual neuroprosthesis. In additmbject localization and grasping, the interbhv
artificial vision may subserve other perceptual Ejd visuo-motor tasks (pointing, reaching,
heading, etc.).
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