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This paper presents an efficient reduction method for predicting the nonlinear transient and steady state
squeal events in mechanical systems subjected to friction-induced vibration and noise. This proposed
reduction technique is based on the Double Modal Synthesis (DMS) method that involves the use of a
classical Craig & Bampton modal reduction on each substructure considering the interface surfaces asso-
ciated to a condensation at the frictional interface based on complex modes.
In this paper, the performances of some reduced bases based on the DMS strategy are investigated in

the case of a finite element model of a simplified disc/pads system. The originality of the present work is
to propose a comprehensive study on the convergence of the DMS method in order to predict not only the
stability or the limit cycles of a simplified brake system but also the transient nonlinear self-excited
vibrations, as well as the squeal noise. A special attention is brought to the convergence of the DMS
method and more precisely the number of interfaces modes required to provide satisfactory results in
regard to various criterion used to characterize the squeal.

� 2020 Elsevier Ltd. All rights reserved.
1. Introduction

Mechanical instabilities due to friction are still of great interest
in both academic and industrial research. This is particularly the
case for friction-induced vibrations and squeal noise in the auto-
motive industry. Despite the great number of experimental and
numerical studies on the subject of friction-induced vibration
and noise, the squeal phenomena is still misunderstood. Reviews
on the subject of friction-induced vibration and mechanism of
the brake squeal phenomenon can be found in [1–4].

If we focus more specifically on simulating and predicting brake
squeal, the usual and classical numerical approach is to use nowa-
days a Finite Element Model (FEM) of the mechanical system under
study. Such numerical studies allows to predict first the propensity
of brake squeal by performing a stability analysis using the Com-
plex Eigenmodes Analysis (CEA). Additionally, a numerical integra-
tion of the differential equations of motion can be carried to obtain
the transient and stationary evolutions of the nonlinear responses
of the brake system, as well as the associated squeal noise. This
second phase is often challenging because it requires prohibitive
calculation times and the implementation of specific numerical
techniques. However, it appears essential for a better understand-
ing of the squeal phenomenon and a more accurate and robust
design of brake systems in relation to the problem of squeal noise.
Indeed it has been observed that generally the stability analysis
may lead to an over-estimation or an underestimation of the
unstable modes observed in the nonlinear time simulation [5,6]
due to the fact that the stability analysis predicts only the onset
of instabilities from the mode coupling phenomenon around an
equilibrium position. A common way to reduce computation times
is to implement model reduction techniques [7–11]. The challenge
is to be able to define reduced models capable of reproducing the
squeal propensity as well as the non-linear self-excited vibration
and squeal noise.

According to the authors’ knowledge, there have been few
attempts to analyze the performance of the reduced bases with
respect to the prediction of transient vibration squeal events as
well as the associated acoustic radiation. Therefore one objective
of this paper is to address the efficiency of the generalized Double
Modal Synthesis method for the prediction of self-excited vibration
and squeal noise. It has been demonstrated in previous studies
[10,12,13] that this numerical technique can significantly reduce
the size of the original finite element model of the brake system
by combining a classical modal reduction and a condensation at
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Table 1
Model parameters.

Parameter Disc Pads

Thickness (Z direction, m) 0:02 0:0128
Outer radius (m) 0:151 0:147
Inner radius (m) 0:034 0:091

Young modulus E (Pa) 1:25 1011 2 109

Poisson’s ratio 0:3 0:1
Density (kg.m�3) 7200 2500

Angular pad (degree) – 50
Number of nodes in thickness 4 3

Number of nodes on the circumference 150 –
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the frictional interface via a reduced complex modal basis. How-
ever, these previous conclusions are limited to the estimation of
the squeal propensity [10,12] and the prediction of limit cycles
[13].

This present paper is a complement to these previous studies to
address the use of the generalized DMS method in conducting rig-
orous numerical simulations for both the prediction of transient
squeal events ans the estimation of squeal noise. The paper is orga-
nized as follows: first the finite element model of a simplified
brake system and its stability analysis are presented. Secondly
the Craig & Bampton technique as well as the interface reduction
based on complex eigenmodes are briefly discussed. Then numer-
ical studies based not only on the stability analysis but also on the
prediction of self-excited transient and steady state vibrations, as
well as the squeal noise are investigated. Convergence of the Dou-
ble Modal Synthesis is tested and discussed in detail for each crite-
rion of brake squeal prediction.

2. Finite Element Model of the simplified brake system and
stability analysis

In this section, the Finite Element Model (FEM) of the simplified
brake system under study will be first presented. Then a rapid
reminder about the stability analysis is proposed.

2.1. Finite Element Model

In this study a simplified model of brake system is used. It con-
sists of a disc and two pads. These three mechanical components
are considered to be the main contributors to brake squeal. The
finite element model of this brake system is depicted in Fig. 1.
The structured mesh uses hexahedrons with linear interpolation.
The two pads slide face to face on either side of the annular disc.
Both of the interfaces consist of 220 contact nodes which are dis-
tributed equally on the friction surfaces, forming matching meshes
between the disc and each pad. This choice of refinement was pre-
viously discussed in [14,15] with a similar model using only one
pad. The back plate of the lower pad (pad 2) is clamped as well
as the inner surface of the disc. The four corners of the back plate
of the upper pad (pad 1) are connected to a master node which is
only allowed to move in the out of plane direction, its rotations are
clamped as well. The hydraulic pressure is directly applied on the
back plate of the upper pad. Details on the finite element model,
geometry and materials are given in Table 1.

The reaction forces at the two interfaces are the sum of the nor-
mal and tangential reactions. The contact forces on the two inter-
faces follow a cubic law on the normal direction, as previously
suggested by several studies [14–16], and possible loss of contact
Fig. 1. Finite Element Model of t

2

between the matching nodes on the disc and the nodes on the cor-
responding pad. So the normal reaction is chosen under the fol-

lowing form for the ith couple of matching nodes on any
interface, where di is the relative normal displacement between
one pad and the disc:

Fi
contact;disc ¼

kLdi þ kNLd
3
i if di P 0

0 otherwise

(
ð1Þ

where kL and kNL are the linear and nonlinear stiffnesses at the fric-
tion interfaces (kL ¼ 103 N:m�1 and kNL ¼ 1012 N:m�3). For the inter-
ested reader, this basic formulation choice allows to approximate
the first and the third orders of pad compression curves obtained
from experimental tests [5]. Such a definition for the contact model
belongs to the class of penalty methods and ensures a regularized
contact. The normal reaction forces on each pad is defined as follow:

Fi
contact;pad ¼ �Fi

contact;disc ð2Þ
The tangential reaction direction are given by considering the clas-
sical Coulomb’s law with a constant friction coefficient l and a
steady sliding motion without any stick–slip event:

Fi
friction;disc ¼ �Fi

friction;pad ¼ lkFi
contact;disck ti

! ð3Þ

where ti
!
, that defines the local orthoradial in-plane direction, can

be defined using the polar coordinates: ti
!¼ ri

!� z!. Hence the glo-
bal nonlinear force FNL is:

FNL ¼ Fcontact þ Ffriction ð4Þ
The set of equations describing the dynamic brake system can be
written by:

M€Xþ C _Xþ KX ¼ FNL þ Fext ð5Þ
where X is the generalized displacements vector while the dot
denotes derivative with respect to time. Fext corresponds to the
he simplified brake system.
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hydraulic pressure on the back plate of the pad 1. M; C and K are
the mass, damping and stiffness matrices, respectively. By concate-
nating diagonally the matrices of the disc, pad 1 and pad 2, expres-
sions of the matrices M and K are given by:

M ¼
Mdisc 0 0
0 Mpad1 0
0 0 Mpad2

0
B@

1
CA and K ¼

Kdisc 0 0
0 Kpad1 0
0 0 Kpad2

0
B@

1
CA
ð6Þ

The damping matrix C is estimated by considering a Rayleigh’s
damping under the form of C ¼ aKþ bM. The coefficients a and b
are chosen to have approximately 0:5% of damping for the two fre-
quencies at f 1 ¼ 2kHz and f 2 ¼ 5kHz (i.e. a ¼ 2f x1x2

x1þx2
and

b ¼ 2f 1
x1þx2

with f ¼ 0:5% and xi ¼ 2pf i for i = 1,2). As a reminder,

the use of the Rayleigh’s damping formulation tends to over-
damped modes outside the interval of the two chosen frequencies
f 1 and f 2, but remains valid over a frequency interval greater than
in the case of using a hysteresis damping. However, it has the
advantage of being easily implemented and it allows to have a real-
istic equivalent damping that remains valid over a frequency inter-
val greater than in the case of using a hysteresis damping.

2.2. Stability analysis

The usual approach to determine system’s stability is the Com-
plex Eigenmodes Analysis (CEA). This study is performed locally
around a sliding equilibrium position Xeq, which is defined by
KXeq ¼ Fext þ FNL Xeq

� �
. Assuming small perturbations dX around

Xeq such as X ¼ Xeq þ dX the following linearized equations of
motion are obtained:

Md€Xþ Cd _Xþ K� JFNL Xeq
� �� �|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Ktot

dX ¼ 0 ð7Þ

where JFNL Xeq
� �

is the Jacobian of the nonlinear reactions FNL in Xeq.
It can be noted that an analytic expression of the Jacobian can be
easily calculated via equations of the reaction forces at the inter-
faces. The complex eigenvalue analysis then provides the stability
of the equilibrium point Xeq. The eigenvalue problem associated is
given by:

k2kMþ kkCþ Ktot� �
Xk ¼ 0 ð8Þ

where (kk;Xk) are respectively the eigenvalues and eigenvectors of
the discretized problem, with complex eigenvalues kk ¼ ak þ ibk.
The imaginary part bk defines the pulsation of the mode while the
real part ak is related to the stability of the system. If at least one
eigenmode have a strictly positive real part (9k; ak > 0), the system
is locally unstable around the equilibrium point Xeq.

3. Reduction methods

The initial FEM system has 50000 degrees of freedom (dof),
which can lead to prohibitive calculation costs. Therefore reduction
techniques are applied on the FEM system to condense the number
of dof. In the following the two successive steps of reduction are
briefly presented:

� first the Craig & Bampton technique used to condense each
substructure;

� and secondly the generalized Double Modal Synthesis (DMS),
condensing the remaining dof at the two interfaces between
the disc and the two pads, using a complex eigenmodes basis.
3

3.1. Craig & Bampton reduction

The Craig & Bampton technique ([17]) consists in building a
reduced model for each substructure (i.e. the disc, pad 1 and pad
2), using constraint modes (Wn) and fixed interface modes (Un),
with n taking the values of d; p1 or p2 respectively for the disc,
pad 1 or pad 2. The validity of this approach and its convergence
has already been discussed in [10].

The criterion proposed to choose the number of fixed interface
modes is based on the maximum frequency of study f max (in the
present study f max ¼ 20 kHz) and a coefficient c as such as, for each
substructure we keep the fixed interface modes which frequency is
less than f c ¼ cf max. The internal dof (ud

int ;u
p1
int ;u

p2
int) are expressed in

function of the generalized dof (nd; np1; np2, corresponding to the
fixed interface modes Un) and interface dof (ud

I ;u
p1
I ;up2

I ):

un
int ¼ Unnn þWnun

I ð9Þ
This allows to define the following transfer matrix T between the
complete model and the condensed Craig & Bampton model:

X ¼

ud
I

ud
int

up1
I

up1
int

up2
I

up2
int

0
BBBBBBBBBB@

1
CCCCCCCCCCA

¼

Id 0 0 0 0 0
Wd Ud 0 0 0 0
0 0 Ip1 0 0 0
0 0 Wp1 Up1 0 0
0 0 0 0 Ip2 0
0 0 0 0 Wp2 Up2

0
BBBBBBBBB@

1
CCCCCCCCCA

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
T

ud
I

nd

up1
I

np1

up2
I

np2

0
BBBBBBBBB@

1
CCCCCCCCCA

¼ TXCB

ð10Þ
Finally matrices of the equation of motion given in Eqs. (5) and (7)
can be expressed in the Craig & Bampton basis as follows:

MCB ¼ TtMT and KCB ¼ TtKT and CCB ¼ TtCT ð11Þ

FNL;CB ¼ TtFNL and Fext;CB ¼ TtFext ð12Þ

Ktot
CB ¼ Tt K� JFNL Xeq

� �� �
T ð13Þ

In conclusion this first reduction allows the condensation of all
internal dof of each substructure by keeping the physical dof that
are located on the two frictional interfaces. So the aim of the second
reduction based on the generalized Double Modal Synthesis will be
to condense all these interfaces degrees of freedom (dof) at each of
those nodes.

3.2. Interface reduction based on complex eigenmodes

The following condensation is based on interface reduction. Pre-
vious studies showed the efficiency of this method [12,13]. The aim
is to compute the complex eigenmodes of the assembled structures
only at the interfaces, leading to left and right eigenmodes of the
interface system dof. Thus we need to extract the remaining dof
(i.e. at the interfaces nodes). By introducing the transfermatrix such
as T2

ud
I

up1
I

up2
I

0
B@

1
CA ¼

Id 0 0 0 0 0
0 0 Ip1 0 0 0
0 0 0 0 Ip2 0

0
B@

1
CA

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Tt2

ud
I

nd

up1
I

np1

up2
I

np2

0
BBBBBBBBB@

1
CCCCCCCCCA

¼ Tt
2XCB ð14Þ

it is possible to define the following reduced mass and stiffness

matrices M
�

and K
�
given by
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M
�
¼ Tt

2MCBT2 and K
�
¼ Tt

2K
tot
CBT2 ð15Þ

As Ktot
CB depends on l, a DMS reduction for each equilibrium point

and so for each set of parameters chosen has to be perform unlike
the Craig & Bampton reduction which is valid for any set of param-

eters. The ith right and left eigenmodes Xi
Br and Xi

Bl are then com-
puted, sorted by order of increasing frequencies, and we define
the matrices ur and ul which contain the first NDMS eigenmodes:

�x2
i M

�
þK

�� �
Xi

Br ¼ 0 with ur ¼ X1
Br � � � XNDMS

Br

h i
�x2

i M
�

t þ K
�
t

� �
Xi

Bl ¼ 0 with ul ¼ X1
Bl � � � XNDMS

Bl

h i
8><
>: ð16Þ

The size of this step of reduction is set by the number of interfaces
modes kept NDMS, associated with the degrees of freedom gI . Using
the right and left matrices of transfer Tr and Tl defined by

Tr ¼
ur 0

0 Idþp1þp2

 !
and Tl ¼

ul 0

0 Idþp1þp2

 !
ð17Þ

and assuming a rearrangement of the dof

XDMS ¼

gI

nd

np1

np2

0
BBB@

1
CCCA ¼ T�1

r XCB ¼ T�1
r

ud
I

up1
I

up2
I

nd

np1

np2

0
BBBBBBBBB@

1
CCCCCCCCCA

ð18Þ

the reduced matrices for each contribution of the FEM brake system
are given by

MDMS ¼ Tt
lMCBTr and CDMS ¼ Tt

lCCBTr ð19Þ
FNL;DMS ¼ Tt
lFNL;CB and Fext;DMS ¼ Tt

lFext;CB ð20Þ
Ktot
DMS ¼ Tt

lK
tot
CBTr ð21Þ

Finally the stability of the condensed system can be studied with
the same equation as Eq. (8) with the adapted matrices issued from
the Craig & Bampton reduction and the Double Modal Synthesis.
4. Stability analysis

In this section results for the stability of the reference FEM
model are firstly presented. Then the effectiveness of the general-
ized Double Modal Synthesis for predicting the stability of the orig-
inal system is investigated an discussed.
4.1. Stability of the reference model

The study of stability of the reference system is carried out by
computing its complex eigenvalues, for a set of a varying parame-
ter. In the present study, the evolution of the friction coefficient l
for 501 samples equally distributed between 0;1½ � is chosen. Then
eigenvalues of the system for each value of l are computed. Within
the range of study for l ¼ 0;1½ � there are two unstable modes: the
first one is detected at l1 ¼ 0:67 and the second one at l2 ¼ 0:76.
The evolution of all the real parts of eigenvalues with the coeffi-
cient of friction are illustrated in Fig. 2(a). The coalescence pattern
for the two unstable modes are also illustrated in Fig. 2(b). More-
over, Figs. 3 illustrate the modes shape. It is observed that both
the disc and the pads are involved in the unstable mode shapes.
4

4.2. Definition of the criteria

In this section we propose to undertake more precisely a con-
vergence study for the Double Modal Synthesis. A preliminary
study only based on the convergence associated with the Craig &
Bampton reduction has been performed. It was found that a Craig
& Bampton reduction with c ¼ 1:5 can be considered as an efficient
configuration in terms of compromise between computation time,
size of the reduced system and the accuracy of results. This classi-
cal analysis is not discussed in the present paper for the sake of
brevity. The Double Modal Synthesis is therefore applied to this
model reduced with the Craig & Bampton technique with c ¼ 1:5
and this latter serves as a reference to evaluate the convergence
and effectiveness of the second step of reduction.

In order to quantify the quality of the convergence for DMS
reduction on the CEA analysis, two criteria that are based on the
relative error criterion between imaginary and real parts for all fre-
quencies in the frequency range of interest are firstly proposed.
Error on the real parts dr and error on the imaginary parts dx
are defined by:

dr ¼ 1
Ntot

XNtot

k¼1

arefk � ak
arefk

�����
����� ð22Þ

dx ¼ 1
Ntot

XNtot

k¼1

bref
k � bk

bref
k

�����
����� ð23Þ

where Ntot denotes the number of eigenvalues in the frequency

range of interest (i.e. 0;20000½ � Hz for the present study). arefk (bref
k ,

respectively) defines the real part (imaginary part, respectively) of

the kth mode for the ‘‘reference” and ak (bk, respectively) is the

approximate real part (imaginary part, respectively) of the kth mode
calculated via the reduction technique.

Two additional criteria drun and dxun that are only based on the
relative error criterion between imaginary and real parts of the
unstable modes in the frequency range of interest are also under-
taken. This two criteria are given by

drun ¼ 1
Nun

XNun

k¼1

arefk � ak
arefk

�����
����� ð24Þ

dxun ¼ 1
Nun

XNun

k¼1

bref
k � bk

bref
k

�����
����� ð25Þ

where Nun defines the number of unstable modes. In the present
study, Nun is equal to 0, 1 or 2 depending on the value of the coef-

ficient of friction. In this case, aref
k (bref

k , respectively) defines the real

part (imaginary part, respectively) of the kth unstable mode for the
”‘reference”’ and ak (bk, respectively) is the approximate real part

(imaginary part, respectively) of the kth unstable mode calculated
via the reduction technique.

Finally the following adapted MAC-criterion defined by the
matrix MMac (see [18–20]) is used to compare the eigenmodes

shapes of the reference Xref
i and those issued from a condensed sys-

tem Xj :

MMac
i;j ¼

Xref
i

t
Xj

��� ���2
jXref

i jjXjj
ð26Þ

This matrix MMac is composed of coefficients between 0 and 1, two
modes shapes close to each other tend to have their coefficient near
1, whereas a lower coefficient means that the two modes have dif-
ferent shapes for this projection. When comparing the reference to



Fig. 2. Evolution of (a) real parts of eigenvalues and (b) coalescence pattern for the unstable modes 1 and 2 (f 1 ¼ 857 Hz and f 2 ¼ 2223 Hz).

Fig. 3. Unstable modes for l ¼ 0:8 (a) 1st mode at 857 Hz and (b) 2nd mode at 2223 Hz.

G. Corradi, J.-J. Sinou and S. Besset Applied Acoustics 175 (2021) 107807
a condensed model, we can assume that the convergence is good
when the diagonal of this MAC-criterion matrix is filled with coef-
ficients close to 1.
4.3. Results

Considering the previous results given in Section 4.1, four dif-
ferent cases are undertaken in order to validate the efficiency the
DMS reduction:

� l ¼ 0 : the case with no friction;
� l ¼ 0:7 : a case with one unstable mode predicted by the stabil-
ity analysis;

� l ¼ 0:8 : a case with two unstable modes with real parts very
close;

� l ¼ 1 : a case with two unstable modes with one whose real
part is much greater than the other.

Figs. 4 give the evolution of the two criteria dr and dx versus
the number of modes retained for the DMS reduction. It is illus-
trated that the proposed reduction technique based on the gener-
alized DMS converges very well. It appears that for the four cases
(l ¼ 0;l ¼ 0:7;l ¼ 0:8 and l ¼ 1) a number of DMS modes above
150 is sufficient to allow a lower error on the real parts dr (on the
imaginary parts dx, respectively) than 1% (0:3%, respectively).
5

Then Figs. 5 give the results by considering only the relative
error criterion between imaginary and real parts of the unstable
modes (i.e. drun and dxun). Again it is clear that convergence is
achieved for a very small number of DMS modes. Moreover, it
can be observed that the DMS convergence is faster than in the
previous case (i.e. the DMS reduction versus all the modes in the
frequency range of interest), which is consistent with the fact that
the unstable modes are low frequency modes with respect to the
frequency range selected for the study.

Then, Figs. 6 show the adapted MAC-criterion defined by the
matrixMMac in the case of l ¼ 0:8 for the reduction basis composed
of 50 and 150 interfacemodes. This statistic indicator illustrates the
degree of consistency betweenmode shapes of the referencemodel
and those of the DMS reduction basis thereby indicating the limit of
validity of the reduction basis depending of the size of the DMS
basis. Along the diagonal, every mode of the DMS basis is compared
to the identical mode coming from the reference model. Not sur-
prisingly the number of values larger than 0.9 (that indicate consis-
tent correspondence whereas small values indicate poor
resemblance of the mode shapes) increases along the diagonal of
the matrix MMac with the size of the DMS basis. Off of the diagonal,
the MAC values are generally very low. If the value is close to one
this implies that the modes shapes have similarities and are practi-
cally identical even if each mode should be uniquely observed and
have a different shape than the other modes.



Fig. 4. Error criterion (a) dr and (b) dx (for l ¼ 0;l ¼ 0:7;l ¼ 0:8 and l ¼ 1 from top to bottom).

Fig. 5. Error criterion (a) drun and (b) dxun (for l ¼ 0:7;l ¼ 0:8 and l ¼ 1 from top to bottom).

Fig. 6. Comparison of MAC matrices for l ¼ 0:8 by considering (a) 50 interface modes and (b) 150 interface modes.
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To be noted that comparison based on computing resources
between the Craig & Bampton reduction and the Double Modal
Synthesis with real eigenmodes (i.e. considering interface modes
computed with l ¼ 0) has been previously proposed and discussed
in [10].
Fig. 7. Position of Point1 (red) and Point2 (blue). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version
of this article.)
5. Nonlinear self-sustained vibrations

As previously explained in [5], a time simulation has to be per-
formed in addition to the stability analysis in order to predict more
effectively friction-induced vibration and squeal noise. This is due
to the fact that the stability focuses only on a notion of local behav-
ior around an operating point and so it may lead to an underesti-
mation or an over-estimation of the unstable modes observed in
the nonlinear time simulation. Thus it seems essential to investi-
gate the effectiveness of the generalized Double Modal Synthesis
in order to predict the nonlinear behavior of the mechanical sys-
tem under study subjected to friction-induced vibration.

In order to achieve such an objective, the prediction of the
vibratory behavior of the brake system is performed by applying
a small perturbation around the sliding equilibrium point and by
using the time integrator based on the h-method (see the following
contributions for more details [21,22]). It can be noted that the
choice of these initial conditions (i.e. the perturbation around the
equilibrium point) can have an impact on the prediction of the
nonlinear self-sustained dynamic behavior of the mechanical sys-
tem under study [22].

In the following, the efficiency of the reduction technique is first
analyzed by comparing results based on complex interfaces modes
with those from the reference model based on the finite element
model without any interface condensation. Several quantities and
types of results will be analyzed to discuss the relevance of the
DMS reduction: the time series (transient dynamics and self-
excited vibrations), the spectral content by using short time Four-
ier transform, the limit cycles and the nonlinear signature of the
signal in the frequency domain. Additionally a specific attention
and a more detailed analysis of the contribution of the complex
modes will be undertaken.

In this section, two cases will be more particularly treated and
presented:

� the first one considers a coefficient of friction l ¼ 0:8. This case
will lead to a periodic non-linear behaviour (even if the stability
analysis has potentially detected two unstable modes);

� the second one considers a coefficient of friction l ¼ 1. This
case will lead to a quasi-periodic non-linear behaviour.

Two specific points have been selected to illustrate all the results
concerning the nonlinear analysis of friction-induced vibration.
The first one, denoted Point1, corresponds to a node on the disc
surface (outside of the interfaces between pads and disc). The sec-
ond one, denoted Point2, corresponds to a node on the frictional
interface of the upper pad. The geometrical position of Point1
and Point2 on the brake system under study is illustrated in
Fig. 7. For each node, the results in the three directions will be pre-
sented: the normal direction to the surface of the disc (i.e. Z direc-
tion) and the two associated tangential directions (i.e. X and Y
directions).
5.1. Time series - transient dynamics and self-excited vibrations

First of all the time series and the transient nonlinear behavior
of the system in the cases of l ¼ 0:8 and l ¼ 1 are illustrated.
Figs. 8(a-b) and 9(a-b) show the transient time evolutions for both
Point1 and Point2 in the X, Y and Z directions for l ¼ 0:8 and l ¼ 1
7

by considering the reference model. Considering the case of
l ¼ 0:8 (see Figs. 8(a) and (b)), the transient vibrations of Point1
and Point2 can be divided into a succession of three main phases:
the first one (for t ¼ 0;0:3½ � s) corresponds to a classical exponen-
tial increase of the solution from the perturbed equilibrium. Then
a transient nonlinear behavior of the self-excited system appears
(for t ¼ 0:3;0:7½ � s) with small increases or decreases of the nonlin-
ear amplitudes depending on whether looking at normal or tan-
gential displacements. During this second phase, short time
periods of stabilization of vibration levels can also be observed
(see for example Point1 in Y direction on Fig. 8(a) or Point2 in Z
direction on Fig. 8(b)). Finally the last phase(for t > 0:7 s) is char-
acterized by a global saturation of the all the nonlinear oscillations
which therefore reflects the establishment of a stationary regime of
self-sustained vibrations. For the case l ¼ 1, a succession of three
main phases is also visible: the first one for t ¼ 0;0:1½ � s, the second
one for t ¼ 0:1;0:4½ � s and the last one for t > 0:4 s. The main differ-
ence compared to the previous case l ¼ 0:8 lies in the final estab-
lishment of a stabilized regime with regular waves of oscillations,
which characterizes a quasi-periodic behaviour of self-sustained
vibrations.

In order to evaluate the performance of the reduction on accu-
rately reproducing these transient behaviours, it was chosen to
compare the reference results to four choices of DMS sizes with
50, 150, 500 and 1000 interface modes, respectively. Results are
provided in Figs. 8(c-j) and 9(c-j) for l ¼ 0:8 and l ¼ 1, respec-
tively. By looking at the results in an overall way, it is clearly
observed that the evolution of the transient vibrations for the ref-
erence model and the different reduced systems are quite similar.
The three successive phases are reproduced with the final occur-
rence of a stationary regime of self-sustained vibrations for
l ¼ 0:8 and a quasi-periodic regime for l ¼ 1.

By analyzing and comparing more precisely the results of the
different DMS reductions, it appears that small time offsets of
the appearance of three successive phases are visible. For example,
in the case of l ¼ 0:8, a significant time advance is detectable in
the appearance of the three phases for the DMS reductions of small
size (i.e. 50 or 150 interfaces modes, as illustrated in Figs. 8(c-f)).
By increasing the size of the reduced system, this time delay disap-
pears (see Figs. 8(g-j)). The temporal evolutions of the nonlinear
vibrations for the reference model and the reduced systems are
identical. Considering the results for l ¼ 1 similar conclusions
can be stated. Moreover it is also clearly observed that using a
reduction basis of small size leads to an acceleration of the tempo-
ral transient behavior. For example, the time interval of the second
phase for Point1 in the Y direction (or for Point2 in the Z direction)
is drastically reduced if a DMS reduction with 50 interface modes is
used, whereas this time interval is exactly reproduced by applying
a DMS reduction with 1000 interface modes.



Fig. 8. Transient signals for the case l ¼ 0:8 (a) Point1 - Reference (b) Point2 - Reference (c) Point1 - NDMS=50 (d) Point2 - NDMS=50 (e) Point1 - NDMS=150 (f) Point2 - NDMS=150
(g) Point1 - NDMS=500 (h) Point2 - NDMS=500 (i) Point1 - NDMS=1000 (j) Point2 - NDMS=1000.
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In conclusion, the DMS reduction allows to reproduce the tran-
sient non-linear behavior. Despite time offsets for the appearance
of the transient successive phases, using a small size of DMS reduc-
8

tion is efficient in order to obtain an accurate estimate of the tran-
sient behavior of the mechanical system under study. In all cases,
the sizes of the DMS reduction bases are advantageous compared



Fig. 9. Transient signals for the case l ¼ 1 (a) Point1 - Reference (b) Point2 - Reference (c) Point1 - NDMS=50 (d) Point2 - NDMS=50 (e) Point1 - NDMS=150 (f) Point2 - NDMS=150 (g)
Point1 - NDMS=500 (h) Point2 - NDMS=500 (i) Point1 - NDMS=1000 (j) Point2 - NDMS=1000.
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to the size of the reference system, which shows the interest of
using such reduction technique for the prediction of transient
self-sustained vibration of brake system.

5.2. Spectral content - transient and stationary self-excited vibrations

In this section, the nonlinear signature during the transient and
stationary regimes of self-excited vibrations will be analyzed.

First of all short time Fourier transform is used to visualize fas-
ter time-varying signals and the spectral content during the
squeal event. Results are presented in Figs. 10 and 11 for the ref-
erence system. Spectrograms obtained for the different DMS
reduction are not illustrated in this section for brevity purposes
as the conclusions are similar to those stated above: apart from
the fact that using DMS reduction of small size induces a time
shift is on the evolution of the frequency signature over time
(as previously discussed for the time evolution), the evolution
of the spectral content is the same for the reference model and
the reduced system.

Therefore the nonlinear signature of the signal is briefly dis-
cussed. For the case l ¼ 0:8 the nonlinear signature is composed
by the second unstable mode (i.e. f 2 ¼ 2205 Hz) and its second har-
monic component (i.e. 2f 2 ¼ 4410 Hz) in the pseudo-stabilized
phase (i.e. the second phase). Then, during the shift to the final sta-
bilized regime (i.e. the third phase), a transition from the second
unstable mode f 2 to the first unstable mode f 1 appears. The final
signature is generally composed by the fundamental frequency of
the unstable mode (i.e. f 1 ¼ 857 Hz) and the contribution of its sec-
ond harmonic component. In the normal direction at the disc/pads
interface, the contributions of the 3� harmonics are also very vis-
ible (see Fig. 10(b) in Z direction). During the transition between
second and third phases (for t ¼ 0:4;0:7½ � s), a brief presence of lin-
ear combinations of the two unstable modes can also be observed,
like a contribution at 1347 Hz that corresponds to �f 1 þ f 2 (see
Fig. 10(b) in Z direction for example). For the case l ¼ 1 the non-
linear signature is also composed by the second unstable mode
(i.e. f 2 ¼ 2194 Hz) and its second harmonic component (i.e.
2f 2 ¼ 4410 Hz) during the second phase. For Point1 it is also
observed that the contribution of the 2� harmonic components
is greater than contribution of its fundamental frequency in the
tangential Y direction (see Fig. 11(a)). For Point2 the major contri-
bution in this second phase corresponds to the fundamental fre-
quency f 2 regardless of the direction considered. During the final
Fig. 10. Spectrograms of the signals for the case l ¼
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phase the nonlinear signature of the stationary self-excited vibra-
tion is more complex: not only the fundamental frequencies of
the first and second unstable modes are visible (with f 1 ¼ 856 Hz
and f 2 ¼ 2194 Hz) but also harmonic components (2f 1 and 2f 2)
as well as harmonic combinations such as �f 1 þ f 2.

Finally Table 2 gives the frequency of the first and second unsta-
ble modes for the stability analysis (CEA), and the fundamental fre-
quency of the first and second modes from the spectral content for
the reference and the reduced models. It clearly appears that the
fundamental frequencies predicted by the reduced models are very
close to those of the reference even if the DMS basis with only 50
interface modes. It is also observed that these fundamental fre-
quencies are slightly different from the one predicted by the stabil-
ity analysis.

Finally the limit cycles and the associated Fast Fourier Trans-
form (FFT) on the stationary self-excited vibrations are depicted
in Fig. 12 (Fig. 13, respectively) at Point1 (Point2 respectively) for
l ¼ 0:8. In the same way the limit cycles and FFT are given in
Figs. 14 and 15 for l ¼ 1.

For the case l ¼ 0:8 results on vibratory levels and frequency
content via the reduction technique are in perfect agreement with
the reference, even if the number of interface modes retained are
very small. Indeed, it appears that the smallest reduced base tested
(i.e. DMS with only 50 interface modes) gives very similar and sat-
isfactory results compared to the reference model. The reduced
model is able to reproduce the same established regime than the
original system which illustrates again the efficiency and robust-
ness of the proposed reduction method. All the associated FFT
clearly indicate that the stationary regime is periodic with the con-
tribution of the fundamental frequency around 857 Hz as well as
its harmonics.

For the case l ¼ 1 results based on DMS reductions are also in
agreement with the reference for the prediction of the quasi-
periodic limit cycles. In order to facilitate the reading of the graph-
ical results, the comparison is only proposed for the DMS reduction
with 150 interface modes. As previously explained the FFT content
of the nonlinear quasi-periodic response is complex with the pres-
ence of not only the fundamental frequencies of the first and sec-
ond unstable modes but also harmonic components as well as
harmonic combinations. Even if the nonlinear signature is highly
complex, the reduced model is able to reproduce the same quasi-
periodic established regime with frequency contents very similar
to those of the reference. The main frequency contributions of
0:8 (a) Point1 - Reference (b) Point2 - Reference.



Table 2
Frequency of the two unstable modes for the reference and the reduced models.

CEA Reference NDMS ¼ 50 NDMS ¼ 150 NDMS ¼ 500 NDMS ¼ 1000

l ¼ 0:8 1st mode (Hz) 858 857 857 857 857 857
2nd mode (Hz) 2223 2205 2202 2203 2205 2205

l ¼ 1 1st mode (Hz) 857 857 856 857 857 857
2nd mode (Hz) 2224 2195 2195 2195 2195 2195

Fig. 12. Limit cycles on the Point1 and associated Fast Fourier Transform for l ¼ 0:8, (black) Reference model, (red) DMS = 50, (green) DMS = 150 and (blue) DMS = 500. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Spectrograms of the signals for the case l ¼ 1 (a) Point1 - Reference (b) Point2 - Reference.
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order 4 or less (jmj þ jnj 6 4) spotted in the Fast Fourier Transforms
of the limit cycles for the latter case l ¼ 1 are depicted in Table 3.
In this case of quasi-periodic behaviour a lot more frequencies are
11
present in the spectrum than for the periodic case, with linear
combinations of the fundamental frequencies of the two unstable
modes.



Fig. 13. Limit cycles on the Point2 and associated Fast Fourier Transform for l ¼ 0:8, (black) Reference model, (red) DMS = 50, (green) DMS = 150 and (blue) DMS = 500. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 14. Limit cycles on the Point1 and associated Fast Fourier Transform for l ¼ 1, (black) Reference model and (red) DMS = 150. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 15. Limit cycles on the Point2 and associated Fast Fourier Transform for l ¼ 1, (black) Reference model and (red) DMS = 150. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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5.3. Modal contributions in transient evolutions

As previously proposed in [23,22,24] the nonlinear solution can
be expanded on the basis of the complex modes in order to illus-
trate the energy contribution of each unstable mode during the
transient response and to detect the contribution of one or more
complex modes in the transient nonlinear response. This complex
modal projection can also be used to validate the efficiency of the
proposed reduced technique. In the following, this complex modal
projection will be performed for different sizes of the Double
Modal Synthesis reduction in order to illustrate the effects of
advance or delay in the evolution of modal participations because
of the use of reduced model. For a transient response Y tð Þ in state-
Table 3
Frequencies and corresponding combinations for the case l ¼ 1 on the limit cycles.

Frequency (Hz) Combinations

857 f 1
1366 �f 1 þ f 2
1714 2f 1
2223 f 2
2571 3f 1
2732 �2f 1 þ 2f 2
3080 f 1 þ f 2
3428 4f 1
3589 �f 1 þ 2f 2
3937 2f 1 þ f 2
4446 2f 2
4794 3f 1 þ f 2
6669 3f 2
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space variables (i.e. Y ¼ _X X
� �t), the evolution of the modal par-

ticipation bi tð Þ of the ith unstable mode, which can be seen as pro-
jections along the reference unstable modes of the time signal, can
be expressed in the original physical basis:

bi tð Þ ¼ Yref ;ins
i

t A
�
Y tð Þ

Yref ;ins
i

t A
�
Yref ;ins

i

with A
�
¼ M C=2

C=2 K

� 	
ð27Þ

where Yref ;ins
i define the modes shapes in state space. The matrix A

�

represents the computation of the total energy of the motion along
a particular direction, here along the deformations of the two unsta-
ble modes. The original modal participations have to be processed
with a low-pass filter to obtain an average evolution < bi tð Þ > from
Eq. 27.

Figs. 16 and 17 give the evolution and the contribution of the
two unstable complex modes during the squeal event. For example
it can be observed that the three main zones previously detected
for l ¼ 0:8 are easily detected again (see the reference black line
in Fig. 16):

� t ¼ 0;0:3½ � s: the initial increase of the solution around the slid-
ing equilibrium point is mainly governed by the growth of the
participation of the second unstable mode;

� t ¼ 0:3;0:7½ � s: the second phase is first characterized by a sta-
bilization of the contribution of the second unstable mode and
an increase of the participation of the first unstable mode(see
t ¼ 0:3;0:6½ � s). In a second time (for t ¼ 0:6;0:7½ � s) the contri-
bution of the second unstable mode decreases whereas the par-
ticipation of the first unstable mode remains constant;



Fig. 16. Evolution of the modal participations for the case l ¼ 0:8 (dashed
lines = mode 1, lines = mode 2; black = reference, red = DMS50, green = DMS150,
blue = DMS500, magenta = DMS1000). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 17. Evolution of the modal participations for the case l ¼ 1 (dashed
lines = mode 1, lines = mode 2; black = reference, red = DMS50, green = DMS150,
blue = DMS500, magenta = DMS1000). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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� t > 0:9 s: the final phase is characterized by a stabilization of
the contribution of the first and the second unstable modes. It
leads to the appearance of the nonlinear stationary solution that
is mainly governed by the participation of the first mode.

For l ¼ 1 the same analysis can be performed for the evolution
of the modal contributions of the two unstable modes:

� t ¼ 0;0:1½ � s: the initial growth of the nonlinear solution is due
to the growing evolution of the second unstable mode;

� t ¼ 0:1;0:4½ � s: a stabilization of the second unstable mode is
observed while the contribution of the second mode increases.
For t > 0:3 s the contribution of the second unstable mode
decreases rapidly.

� t > 0:4 s: the quasi-periodic solution is composed by a non-yet
stabilized oscillation of the contribution of the first and second
modes.

In order to evaluate the performance of the reduction on accurately
reproducing the evolution of the modal contribution, results for the
DMS reduction with 50, 150, 500 and 1000 interface modes are
provided in Figs. 16 and 17. As previously explained in Section 5.1,
14
the four reduction bases tested allow to reach the same final non-
linear solution with exactly the same contributions for the first and
the second modes. However it can be seen that a time shift on
changes in growth or decay of each contribution is clearly observ-
able and noticeable in the case of a reduced base of small size.
When the size of the reduced base is increased, this shift dimin-
ishes and all the evolution of the contributions of the two modes
become coherent with those of the original system. It demon-
strates the convergence of the Double Modal Synthesis reduction
and its capacity to reproduce exactly the same squeal event and
its complexity during the transient nonlinear behavior both in
terms of level and in terms of vibrational signature.

The values of the converged modal participations are depicted
in Table 4. Even if the set of results are very close, we can observe
the convergence of those values with the increase of the reduction
size of the DMS. Those levels are also different between the two
cases of study: l ¼ 0:8 and l ¼ 1, the periodic case shows a greater
ratio between the levels of first unstable mode with the second,
whereas the quasi-periodic case shows levels closer to each other.

In conclusion, in order to have a good compromise between
precision and computational costs, the optimum number of inter-
faces modes has to be selected in connection with the main desired
objective of the numerical simulation, that is the estimation of the
final regime or the prediction of all the transient squeal events.
6. Acoustic radiation

The prediction of acoustic radiated noise from friction-induced
vibration is a recent topic of interest [14,15,25–27]. A comprehen-
sive review on acoustic friction phenomena can be found in [28].
The purpose of this section is to investigate the effectiveness of
the DMS reduction method on predicting both stationary and tran-
sient squeal noises.
6.1. Modeling of the acoustic problem using the Boundary Element
Method

In this section the Boundary Element Method (BEM) used for
the prediction of acoustic noise is discussed. This method allows
to compute an approximation of the acoustic radiated by a surface
S, which consists in the resolution of the Kirchhoff-Helmholtz sur-
face integral, giving the field pressure P at a point of coordinate r,
such as:

� rð ÞP rð Þ ¼
Z
S

P sð Þ @G r; sð Þ
@n

� G r; sð Þ @P sð Þ
@n

� 	
dS ð28Þ

with � a parameter equal to 1 when strictly outside of the surface
and taking a value in 0;1½ �, when r 2 S. G defines the classical
Green function, which also depends on the frequency. Therefore,
the Kirchhoff-Helmholtz integral has to be solved for each consid-
ered frequency. More details about the BEM can be found in [29,30].

The calculation of the integral is a two-step process: first the
pressure at the surface of the system Ps has to be determined.
The pressure field P at any point outside of the system can then
be computed. The surface of the system S is discretized in
S ¼ [

l
Sl using the wrapping skin of the FE Model presented in

Section 2.1, as previously suggested in [25]. The normal velocity
field needed for BEM approach is provided by temporal calculation
of self-excited vibration previously discussed in Section 5. These
BEM calculations are conducted through the OpenBEM software
[31] for a number of frequencies. The choice of these frequencies
is performed by calculating a Fast Fourier Transform (FFT) of the
normal velocity field _Xn at each point of the mesh, and then select-
ing manually the K main frequency contributions



Table 4
Values of the stabilized modal participations for both cases l ¼ 0:8 and l ¼ 1 and the different sizes of DMS reduction

Reference NDMS ¼ 50 NDMS ¼ 150 NDMS ¼ 500 NDMS ¼ 1000

l ¼ 0:8 1st mode 19.9 21.1 20.3 20.1 19.9
2nd mode 2.1 2.3 2.2 2.1 2.1

l ¼ 1 1st mode 16.0 15.9 16.0 16.0 16.0
2nd mode 3.9 3.9 3.9 3.9 3.9
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fBEM ¼ f 1BEM; . . . ; f
K
BEM

n o
. Those frequencies may be the fundamental

frequencies f 1 or f 2, their harmonics nf1 or mf2 (with n > 1 and
m > 1 and integer), or linear combinations mf1 þ nf2 (with
m;nð Þ 2 Z2). The velocity field _Xn can then be estimated as follows:

_Xn tð Þ �
XK
i¼1

_Xi
n tð Þ

¼
XK
i¼1

ai
BEM cos xit

� �þ bi
BEM sin xit

� �
with xi

¼ 2pf iBEM ð29Þ

where ai
BEM and bi

BEM define the Fourier vectors at each frequency

f iBEM . Due to the fact that the numerical resources necessary to com-
pute the external pressure responses for all the frequencies selected
in fBEM can rapidly become prohibitive, a selection on the optimal
sample of these frequencies (denoted fBEM;opt) may be used to reduce
the number of calculations to be performed.This method have been
successfully tested in [14]. It is based on the convergence of the
mean square velocity of the surface velocity field _Xn with the Kopt

different major components of fBEM . For more details the interested
reader is referred to [14].

For each component _Xi
n (and so a specific frequency), the BEM

method first computes the associated surface pressure Pi
s assuming

that the velocities of the solid and the fluid are equal at the inter-

face. Then, the associated pressure field Pi on any exterior set of
Fig. 18. Acoustic patterns on the horizontal plane at a distance Zsquare
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observation points can then be computed. Finally, squeal noise that
corresponds to the acoustic field Pext is defined by

Pext ¼
XKopt

i¼1

Pi ð30Þ

where Kopt is the optimal number of selected frequencies taken
from the frequency contributions fBEM . Of course the pressure level
in dB can be calculated such as

Lp
BEM ¼ 10log10

P	
extPext

P2
ref

 !
ð31Þ

where Pref corresponds to the classical reference value used. (i.e.

Pref ¼ 2:10�5 Pa).
For the present study, the calculation of squeal noise is pro-

posed by considering two main surfaces of observation: the first
one is a square plane, parallel to the disc and placed at a distance
Zsquare from the upper surface of the disc and of a length of Lsquare.
The second one is a sphere of radius Rsphere centered around the
brake system. Considering these surfaces of observation, the
results of the acoustic calculation are discrete patterns, approach-
ing the acoustic field on a set of points. From a practical point of
view, the acoustic field calculations needs an evaluation of the sur-
face velocity spectrum. This velocity field comes from the previous
calculation of the nonlinear self-excited vibrations. The FFT is then
performed on the surface velocity field along a short period of time
(between 0:05 s and 0:1 s) for which the signal is considered to
have a slow transient evolution.
¼ 0:75 m for different Craig & Bampton reductions, scale in dB.
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6.2. Acoustic results

Figs. 18–21 illustrate the acoustic results on the horizontal
plane square placed at a distance Zsquare ¼ 0:75m and the sphere
of radius Rsphere ¼ 0:5 m for both different Craig & Bampton and
DMS reductions. The convergence of the Craig & Bampton reduc-
tion is tested by considering five size reduction (i.e.
c ¼ 1;1:25;1:5;2:5;3½ �). As a reminder, the performance of the
DMS reduction is performed by considering the system with the
Craig & Bampton reduction with c ¼ 1:5 as the reference. Four sizes
Fig. 19. Acoustic patterns on the horizontal plane at a distance

Fig. 20. Acoustic patterns on the sphere of radius Rsphere ¼ 0:5
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of DMS reductions are investigated (i.e. NDMS ¼ 50;150;500;100½ �).
Moreover, the squeal noise is calculated for l ¼ 0:8 and l ¼ 1 dur-
ing the stationary regime as well as the transient vibratory regime
for l ¼ 0:8 and three specific time intervals. The various time
intervals selected to calculate the acoustic fields are given in
Table 5 and can be described as follows:

� Phase I: the pseudo-established vibrational regime, driven by
the second unstable mode f 2;
Zsquare ¼ 0:75 m for different DMS reductions, scale in dB.

m for different Craig & Bampton reductions, scale in dB.



Table 5
Time intervals (in second as unit of time) of the transient signal used to compute the FFT for the acoustic calculations.

CB c ¼ 1:5 NDMS ¼ 50 NDMS ¼ 150 NDMS ¼ 500 NDMS ¼ 1000

Phase I, l ¼ 0:8 0:37;0:39½ � 0:16;0:18½ � 0:21;0:23½ � 0:26;0:28½ � 0:35;0:37½ �
Phase II, l ¼ 0:8 0:55;0:65½ � 0:3;0:4½ � 0:33;0:43½ � 0:45;0:65½ � 0:5;0:6½ �
Phase III, l ¼ 0:8 1:3;1:4½ � 1:3;1:4½ � 1:3;1:4½ � 1:3;1:4½ � 1:3;1:4½ �
Phase III, l ¼ 1 1:3;1:4½ � 1:3;1:4½ � 1:3;1:4½ � 1:3;1:4½ � 1:3;1:4½ �

Fig. 21. Acoustic patterns on the sphere of radius Rsphere ¼ 0:5 m for different DMS reductions, scale in dB.
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� Phase II: the transition part of the signal between the first
pseudo-established vibrational regime and the final vibrational
regime;

� Phase III: the final vibrational regime.

For the reader comprehension, the various time intervals and the
value of the friction coefficient are indicated on the left side of
Figs. 18–21. The chosen reduction method is also indicated at the
top of the figures. The first column corresponds to the reference
solution.

By analyzing all presented results, some general observations
may be brought:

� the acoustic patterns estimated for each time interval are differ-
ent (see and compare the reference for each time interval). This
characterizes the evolution of the squeal noise during the
squeal event;

� the ability of the Craig & Bampton reduction to reproduce the
radiated noise is clearly observable for the four time intervals.
Even for small reduction basis, the radiated fields are very close
to the reference for both the horizontal plane square and the
sphere. For example, the complexity of the color pattern for
Phase I of the sphere (first line of 20) is very accurately
replicated;

� the DMS technique is efficient to approximate the acoustic pat-
terns not only for the final vibrational regime (i.e. Phase III for
l ¼ 0:8 and l ¼ 1), but also the transient vibrational regime
(i.e. Phases I and II for l ¼ 0:8);
17
� from a general point of view, the acoustic patterns predicted by
the different DMS reductions (for a specific phase and l) are
sensitively close. Increasing the DMS size results in the conver-
gence of the calculated acoustic field compared to the reference.
Moreover it can be noted that if the surface velocity field con-
verges, the acoustic calculation tends to do so;

� the effects of the DMS size can be observed on the temporal
shifts of the acoustic patterns (see Table 5). Of course, this
observation is in total agreement with the previous results on
the nonlinear vibrations (see Section 5.1).

7. Conclusion

In this paper, an extension of the Double Modal Synthesis tech-
nique [12] has been proposed and used to predict the nonlinear
transient self-substantial vibrations as well as the squeal noise.

It was highlighted that the use of an efficient DMS for the esti-
mation of stability analysis and the steady state limit cycles may be
insufficient to correctly approximate the transient squeal events
due to phenomena of delay or advance on the evolution of the
modal contributions during transient squeal events. Therefore
the size of the DMS basis needs to be increased in order to achieve
proper convergence to predict transient squeal behaviors. Also it
can be said that the definition of the most optimal reduced basis
size in terms of calculation time and accuracy of results therefore
requires special attention and depends on the criterion used to
characterize the squeal, i.e. the detection of only squeal occur-
rences via stability analysis, the calculation of limit cycles, the pre-
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diction of all the transient squeal phenomena or the estimation of
squeal noise.

Considering results for a simple disc/pads model, it appears that
the DMS technique could be very interesting in a future context of
robust design to eliminate or reduce brake squeal, since it provides
fast convergence and requires only a recalculation of the transfer
matrices for each change of physical parameters like the friction
coefficient. However one of the major issues lies in the ability to
determine an optimized cost/precision ratio which is not obvious
at first glance since it depends directly on the outputs used to char-
acterize squeal.
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