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Abstract—Cyber-Physical Energy System (CPES) - complex
juxtaposition of multiple energy domains and communication and
automation technologies - requires a sophisticated testing frame-
work to achieve holistic assessment and validation, especially
at large scale. In this paper, the real Supervision, Control and
Data Acquisition (SCADA) system of CPES is integrated with the
advanced techniques: Real-Time Simulation (RTS) and Power-
hardware-in-the-loop (PHIL), in a cross-infrastructure manner
to create a realistic validation environment for CPES. On the
one hand, the method can be applied to extend the capacity of
the infrastructures as well as creating a common resource and
expertise pool. On the other hand, this approach combines the
realistic data and advanced SCADA services with the flexibility of
the real-time simulation platform, which provides the possibility
to emulate extreme and faulty scenarios with virtual equipment
and topology. The proposed approach is demonstrated via a case
study of analysing the impact of communication on advanced
voltage and frequency restoration in an isolated microgrid. The
case study is implemented on two remote platforms PREDIS-
PRISMES (70 km apart). The validation framework comprises
the RTS and PHIL platform coupled with the OPC UA SCADA
system in PRISMES, the control algorithm and the communica-
tion network simulator located in PREDIS platform.

Index Terms—Interoperability, SCADA-as-a-service, Cross-
infrastructure, Hardware-in-the-loop, Co-simulation, Real-time
simulation, Holistic Testing.

I. INTRODUCTION

IN order to achieve the decarbonisation scenario, the power
system is modernized and is embedded with various Infor-

mation and Communication Technologies (ICT) and automa-
tion solutions, including advanced metering infrastructure, big
data assessment and cyber-security [1]. This juxtaposition of
multiple technologies has transformed the power system into
a cyber-physical energy system (CPES), featuring a strong
interrelation and correlation of the individual domains [2]. A
comprehensive and holistic validation strategy for CPES needs
to harmonize distinct behaviours (continuous-discrete event)
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between the Informatics and Communication Technologies
(ICT) and the energy systems (electrical grid, heating system)
and various different time scales, from several µs (electrical
transient behaviour) to several days (market management).
It requires a suitable complexity of validation environment,
which is not always feasible in the framework of a single
Research Infrastructure (RI). For large-scale CPES assessment,
researchers are coupling multiple interoperable platforms [3]–
[7] into a holistic experiment to allow the mutualisation of
equipment (hence, reduction of investment) and the combina-
tion of expertise in different domains of CPES.

The classical validation workflow in CPES assessment is
based on mainly two approaches: simulation and real hardware
testing. Simulation provides the advantages of rapidity, flexi-
bility and versatility while does not risk damaging the equip-
ment. Real hardware testing requires much more time and
investments and is hard to reconfigure in case of an adaptation,
but it allows the consideration of real behaviour and impact of
equipment. These individual methods, up to now, were used in
a fragmented manner, allows the consideration of some certain
aspects of the big picture with a limited interaction to the
others, without any guarantee how the whole system would
react to a solution (e.g. a local optimization may not lead to
global optimization; how a single device failure may affect the
network or how the communication performance influences
the system stability, etc.). More advanced approaches to cope
with the multi-domain natures of CPES are: co-simulation [1],
real-time (RT) simulation [8], hardware-in-the-loop (HIL) and
power-hardware-in-the-loop (PHIL) [9] or eventually the com-
bination of both techniques [10]. The coupling of advanced
techniques involving hardware (e.g. HIL/PHIL) over a long
distance is, however, challenging due to the impact of latency
to the accuracy and stability of the experiment, which may
eventually damage the equipment under test [11].

An important aspect in the CPES system that is not suf-
ficiently considered in current validation frameworks is the
Supervision, Control and Data Acquisition (SCADA) system
and its impacts on system performance. In a large scale CPES,
the SCADA system can regroup and orchestrate all the ICT
and automation solutions. In current CPES validation methods,
the SCADA system, in particular, and the telecommunication
aspects, in general, are mostly considered by integrating
communication simulators [12], [13]. While this solution is
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cost-effective and allows the consideration of the interrelation
of cyber-physical aspects, the SCADA system of CPES is
a complex multi-layer system with industrial protocols and
information models, which are not always supported by the
communication simulators (mostly ICT oriented). Moreover,
the realistic telecommunication characteristics such as sam-
pling time of sensors, response time of controller, server capa-
bility, transition of different information models and protocol,
redundancy of architecture (history and back-up servers) can’t
be fully included with current communication network simu-
lators. They are, however, important for a correct and realistic
assessment of advanced functionalities of CPES (distributed
control, cyber-security, big-data analysis, etc.). On the other
hand, the real SCADA system is often associated with a fixed
physical system and does not provide enough flexibility for
testing of CPES in different configurations and environments.

In this paper, we propose an approach for interoperability of
SCADA services and RT simulation/HIL/PHIL of (remote) RI
in a holistic platform for CPES validation and assessment. The
integration of SCADA functionalities to the cross infrastruc-
ture holistic tests [14] via the SCADA-as-a-service architecture
[15] introduces realistic data and SCADA functionalities in
real-time to the CPES validation framework while the inte-
gration of RTS/HIL enables the consideration of CPES taking
into account multiple domains and time scales, as well as real
equipment behaviour. This approach allows the configuration
of complex and sophisticated validation framework for CPES
using realistic data and functions from the SCADA system in
flexible or extreme scenarios managed by RTS/HIL.

The approach is demonstrated via a case-study of voltage
and frequency restoration in isolated microgrid, implemented
in a coupled infrastructure of PREDIS (Grenoble INP) and
PRISMES (CEA Ines) platforms, located 70 km apart; includ-
ing RT simulation, OPC UA SCADA system and PHIL in a
holistic test setup.

The rest of the paper is organized as follows. Section II
presents the approach of cross-infrastructure holistic testing for
smart grid and the interoperability requirements for such test.
The integration between the SCADA system and the RTS/HIL
platform (among multiple RI) is considered in section III. In
section IV, the proposed method is demonstrated via the cross-
infrastructure holistic test-case. Section V concludes the paper
and outlines possible future directions.

II. CROSS-INFRASTRUCTURE HOLISTIC TESTING FOR
SMART GRID AND INTEROPERABILIY REQUIREMENTS

CPES are multi-domain systems and due to their diverse
and complex natures, the implementation of their validation
framework is challenging:

• The integrity and the interdependency of the subsystems
in different domains need to be well reflected in the
validation framework.

• A local solution obtained by a single domain test may
not be (or compatible with) the global solution.

• Expertise from multiple domains is required to fully
characterize and to implement a holistic framework.

Combining complementary expertise and platforms of RI in
a holistic test is, therefore, a judicious solution that does not

require heavy investments in time, infrastructure and human
resources. To successfully integrate different actors together
in a holistic framework (e.g. SCADA system, RT simulation
platform and different kinds of equipment), it is necessary and
imperative to achieve interoperability among them. When the
holistic test involves combining assets from several platforms,
an inter-platform interoperability is also required for their
connection and integration. Achieving interoperability also
facilitates the connection and integration of new platforms to
the group and reduces the cost of installation of experimental
modules and integration processes.

A. Interoperability requirements

In [16], we proposed a five-layer interoperability architec-
ture for a holistic CPES test (Fig. 1). A holistic experiment
integrates information and data from various sources with
different formats (via cosimulation or via platform coupling).
Depending on the level of coupling that one wishes to achieve
in the framework, it is necessary to achieve interoperability
up to a certain abstraction layer. The practical setup and
harmonization between different parties involved in the test
need to be taken care of accordingly.

• Interoperability at technical implementation level involves
a harmonization of communication infrastructure (i.e.
physical layer – e.g. intra/internet, common data sheet,
etc.). This low level allows the exchange of signals (e.g.
binary, hexadecimal, etc.) between the parties

• The dynamic data level involves the harmonization of
communication protocols (e.g. TCP/IP, UDP, Lora, etc.)
among parties. It also decides the synchronization aspects
(e.g. emission and reception time, multicast, etc.), encod-
ing/decoding methods (e.g. Big Endian, Little Endian)
and data format (e.g. 8 bits, etc.). Interoperability at this
layer ensures the good transmission of data (e.g. v value)
among the parties.

• Syntactic formalism level relates to the methods of inter-
pretation of data (i.e. information model ). Interoperabil-
ity at this level allows translating correctly the received
data into meaningful information (e.g., the received v
value is the voltage at bus A).

• Semantic level describes the interrelations among the
information of an entity or among entities in a scenario
(e.g. i and v are current and voltage of bus A; bus A
is connected with bus B and C, etc.). Interoperability
at syntactic and semantic levels allows the correct and
automatable processing of the scenario.

• Finally, the conceptual scenario level describes the
multi-domain system configuration (e.g. interconnection
power/ICT/heating, etc.), and the desired test scenario
(e.g. generator x starts at time t1, load y trips at time t2,
etc.). Interoperability at this level allows the participating
parties to execute their parts and to contribute to the
global test scenario correctly.

In general, the integration of SCADA system to the holistic
framework involves mostly the three lower layers. While the
practical implementation of interoperability at physical and
dynamic levels are quite straightforward (i.e. implementing
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Fig. 1: Interoperability architecture and practical setup require-
ments.

common communication protocols or employing a protocol
conversion interface). It is not the case for the three higher
abstraction levels. In general, the syntactic and semantic
convention of the power system are achieved via employing
a common information model (e.g. CIM (IEC 61970/61968)
[17], Multispeak [18], IEC 61850 dynamic data model [19] or
OPC UA address space [20], etc.). The existing information
models are however domain oriented and may not fully cover
the inter-domain links (e.g. between ICT-Power or between the
electrical grid and the heating system). This gap can be fixed
via the inclusion of a scenario description language (standard
TTCN-3 [16], TPLAN [21] and the 62559 template from
SGAM model [22]) which also enables the implementation
of interoperability at the conceptual level. For instance, there
are automated or semi-automated methods for implementing
popular information models (e.g. CIM [23]), converting and
communicating between different information models (e.g.
CIM and OPC UA [24]). The combination of power system’s
information models and scenario description languages is
unfortunately not easy to achieve, let alone to automate the
process.

B. Practical Implementation of Interoperability

In case one desires to include the power system SCADA
system, as proposed in [15], it is imperative for the partici-
pating parties to exchange and to comprehend correctly the
system description and the scenario (i.e. to reach at least
syntactic interoperability). This task is however challenging
because the traditional SCADA system does not support the
concept of the information model. Data is processed and stored
syntactically only with advanced systems (i.e. object-oriented
data model). In case that the SCADA system does not support
information model implementation, additional human effort
is necessary for harmonization (e.g. pre-agreed convention of
naming scheme, message format and communication protocol,
etc.). On the other hand, the integration of more advanced
SCADA system to a holistic framework in the syntactic layer
requires potentially a harmonization and adaptation of the
SCADA’s information model to the one employed in the
framework, or vice versa.

In fact, the physical implementation of SCADA system of
infrastructure depends strongly on:

• the field-level technical choices of the system opera-
tor: communication infrastructure (e.g. Ethernet, power
line communication-PLC, Wi-Fi, etc.), protocols (e.g.
IEC61850, DLMs, etc.), information models (e.g. CIM,
Multispeak, etc.) and environments (e.g. Labview, etc.),

• the topological interrelation of its elements (centralized,
distributed, hybrid)

• and the actual need for application functionalities (avail-
ability, time steps, stability, etc.).

The suggestions for implementations at different levels of
interoperability are presented in a generic manner because the
specific technical choices would depend on a real situation
(e.g. the SCADA’s information model, the employed protocols,
etc.) and maybe not trivial in another situation.

Implementing interoperability including SCADA system
can be done via several levels. At the most basic level (i.e.
technical interoperability), the communication infrastructure
among parties needs to be integrated. We focus on the follow-
ing implementation at the dynamic and syntactic level which
are required for the integration of the SCADA.

1) Interoperability of Dynamic Data: At this level, the par-
ticipating parties exchanges dynamic data (e.g. measurement,
set points, etc.). These data may not be related to another
by default. The interrelations among them (i.e. syntactic and
semantic levels), which are necessary to execute the holistic
test accurately, are achieved via pre-agreed convention (e.g.
common naming scheme, system architecture diagram) and
may require human intervention.

An important issue in implementing interoperability at the
dynamic level is the transition among various communication
protocols. CPES hosts a wide range of protocols from field
devices (e.g. Modbus, DNP3, ZigBee, etc.) to the internet
(e.g. https), via Local Area Network (LAN) or long-distance
communication (e.g. LoRa, GSM, 4G, etc.). Each protocol
specifies a different message format. The complexity is often
degraded by the variety of operating systems (OS - e.g. UNIX,
LINUX, etc.), which demand different memory order (e.g. 32-
64 bits, big-Endian or little-Endian, etc.).

In general, OPC and OPC UA can be used for the transition
from platform-dependent and component-based field level pro-
tocol to SCADA system and other interoperable applications.
Besides acting as a translator, OPC UA can also bridge the
gap between the local network and wide area services [25].

2) Interoperability of Information Models: In general, it
is ideal to implement a common information model for all
participating parties in the holistic scenario. However, the
SCADA system of each partner is issued from its system
configuration and architecture, as well as the development
environment and it would be costly to switch. Even if a
platform does not possess a SCADA system supporting infor-
mation model, its data is often organized with its own naming
and format convention, which may differ from one partner to
another. Most of the time, interoperability in a holistic scenario
is achieved with harmonization of those “semi” information
models.
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The adaptation can be done at the syntactic level or semantic
level.

• If the SCADA system is integrated as ”black box” and no
topology information is required, then a simple naming
scheme and message format harmonization suffices for
syntactic level.

• However, if the topology of the considered system matters
during the integration, then semantic interoperability is
required and that information needs to be extracted and
imported. For instance, CIM allows the representation of
topological information in the form of CIM/XML (eX-
tensible MarkUp Language)/RDF (Resource Description
Framework). This description can be used to configure
the semantic communication in the framework or to set
up the intermediate server for information exchange [23].

These implementations can be done over the base of inter-
operability at the communication level.

III. INTEROPERABILITY OF SCADA SERVICES WITH
REAL-TIME SIMULATION AND (P)HIL PLATFORM

Interoperability of SCADA services with RTS and (P)HIL
in a holistic platform (Fig. 2) bring out several benefits:

• Possibility to consider the scenario with real data from
the expected system environment (including uncertainties
that are not readily available with a simple simulation
model: e.g. PV/wind installation angle, diversity of me-
teorological condition, number of users in a building, etc.)
and advanced SCADA services.

• The RTS can complement the physical platform with
virtual equipment that is not available.

• RT interface between the SCADA system and the RTS
allows the replication and the consideration of real equip-
ment in a virtual scenario, which is sometimes extreme
or faulty (e.g. for protection or anti-islanding testing),
without damaging the real devices.

• The (P)HIL capability allows local consideration of real
equipment in their deployment setup, interacting with the
virtualized CPES (e.g. harmonic injection, anti-islanding
capability, etc.).

A. Communication Implementation

The coupling setup between the SCADA system and the
RT platform depends on the architecture of the system and
the test-scenario. Generally, the RT platform can be coupled
to:

• field devices level (via component-dependent protocols),
RTU/PLC level (via IEC 61850/Modbus protocol),

• OPC level (via OPC or OPC UA protocol)
• or via application level (via UDP/TCP).

The actual setup should be chosen as a function of the
required services from the SCADA system and with the
criterion of minimizing the latency, e.g. if the RT platform
requires measurements from a single device (e.g. RTU), it
can be coupled to that RTU via Modbus, instead of going
through the upper SCADA layers. The choice is also limited
by the communication capability of the RT simulator (i.e.

Fig. 2: Integration of SCADA system with RTS and PHIL
platform.

supported protocols). Several implementation methods can be
considered:

• Via a software interface that converts, (dynamic or steady)
data from the SCADA side’s protocol to the RTS’s
protocol (e.g. Modbus to https). This approach is easy
to implement (dynamic level interoperability), but lacks
support for system semantics and requires more efforts
when the system becomes large scale.

• Via a common database (e.g. SQL, Redis, etc.) that
serves as an exchange point. This common database can
also be configured to arrange the received data to a
defined information model (syntactic and semantic level
interoperability).

• In the particular case when the required SCADA service
is provided by an external actor (e.g. PV production fore-
casting function developed in Matlab providing prediction
to the SCADA system). Then the coupling point (RT
platform - SCADA) can be set as the point where the
SCADA acquires the service (e.g. a .xml file).

B. Synchronization – Latency Compensation

RT simulation, HIL and PHIL require the simulator to sat-
isfy rigorous constraints on timing and determinism, because
the ”virtual” elements need to keep up with the real-time
behaviour, which is particularly challenging due to the capacity
of the simulator and due to the potential variability of time
steps. Moreover, latency in the Power-hardware-in-the-loop
setup may cause the lead to instability and may cause damage
to the equipment [10].

The coupling of the SCADA system and the RTS/HIL plat-
form introduces into the framework the latency between them
as well as the limitations of physical equipment (sampling
time, response time, etc.). While they do not prevent the func-
tionality of the interface (i.e. information exchange between
the actors), the results may consist disturbances (e.g. sample
from a later step may arrive before its precedent samples) and
may not reflect a realistic scenario (e.g. the emulators running
shortened profiles coupled with real devices).
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For synchronization, we can choose to set up the RT
platform and the SCADA system to exchange with the time
steps satisfying the conditions proposed in [25]. This condition
ensures that the exchanged value could be assigned to the same
sync step of the other actors (i.e. the order of signal is well
preserved), while capturing all the variation and providing a
”closest to reality” information to the RT/HIL platform. The
last criterion to choose the sync step is the requirement of the
considered application (e.g. control generally requires much
faster sampling time than monitoring).

Finally, several compensation methods can be considered to
compensate for the latency between the SCADA system and
the RT/HIL platform or between the RI:

• The exchanged signals are “shifted” through time-
frequency transformation [26]. The advantage of this ap-
proach is that it works well with signals with harmonics.

• An observer is constructed to estimate the state of the
subsystem subjected to data exchange, based on the
measurements of previous steps and the space state of
the subsystem [27].

• A similar method using linear prediction for latency
compensation is registered in [28]. This method performs
linear prediction directly on the exchanged signal and
does not require knowledge on the subsystem space state.

All of the existing methods share the two shortcomings:
firstly, the latency is assumed to be known. The exact es-
timation of this latency is however problematic, especially
in geographically distributed interoperability involving clock
synchronization. Secondly, none of the existing methods can
handle well signals with micro-variation, which is very com-
mon with real measurements. For RMS signal, they all perform
reasonably; however, the performance degrades significantly
when we go into sub-second scenarios.

In any case, the latency should be compensated only if it is
subsequently introduced by the test-setup. When the latency
is a part of the desired scenario (e.g. latency between RTU
and field devices), then it should be kept as it is for a realistic
consideration.

IV. CASE-STUDY: CROSS-INFRASTRUCTURE
IMPLEMENTATION OF VOLTAGE AND FREQUENCY

RESTORATION IN ISOLATED MICROGRID

In this section, the proposed approach is demonstrated via
a case study of advanced voltage and frequency restoration
in an isolated microgrid. The case study is implemented on
two remote platforms PREDIS-PRISMES (70 km apart). The
validation framework comprises the RTS and PHIL platform
coupled with the OPC UA SCADA system in PRISMES, the
control algorithm and the communication network simulator
located in PREDIS platform.

The considered case study involves the restoration of voltage
and frequency in a PV supported micro-grid. In this case study,
we are interested mainly in several aspects:

• Validation (good functionality) of the control.
• Demonstration of a holistic test-case, where virtual/real

equipment can impact each other in an experimental setup
closely representing the desired scenario.

Fig. 3: The microgrid configuration considered in the test-case.

• Demonstration of our approach to combine resources and
technical expertise from different research infrastructures.

• Demonstration of the interoperability of SCADA system
and RT simulation.

A. Test-Case Description and Cross-Infrastructure Set Up

1) Test-Case Description: We consider in this test-case
the microgrid (MG) supported by four PV packs and four
battery energy storage systems (BESS), supplying nine loads;
as depicted in Fig. 3. The MG operates in the islanded mode
without the support from the main grid. The stability of the
grid is guaranteed by the cluster of battery energy storage
systems (BESSs). Each BESS has a local controller which
operates in parallel with the MG central controller (MGCC)
(Fig. 4). A typical hierarchical control structure is applied to
control the MG under the fluctuation of loads and PVs power.
The aim is to maintain the system frequency and voltage at the
references value and to ensure the proportional power-sharing
among BESSs.

At primary level, the local droop control of each BESS re-
acts rapidly to balance power between consumers and suppliers
against disturbances:

f − fref = −kP (P − P ref ) (1)

V − V ref = −kQ(Q−Qref ) (2)

where kP and kQ are the droop coefficient; f − fref and
V − V ref are the grid frequency and the voltage deviation
respectively; P − P ref and Q − Qref are the variations in
the active and reactive power delivered by the BESSs to
compensate such deviations.

The primary control may cause the deviation of frequency
and voltage even in the steady-state. The secondary control
is then activated to bring the frequency and voltage to the
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Fig. 4: Control diagram of a BESS.

reference values. The coordination between local controllers
is required to avoid the conflict of control signals. In this study,
we use a centralized approach for secondary control purposes.
The MGCC collects measurements and distributes the control
signals as follows:

δf = kIf

∫
(f − fref ) (3)

δV = kIV

∫
(V − V ref ) (4)

where kIf and kIV are the control parameters.
Fig. 4 illustrates the control diagram of the ith BESS

with two control layers: the local control for primary control
purpose and the central controller which takes in charge of
secondary control. The secondary control receives voltage and
frequency signals from a common measurement point. In this
work, the secondary control is in a MGCC located in a long
distance site and will broadcast control signals to all BESS
local controllers.

The time delays when transferring signals between control
layers may lead to voltage and current fluctuation [29]. A
MG with the hierarchical control structure might have weak
stability or even instability due to the influence of time delay.
The stability analysis considering network delay has been
presented theoretically in previous works [30] based on small
signal stability, Lyapunov theory and linear matrix inequalities
technique. The control gains in the central secondary control
need to be tuned to adapt network communication condition.
In this work, we investigate the time delay dependency in a
more practical way with the proposed platform.

2) Cross-infrastructure Integration of SCADA – PHIL: The
test case is implemented in two parts (Fig. 5), combining the
resources and expertise of two partners: CEA INES (power
system – electrical manipulation) and Grenoble INP (control
– communication network simulation).

Fig. 5: The multi-site platform setup.

(i) The power part of the MG is located in the PRIMES
platform (CEA INES, Chambéry, France). One PV is the
hardware device interfaced with the real-time simulator
in the PHIL set up, while the three remaining PVs are
emulated in OPAL-RT with real-time synchronized data
from the SCADA system. One load is a hardware device
(Cinegia load) while other loads are synchronized with
the onsite building consumption. The droop controllers
are located locally for fast reactive time.

(ii) The MGCC is developed and located at PREDIS platform
(Grenoble INP, Grenoble, France – 70 km apart from
CEA-INES) based on the secondary control law in (3)
and (4).

In this case study, we consider the real PV production and
load consummation in the MG. For that purpose, we create
a link with the SCADA system of CEA INES to get these
measurements in real-time and to inject them to the MG
simulated in the RT simulator OPAL RT. The smart houses
INCAS and the PV packs (each with 20-60 Si-Monocrystalline
panels and PV inverters) are physical hardware (Fig. 6) and are
synchronized to the test via the OPC UA SCADA Panorama
E2 of PRISMES platform in CEA. In term of model, those PV
and load are emulated as current sources with synchronized
active and reactive power.

To examine the behaviour of the control algorithm (voltage-
frequency deviation) to real devices, the PV pack and load at
bus 6 is then replace with the real load Cinegia 30kVA and
the real PV inverter SMA 17kVA connected with a PSI PV
emulator. These real equipments are physically connected to
the MG via a PHIL interface (Fig. 7). The PHIL Interface
follows Ideal Transformation Method (ITM).

Since bus 6 consists of inverter-based source and load and
has a single point of coupling (PCC) with respect to the
considered grid, it is necessary to validate the anti-islanding
capacity of the PV inverter in case of grid disconnection. IEC
62116 [31] requires the PV inverter to check the loss of the
grid and stop supplying the power (i.e. to disconnect within
2s) to the closely matched demand by the loads (with the
tolerance of ±5% − 10%). The trip time is calculated based
on the IAC values in an islanded condition. This scenario
is particularly hard to detect for traditional passive based
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Fig. 6: The INCAS houses and the PV packs at PRISMES
that were considered in the test-case.

Fig. 7: The PHIL part setup.

protection, due to the difficulty of setting admissible parameter
range. For the validation of anti-islanding capability, the PSI
PV emulators are then calibrated to be well within ±5% of the
demand by the Cinegia (Fig. 8). The cluster is then “balanced”
and there is almost no power exchange with the other parts
(Iexchange ∼ 0).

The communication between two partners is configurated
through a Redis server working as a private cloud database.
Communication emulators at Grenoble INP observes the real
communication between two site and are capable of emulating
artificial communication scenarios between the MGCC and the
MG (e.g. latency, noise, congestion, etc.) to investigate the in-
fluence of communication network on the control performance.

B. Experimental Results

The parameters and droop coefficients of BESS local con-
trollers are shown in Table I.

Three cases will be considered corresponding to three
different communication network scenarios. We validate firstly
the functionality of the control in the actual setup, and then
we investigate the capacity of the control in a more extreme
communication scenario (high latency). Finally, communica-
tion with noise is then considered.

Fig. 8: PQ Calibrating error for the islanding situation at bus
6.

TABLE I: Droop control parameters.

BESS-1 and BESS-2 BESS-3 and BESS-4
kP1 , kP2 4e-5 kP3 , kP4 2e-5
kQ1 , kQ2 2e-3 kQ3 , kQ4 1e-3
Lf
1 , Lf

2 0.4mH Lf
3 , Lf

4 0.4mH

1) Case 1: Normal condition: The latency between the two
sides of the platforms is measured to be consistently around
32 ms, with some occasional peaks of 85 ms. The integral
control gains are chosen as a trade-off between tolerable
communications delay and convergence speed:

kIf = 2, kIV = 5

The measurement of the active power of BESSs, frequency
and voltage at the inverter outputs are shown in Fig. 9.

Initially, the local droop controllers regulate the power
outputs of BESSs to ensure the stability and keep the system at
the steady-state. However, there exist the errors of frequency
and voltages in comparing with the normal state. After that,
we trigger the secondary controller remotely, the controller
gradually compensates the deviation and recovers frequency
and voltage to desired values. The controller works correctly
to deal with the disturbances of loads and the fluctuation of
PV systems.

2) Case 2: Bad Communication Scenario: In this case,
we add 500ms to the latency between the MGCC and the
local entities to investigate the behaviour of the controller in
a bad communication scenario (i.e. longer distance or slower
protocols). With the same control parameters in Case 1, when
the secondary start, the controller failed to stabilize the MG
as illustrated in Fig. 10. The selection of the integrator gain
value is no longer correct for this environment network. It
demonstrates the huge impact of the communication network
to the system operation if it is not taken into account right in
the design phase.

At 98.38s the voltage surpasses the limit of 15% raise and
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Fig. 9: Case 1: without additional latency, kIf = 2, kIV = 5.

does not return to the allowed tolerance in the required time
(2s – this time span may vary from one grid code to another).
The overvoltage triggered the protection at the physical point
coupling and disconnected bus 6. Due to this sudden voltage
drop, the PV current supplying the load flows through the
PCC for a brief moment before the PV inverter stops. The
time taken by the inverter to check the loss of the grid and
stop supplying the power to the closely matched demand by
the loads is 0.108 s (i.e. time before IAC returns to 0 - Fig.
11), which is well within the limit of 2 s required by IEC
62116.

The controller, therefore, needs to be modified to adapt to
the new working condition. The gains are reduced as follows:

kIf = 0.5, kIV = 0.5

Fig. 12 displays the results with the updated controller.
When the secondary control is activated, the frequency and
voltages are restored to the references. The power quality is
maintained even with a considerable step change of loads or
different operational states of BESSs (charge/discharge).

3) Case 3: Communication With Noise: We consider, in
this case, the performance of the control algorithm under
communication noise. The parameter is then reconfigured as
in Case 1. An additive Gaussian noise (variance σ2 = 0.01)
is added to the communication between the controller and the
microgrid. The power sharing among the BESS, the voltage
and frequency are then shown in Figure 13. It demonstrates

Fig. 10: Case 2: with additional latency, kIf = 2, kIV = 5.

Fig. 11: Anti-Islanding activation at bus 6.

that the control can withstand communication noise to a certain
extent.

The considered test case demonstrates a holistic approach to
consider a CPES in its complete form with all the interaction
and interdependency between cyber and physical parts. This
consideration led to the early reconfiguration of the control
according to the deployment environment, right in the design
phase. Indeed, in this demonstrating test case, we are capable
to observe clearly how the communication performance influ-
ences the electrical microgrid behavior, triggers anti-islanding
protection on physical inverter and how we could use the
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Fig. 12: Case 2: with additional latency, kIf = 0.5, kIV = 0.5.

Fig. 13: Case 3: Control under communication noise.

results to tune the control parameters.

V. CONCLUSION

In this paper, we proposed a method to combine SCADA
services, simulation and Power-hardware-in-the-loop, in a
cross-infrastructure manner, to create a holistic validation
framework for cyber-physical energy system solutions. Using a
combination of these fragments to create a holistic and realistic
environment, we can achieve transient validation on physical
components via localized PHIL experiment; coupled with the
desired CPES generated in real-time simulation with SCADA

service coupling. Moreover, the method is designed in a
vision of cross-infrastructure interoperability, which allows the
combination of infrastructures (and the expertise to manipulate
the infrastructure) from multiple partners in to a large-scale
but holistic CPES validation framework. It helps to save
time and money (for investment and formation) and more
importantly, to close the gap between the design and the
industrial deployment of a solution.

In this vision, the advancements of this approach can be
summarized as following:

• The validation framework is closer to reality thanks to
the synchronization with SCADA service to create digital
twins of physical elements (e.g. PV arrays, building, etc.).

• The multi-domain nature of CPES and the interaction
among them are addressed via co-simulation.

• Local and transient behavior of the integrated DRES can
be considered in the most realistic condition with real
devices (via PHIL interface) and the propagation of its
impact at a global level can be considered in the holistic
environment.

• Finally, with cross-infrastructure interoperability, exper-
tise and infrastructure from different partners can be
combined to examine a large scale holistic CPES.

The proposed method improves the realism of the testing
environment, enables the possibility of building large scale
CPES testing setup, complements the drawbacks of the exist-
ing technologies, without requiring heavy investments in time,
infrastructure and human resources.
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