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Genetic algorithm and Monte Carlo simulation for a stochastic capacitated
disassembly lot-sizing problem under random lead times

Abstract

The purpose of this research is to propose several optimization methods for the stochastic multi-period

disassembly lot-sizing problem. The case of one type of end-of-life product and a two-level disassembly

system is studied. The disassembly lead times are discrete random variables with a known and bounded

probability distribution. The objective is to optimize the expected value of the total cost, which is the sum

of setup cost, overload cost, inventory holding cost and backlogging cost. Three approaches were developed

to solve the studied problem: (i) a two-stage mixed-integer linear programming model based on all possible

scenarios for small instances, (ii) a sample average approximation approach based on Monte Carlo simulation

for medium-scale instances and, (iii) an optimization approach based on the Monte Carlo simulation and

a genetic algorithm for large-scale instances. Experimental results show the effectiveness of the proposed

models which can be used to support decision-making on replenishment and disassembly plans.

Keywords: Capacitated disassembly lot-sizing, Stochastic lead times, Monte Carlo Simulation, Sample

average approximation, Genetic algorithm.

1. Introduction1

A great deal of attention is now being paid to dealing with end-of-life (EoL) products for economic and2

environmental reasons such as incineration sites and shortages of landfill sites, legislative pressure, economic3

considerations etc. In particular, much legislation imposes an obligation on the manufacturing industry to4

collect and recover EoL products in more environmentally conscious ways (Kim et al., 2018b).5

The disassembly operation is one of the important activities in recycling raw materials and separating6

reusable components. It can be defined as the process of separating EoL products into multiple components by7

sorting and inspection operations. Various disassembly optimization problems have been intensively studied8

in the literature such as disassembly line balancing problems (e.g., Liu et al., 2020; Xu et al., 2020; Ren9

et al., 2020; Jeunet et al., 2019; Li et al., 2019; Tseng et al., 2019, 2018; Li et al., 2018; Zhang & Zhang,10

2010; Agrawal & Tiwari, 2008; Efendigil et al., 2008; Tiwari, 2005; Dini et al., 2001; Güngör & Gupta, 2001;11

Gungor & Gupta, 1998), the disassembly sequencing problems (e.g., Liu et al., 2020; Xu et al., 2020; Ren12

et al., 2020; Li et al., 2019; Jeunet et al., 2019; Tseng et al., 2019, 2018; Li et al., 2018; Han et al., 2013;13

Zhang & Zhang, 2010; Efendigil et al., 2008; Rai et al., 2002; Dini et al., 2001; Gungor & Gupta, 1998), the14

disassembly lot-sizing problem (e.g., Pour-Massahian-Tafti et al., 2020a,b; Slama et al., 2020; Habibi et al.,15
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2019; Tian & Zhang, 2019; Piewthongngam et al., 2019; Ji et al., 2016; Prakash et al., 2012; Kim et al.,16

2006a, 2003) and other interesting issues.17

In this paper the demand for components must be satisfied from the disassembly of EoL products. The18

objective is to optimize the disassembly plan under capacity constraint and uncertainty of disassembly lead19

times (DLT). According to Ilgin & Gupta (2010), the studied problem enters the classification of the Dis-20

assembly Lot Sizing Problem (DLSP) that optimizes disassembly processes in order to satisfy demand of21

components over a given planning horizon.22

Recently, a great deal of attention has been paid to studying disassembly lot-sizing problems. Many23

researchers have developed stochastic and deterministic approaches to optimize the disassembly plan for24

complex EoL products. Nevertheless, the majority of studied problems consider a deterministic environment25

and neglect uncertainty. In practice, managing disassembly operations is difficult due to technical problems26

(absenteeism, limited disassembly capacity, quality problem, etc.). When an EoL product is disassembled, it27

is fundamental to ensure that the right model is applied. Owing to the complexity of the manual disassembly28

operation, the workforce is often the major factor generating uncertainty regarding disassembly duration.29

Consequently, this uncertainty of disassembly lead times (DLT) could disturb the whole disassembly line and30

create additional costs related to inventory levels, tardiness penalties, lost sales, overload capacity, etc.31

The aim of this paper is to optimize the basic two-level disassembly lot-sizing model under stochastic32

DLT. The demand and available capacity are fixed and known in advance. The disassembly lead times are33

discrete random variables that follow a known and bounded probability distribution. Here, we assume that34

the disassembly plan is frozen over a given planning horizon of several periods. In this case, even if the lead35

times are revealed as time goes by, the two-stage stochastic model remains valid. This is relevant in the36

capacity planning decision, as the schedule of the employees’ weekly work schedules cannot be modified at37

short notice.38

In this paper, we consider a predictive strategy and develop a two-stage model based on scenario approach.39

In our two-stage decision process, the disassembly lead times for the entire time horizon are revealed once the40

first stage decisions are made. These decisions correspond to the disassembly, ordering setup and disassembly41

overtime decisions for each time period. The second stage involves inventory and backlog decisions. The42

questions then become: At which point in time should we start the disassembly? and what quantity must43

be disassembled?44

We summarize below the contributions and innovations of this study:45

1. An original stochastic Capacitated Disassembly Lot Sizing (CDLS) model is formulated as a two-Stage46

Mixed Integer Linear Program (2S-MILP).47

2. To alleviate the scalability issues, a sample average approximation approach (SAA) based on Monte48

Carlo simulation is proposed.49

3. A sensitivity study is introduced to analyze the effect of disassembly lead time variability on the50

robustness of the proposed SAA algorithm.51
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4. To solve large scale problems, a model coupling MC simulation and a genetic algorithm (MC-GA) is52

proposed.53

5. Useful managerial implications for industry practitioners are provided.54

The rest of this paper is organized as follows. The next section outlines a brief overview of the stochastic55

DLSP literature. Section 3 gives the problem statement and model formulation. Section 4 presents the56

approach based on sample average approximation algorithm. In section 5, we introduce the model coupling57

MC simulation and a genetic algorithm. Section 6 reports numerical results. The paper ends with conclusions58

and avenues for future studies.59

2. Literature review60

In the literature, the majority of work focused on DLSP in a deterministic environment. Concerning this61

field, the existing literature can be split into two categories: (i) uncapacitated problems (see for example Pour-62

Massahian-Tafti et al., 2020a,b; Godichaud & Amodeo, 2019; Piewthongngam et al., 2019; Kim et al., 2018a;63

Godichaud & Amodeo, 2018; Kang et al., 2016; Gupta & Lambert, 2016; Prakash et al., 2012; Kim et al.,64

2009; Langella, 2007; Kim et al., 2006b; Lee et al., 2004; Lee & Xirouchakis, 2004; Kim et al., 2003; Neuendorf65

et al., 2001; Taleb et al., 1997a,b) and (ii) capacitated ones (see for example Slama et al., 2020; Ji et al., 2016;66

Ullerich & Buscher, 2013; Kim et al., 2006a, 2005; Lee et al., 2002). Table 1 gives a recapitulation of previous67

works which we have classified as deterministic vs stochastic approaches. For more detailed literature reviews,68

readers can refer to Slama et al. (2019) and Kim et al. (2007).69
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Table 1: Summary of relevant literature.

(a) Deterministic approaches.
Authors Criteria Resolution BOM Cap PC

T M

Gupta & Taleb (1994) Min(NP ) R-MRP
√

Taleb et al. (1997a) Min(NP ) R-MRP
√

Taleb et al. (1997b) Min(NP +Dc) heuristics
√

Neuendorf et al. (2001) Min(NP ) Petri nets
√

Lee et al. (2002) Min(Pc+Hc+Dc) LP
√ √

Kim et al. (2003) Min(Sc+Hc+Dc) LP
√ √

Lee et al. (2004) Min(Sc+Pc+Hc+Dc) LP
√ √

Lee & Xirouchakis (2004) Min(Sc+Pc+Hc+Dc) Heuristic
√ √

Kim et al. (2005) Min(NP ) DP
√ √

Kim et al. (2006b) Min(Sc+Hc+Dc) Heuristic
√ √

Kim et al. (2006a) Min(Sc+Hc+Dc) LH
√ √

Kim et al. (2008) Min(Sc+Hc) DP
√

Gao & Chen (2008) Min(Sc+Hc+Dc) GA
√

Barba-Gutiérrez et al. (2008) Min(Sc+Hc+Dc) LS-RMRP
√

Kim et al. (2009) Min(Sc+Hc) Branch and bound
√ √

Kim & Lee (2011) Min(Sc+Hc+Dc) Heuristic
√

Prakash et al. (2012) Min(Hc+Dc+Pc+Sc) CBSA
√ √

Ullerich & Buscher (2013) Min(Hc+Dc+Pc) Heuristic
√ √

Ji et al. (2016) Min(Sc+Hc+Dc+Zc+Cc) LH
√ √

Godichaud et al. (2015) Min(Sc+Hc+Lc+Oc) GA
√ √

Tian & Zhang (2019) Min(Sc+Pc+Hc+Wc) PSO
√

Kim et al. (2018a) Min(Sc+Hc+Dc) Heuristic
√

Godichaud & Amodeo (2018) Min(Dc+Hc+Wc+Lc) EOQ model
√

Piewthongngam et al. (2019) Min(Sc+Hc+Dc+Zc) MILP
√ √

Godichaud & Amodeo (2019) Min(Dc+Hc+Wc+Lc) EOQ model
√

Slama et al. (2020) Max profit MIP
√ √ √

Pour-Massahian-Tafti et al. (2020a) Max profit EOQ model
√

Pour-Massahian-Tafti et al. (2020b) Min(Sc+Hc+Dc) Heuristics
√ √

(b) Stochastic approaches.
Authors Objective Resolution Uncertainty

Y
ie

ld

D
em

an
d

D
LT

Inderfurth & Langella (2006) Min(NP ) Heuristic
√

Barba-Gutiérrez & Adenso-Dı́az (2009) Min(NP ) F-RMRP
√

Kim & Xirouchakis (2010) Min(Sc+Hc+Lc) LH
√

Fang et al. (2017) Min(Hc+Dc+Sc+Pc) LH
√

Liu & Zhang (2018) Min(Sc+Hc+Pc) Outer-approximation
√ √

Current paper Min(Hc+Sc+Ac+Oc) GA
√

“T: Two-level, M: Multi-level, Cap : Capacity, PC: Parts commonalities, NP: Number of disassembled products, R-MRP:

Reverse-material requirements planning, Dc: Disassembly operation cost, Pc: Purchase cost of root, Hc: Holding cost, Sc:

Setup cost, LP: Linear programming, DP: Dynamic programming, LS-RMRP: Lot-sizing-RMRP, CBSA: Constraint-based

simulated annealing, Zc: Purchase cost of parts, Wc: Waste cost, Cc: Start-up cost, Lc: Lost sales cost, Oc: Overload cost,

Ac: Backlogging cost, LH: Lagrangian heuristics, EOQ: Economic order quantity, DP: Dynamic programming”.
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In the last two decades, there has been a growing interest in developing methods and approaches to cope70

with uncertainties in supply and production planning. In the field of reverse logistics, the existing literature71

is very limited and has focused mainly on the uncertainty of demand and/or disassembly yield.72

For the uncertainty of demand, Barba-Gutiérrez & Adenso-Dı́az (2009) used trapezoidal distributions73

to characterize the problem. For solving the DLSP, they suggested a fuzzy Reverse Materials Requirement74

Planning (RMRP) algorithm. The authors determine the quantity of EoL products to be disassembled at75

each period. Their fuzzy RMRP approach (F-RMPR) seems to perform better than the traditional RMRP76

algorithm with a reduced inventory level. However, the proposed approach only seeks to satisfy component77

demands. The authors neglected the optimization of costs related to the disassembly process whereas these78

are an important element for companies. One year later, Kim & Xirouchakis (2010) studied the CDLSP79

with a multi-period planning, two-level bill-of-material (BOM) and a multi-type EoL product. To solve this80

problem, they developed a Lagrangian relaxation heuristic to minimize the sum of expected total cost which81

is equal to the sum of inventory, setup and penalty costs for the unfulfilled item demands. The work of Fang82

et al. (2017) studied the multi-period and multi-product stochastic problem for remanufacturing systems. In83

order to solve the studied problem, the authors introduced a scenario-based approach, a multi-stage stochastic84

MILP and a heuristic based on Lagrangian relaxation. The impact of the uncertainty of the demands on the85

solution is analyzed by a sensitivity study of several scenarios.86

The uncertainty of yield occurs when the difference between the quantities of items released and those87

obtained after disassembly is random. Inderfurth & Langella (2006) considered a multi-type product with88

parts commonality and solve the single period disassembly-to-order problem under random disassembly yield89

(number of units of components obtained from disassembling one unit of parent item). To solve the considered90

problem, they developed a heuristic to reduce the expected disposal, purchasing and disassembly operation91

costs. In Inderfurth et al. (2015), the authors developed a mathematical model to illustrate the effect of92

stochastic disassembly yield on stochastically proportional and binomial models. The results indicate that93

presuming binomial yield is preferable to assuming proportional yield.94

Few studies have been published on the uncertainty of demand and yield. Liu & Zhang (2018) formulated95

the stochastic DLSP with these uncertainties as a mixed integer nonlinear programming and developed an96

outer approximation-based solution algorithm to solve it. In that paper, the authors simultaneously use the97

maximum and minimum values of both a uniform (for demand) and normal (for stochastic disassembly yield)98

distribution to solve the DLSP.99

As explained previously, variability in disassembly times is often observed during disassembly processes.100

The related uncertainty is due to technical problems (absenteeism, limited disassembly capacity, etc.) and101

economic conditions (availability of EoL products and variability of costs, etc.). As far as we know, there is102

not much literature on disassembly planning under uncertainty of durations. Most studies have only focused103

on deterministic environments. The aim of our research is to investigate stochastic CDLSP, and it outlines104

a new approach to optimize order and disassembling policies.105
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3. Problem statement and model formulation106

3.1. Problem statement107

Let us take a close look at the disassembly planning of a two level disassembly system in which the EoL108

product is disassembled into several components. A graphical illustration of the two-level BOM, N compo-109

nents and single type of EoL product is given in Fig. 1. The customer’s component requirements are known110

over the planning horizon and should be delivered on predefined delivery dates. The number in brackets111

represents the disassembly yield or the number of components obtained by the disassembly operation of one112

unit of the EoL product. At the beginning of each period, a disassembly order for EoL product is made.113

In each period, we assume a limited disassembly time capacity. If this capacity is not sufficient to meet the114

component requirements in a given period t, an additional capacity can be added with a unit penalty cost115

ut.116

117
 

 

EoL product 

Customer Customer 
1 𝑁 

Demand Demand 

Delivery Delivery 

(1) (2) 

Figure 1: Two level disassembly system.

Disassembly systems are particularly vulnerable to EoL product disassembly lead times, since all the118

necessary components must be disassembled before the expected delivery dates. In fact, EoL product disas-119

sembly lead times, also named flow times, represent the time difference between releasing disassembly order120

and receiving the components from a disassembly order. To adhere more closely to industrial methods of121

planning, we assume a discrete temporal environment. The actual lead times are random discrete variables122

with known and finite possible values, and follow a known probability distribution. In fact, we assume that123

the workshop which disassembles the EoL products receives them from several disassembly lines. The work-124

load of these workshops varies from period to period. In this case, each disassembly lead time depends on125

the quality of the EoL product and the workload of the refurbishment workshop at each period t. Thereafter,126

the disassembled items are available after a stochastic disassembly lead time (Lt).127

128

Before modeling the considered problem, we detail the following assumptions frequently encountered for129

this type of problem (Kim et al., 2006b, 2009; Kim & Xirouchakis, 2010):130
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• The end-of-life products are available once they are requested;131

• Dynamic demands for the components are known over the planning horizon;132

• Demands are only satisfied by the disassembly system;133

• All disassembled items are in good condition to satisfy the demand;134

As EoL disassembly lead times are random variables over the planning horizon, we provide a scenario135

based stochastic optimization formulation. A scenario represents a possible realization of the disassembly136

lead time in each period. More precisely, the lead times Lt are random discrete variables varying between L−137

and L+. Thus, if any disassembly process starts in period t, all components are available at period t+Lt.138

Note that, if any disassembly order is released in period t, a setup cost st is occurred in that period. When139

a component i is received before its desired delivery date, an inventory holding cost hi per period of time is140

incurred. Conversely, a backlogging cost bi is assessed at the end of each period per unit backlogged. The141

objective is to optimize the disassembly quantities of the EoL product to minimise the sum of the expected142

holding and backlog costs of all disassembled components among all scenarios, as well as the setup and143

overload costs over a finite horizon.144

3.2. Two-stage mixed integer linear programming (2S-MILP)145

To solve the CDLSP with stochastic disassembly lead times, a stochastic 2S-MILP is proposed to minimize146

the expected total cost, denoted by E(TC), and to select the appropriate disassembly schedule plan i.e. the147

optimal quantity of EoL product to disassemble at each period over the planning horizon. The full list of148

notations used throughout this paper is given in Table 2.149

Definition 3.1. Let Ω0 be the set of all possible scenarios which contains all combinations of the random150

disassembly lead times. Each scenario ω corresponds to the realisations of all lead times of periods 1, ..., t.151

Its probability value is Pω. Knowing that all disassembly times are independent, so Pω =
∏
t∈T Pr(Lt = Lωt )152

and |Ω0|= (L+−L−+ 1)|T |.153

Table 2: Notation.

Indexes

t index of periods, ∀t= 1, ...,T

i index of components, ∀i= 1, ...,N

ω index for scenarios, ∀ω = 1, ..., |Ω0|

Parameters

T set of time periods of the planning horizon , |T |= T

N set of components , |N |=N

Ω0 set of possible scenarios
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Ri disassembly yield of component i

Di,t external demand for component i in period t

Ii0 starting inventory of component i

Lωt disassembly lead time in period t for scenario ω

hi unit time inventory holding cost of one unit of component i

st setup cost in period t

bi unit time backlog cost of one unit of component i

G disassembly operation time

Ct available capacity in period t

ut cost of adding a unit of extra capacity in period t

K Large number

Functions

E(.) Expected value

Pω Probability value related to scenario ω,
∑
ω∈ΩPω = 1

First-stage decision variables

Zt disassembly quantity ordered in period t

Yt binary indicator of disassembly in period t

Ot disassembly overtime in period t

Second-stage decision variables

Hω
it inventory level of component i at period t for scenario ω

Bωit backlogging level of component i at period t for scenario ω

Iωit inventory level at the end of period t. It is equal to Hω
it−Bωit

The capacitated disassembly lot-sizing problem with stochastic disassembly lead times can be formulated154

using the following stochastic 2S-MILP model based on scenarios formulation.155

E(TC) =min
∑
t∈T

( ∑
∀i∈N

∑
ω∈Ω0

Pω
(
hiH

ω
i,t+ biB

ω
i,t

)
+stYt+utOt

)
(1)
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subject to constraints:

Hω
i,t−Bωi,t = Ii0+

∑
τ∈T |τ+Lωτ≤t

RiZτ −
t∑

τ=1
Di,τ ∀i ∈N ,∀t ∈ T ,∀ω ∈ Ω0 (2)

Zt ≤K.Yt ∀t ∈ T (3)

G.Zt ≤Ct+Ot ∀t ∈ T (4)

Zt,Ot ≥0 ∀t ∈ T (5)

Yt ∈{0,1} ∀t ∈ T (6)

Hω
i,t,B

ω
i,t ≥0 ∀i ∈N ,∀t ∈ T ,∀ω ∈ Ω0 (7)

The E(TC) can be calculated by considering all possible values of Lωt and the objective function, expressed156

in Constraint (1) minimizes, for the first stage of the problem, the sum of the setup and penalty of extra157

capacity costs and the expected inventory holding and backlog costs for the second stage. Constraints (2)158

define for the second stage problem, the inventory balance for each component i at the end of each period t of159

scenario ω. Constraints (3) guarantee that a setup cost is generated in a period t if any disassembly operation160

needs to be performed in that period. Constraints (4) represent the disassembling capacity constraint in each161

period t. Constraints (5-6) provide the conditions framing the decision variables.162

Before moving on to the core topic of this research, we briefly examine the complexity of the studied163

problem. According to Florian et al. (1980) and Bitran & Yanasse (1982), the single item capacitated lot-164

sizing problem (SCLSP) is a special case of the CDLSP with a single disassembled item and Lt equals to 0165

with probability 1. As the SCLSP is NP-hard, the CDLSP is NP-hard too.166

4. Sample average approximation algorithm167

Solving the 2S-MILP model with the set of all possible scenarios leads to the exact solution. However,168

the complexity of the problem may increase exponentially if a large set of Ω0 is considered to represent the169

stochastic disassembly lead times and the proposed 2S-MILP becomes hard to solve. Therefore, in order170

to estimate the expected total cost (Kleywegt et al., 2002; Fishman, 1996), we propose the Sample Average171

Approximation (SAA) algorithm based on the Monte-Carlo (MC) sampling as proposed in Kim et al. (2018b).172

173

The flowchart of the SAA solution algorithm developed in this study is presented in Fig. 2. In this figure,174

Ω1, M and Ω2 represent the current random sample size, the number of replications and the maximum sample175

size, respectively. The proposed algorithm includes three main steps at each replication: (1) generating Ω1176

random scenarios for disassembly lead times; (2) solving the SAA problem and (3) checking the stopping177

condition (i.e. the variance of the gap estimator (VGE) and the percentage optimality gap (POG) must178

be sufficiently small). It is important to note that the three main steps are repeatedly carried out after the179

current random sample size Ω1 is increased by a specified quantity ρ until the number of the random scenarios180

reaches the maximum Ω2 unless the stopping condition is satisfied.181
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𝒎=1 

Generate Ω𝟏 random samples for 

disassembly lead time 

 

Yes 

No 

  Stop ? 

No 

Set Ω𝟐 and 𝑴 

Start 

Solve the SAA problem 

  

Estimate the optimality gap and 

the variance of the gap estimator 

  

End 

 Selected the best 

solution 

Increase the current sample size 

Ω𝟏 = Ω𝟏 + 𝝆   

𝒎 = 𝑴? 

Yes 

𝒎 = 𝒎 + 𝟏 
𝑅 = 𝑅 + 𝜏   

 

Ω𝟏 > Ω𝟐? 
No Yes 

Initialize the current sample size 

Ω𝟏 

Main steps 

Figure 2: Sample average approximation-based algorithm (Kim et al., 2018b)

4.1. generating random samples182

The average total cost, denoted by ATC, is obtained by sampling Ω1 disassembly lead time scenarios. To183

build a scenario ω ∈ Ω1, each disassembly lead time Lωt ∈ Lω1 , . . . ,Lω|T | is sampled randomly by following the184

probability distribution of Lt. Thus, the probability related to the scenario ω is Pω.185

Remark 4.1. According to the law of large numbers, a large number of samples is needed to obtain a precise186

estimation of the exact total cost (Lamiri et al., 2008).187
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4.2. Solving the sample average approximation problem188

Corollary 4.2. For a given set of random samples Lωt for ω = 1, .., |Ω1|, the SAA problem can be formulated

as follow:

ATC = min
∑
∀t∈T

( ∑
∀i∈N

∑
ω∈Ω1

1
|Ω1|

(
hiH

ω
i,t+ biB

ω
i,t

)
+stYt+utOt

)
(8)

subject to (3)-(6) and:

Hω
i,t−Bωi,t = Ii0 +

∑
τ∈T |τ+Lωτ≤t

Ri.Zτ −
t∑

τ=1
Di,τ ∀i ∈N ,∀t ∈ T ,∀ω ∈ Ω1 (9)

Hω
i,t,B

ω
i,t ≥ 0 ∀i ∈N ,∀t ∈ T ,∀ω ∈ Ω1 (10)

Expression (8) is an estimator of the expected total cost given in Expression (1). Constraints (9)-(10)189

provide the inventory level for each component i at the end of each period t for each scenario ω ∈ Ω1.190

4.3. Checking the stopping condition191

The third main step of the proposed SAA is to check the stopping condition. The proposed SAA algorithm192

is stopped if the POG and the VGO are sufficiently small. These two parameters are estimated according to193

the method proposed by Kleywegt et al. (2002) and Kim et al. (2018b).194

4.3.1. Estimation of the optimality gap195

The estimated optimality gap is the difference between the lower and the upper bounds. The lower bound

is calculated as the cumulative ATC from the first to the mth replication as presented in Equation (11):

ATCΩ1 = 1
m

m∑
h=1

ATChΩ1 (11)

where ATChΩ1
represents the optimal ATC obtained at the hth replication of the current sample size Ω1196

by solving the SAA problem. According to Mak et al. (1999); Norkin et al. (1998), ATCΩ1 gives a valid197

statistical estimation of the lower bound because E(ATCΩ1)< E(TC).198

199

According to Kim et al. (2018b), any ATC obtained under Ω2 sample size is always greater than or equal

to the E(TC). This is explained by the fact that ATC is an unbiased estimator of the objective function

value. Recall that Ω2 is the maximum sample size that must be much greater than Ω1. Thus, an upper

bound ATCΩ2 for a random sample of size Ω2 can be estimated as presented in Equation (12):

ATCΩ2 =min
∑
∀t∈T

( ∑
∀i∈N

∑
ω∈Ω2

1
|Ω2|

(
hiH

ω
i,t+ biB

ω
i,t

)
+stYt+utOt

)
(12)

where {L1
t ,L

2
t , ...,L

Ω2
t } is the set of independent random scenarios of the disassembly lead time.200

The percentage optimality gap (POG) can be calculated as follows:

POG=
(
ATC∗Ω2

−ATCΩ1

ATCΩ1

)
×100

where ATC∗Ω2
is the minimum ATC obtained over all the replications under Ω2 random samples.201
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4.3.2. Estimation of the variance gap estimator202

The variance gap estimator depends on the variances of ATCΩ1 and ATC∗Ω2
. It can be formulated as

follows:

σ2
ATC∗Ω2

−ATCΩ1
= σ2

ATC∗Ω2
+σ2

ATCΩ1

where each of the two terms can be estimated as follow:

σ2
ATC∗Ω2

= 1
Ω2(Ω2−1)

Ω2∑
ω=1

(
ATCΩ2 −ATC

∗
Ω2

)2

and,

σ2
ATCΩ1

= 1
m(m−1)

m∑
h=1

(
ATChΩ1 −ATCΩ1

)2

Although the SAA approach based on the MC simulation technique is interesting for estimating the expected203

total cost, it can suffer from the impossibility of obtaining optimal solutions as the complexity of the problem204

increases. An approximate solution method is needed to solve large problems. To study disassembly systems205

with more components and periods, introducing another resolution approach seems to be necessary.206

5. Genetic algorithm and Monte-Carlo simulation207

Various meta-heuristics are proposed in the literature to solve optimization problems. The genetic al-208

gorithm (GA) has a proven track record for the two-level assembly systems under random lead times (e.g.,209

Ben-Ammar et al., 2019, 2018; Guiras et al., 2019; Sakiani et al., 2012; Fallah-Jamshidi et al., 2011; Hnaien210

et al., 2010, 2009). For this reason, we decided to use the GA to optimize the two-level disassembly systems211

studied in this research. In fact, the representation of the solutions and the reproduction operators (crossover212

and mutation) can easily be set up for the considered problem. Moreover, insofar as there are no particular213

constraints, meta-heuristics based on a local search, such as taboo search or simulated annealing, would214

require the exploration of a large number of neighbors and thus a significant computation time.215

A genetic algorithm coupled with the Monte Carlo sampling (MC-GA) approach is suggested to calculate216

the quantity of EoL product to be disassembled in each period while minimizing the average total cost given217

in Equation (8). This approach is modeled and inspired by the natural evolutionary process (Goren et al.,218

2010) which is based on a randomly generated population of individuals. Given the important literature219

existing on the topic, for the objective of the present paper, it suffices to recall few basic notions regarding220

the GA technique. Fig. 3 shows a flowchart of the proposed MC-GA. The different steps will be presented,221

in detail, in the following sub-sections.222

5.1. Generation of the initial population of size npop223

In the implementation of an MC-GA, the first step is to create the initial population of individuals. Each224

individual is coded by a chromosome. The variables in the SAA model are Hω
i,t, Bωi,t, Ot among Zt > 0 if225

Yt=1 and Zt=0 otherwise, ∀i∈N ,∀t∈ T ,∀ω ∈Ω1. In this study, we only encode Zt the disassembly quantity226
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Figure 3: Flowchart of the proposed MC-GA.

of EoL product ordered in each period t. The other variables depend on Zt and so they are not taken into227

account in the encoding step. Therefore, each gene in a chromosome represents a quantity of EoL product228

to be disassembled in each period t. The length of the chromosome is equal to the number of periods T . A229

Monte Carlo code must be run for each individual of the population throughout all the generations. Thus,230

each individual is built in many steps (see the procedure of generation of each individual of the population231

in Fig. 4).232

Step 1: The first step is to generate the disassembly periods randomly (Zt > 0 and Yt = 1). Let j < t to233

be the period such as Zj > 0 and Zk = 0 , for k = j+ 1, .., t. This implies that the amount of EoL product234

is the quantity needed to satisfy the demands of all components from the period j to t, such as j ≤ k ≤ t.235

We can see that the problem can be decomposed into t−period sub-problems (one of the periods j to t , and236

the other periods t+ 1 to T ). Let lt be the last setup period in t-period sub-problem (i.e. t is the last setup237

period in t-period).238

Step 2: The second step allows the calculation for each t−period, the disassembly quantity Zj in period

j. The exact value of Zj is determined in order to satisfy the maximum demand among all the components
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of the period j to t and all scenarios. We can determine Zj using Equations (13) and take this lot-size plan

as a final one. The main method of generating the GA is that the initial population is randomly generated.

This method does not necessarily provide solutions that respect the disassembly capacity in each time period.

Therefore, each overloading will be penalized.

Zj = max
[∀i,∀ω]

⌈∑N
i=1
∑t
k=jDi,k−Hω

i,j−1 +Bωi,j−1
Ri

⌉
and Zk = 0 ∀k = j+ 1, .., t (13)

where dxe is the smallest integer greater than or equal to x.239

The relation between the ordered and received quantities of disassembled EoL product is defined by

Equations (14). Let Xω
t′ be the quantity of EoL products received at period t′ for the scenario ω. Therefore,

depending on the disassembly lead time, the scenario is that an order placed at period j will be received at

t
′ = j+Lωj . We underline that several orders made at different dates can be received at the same time. That

explains why the received quantity is the sum of the orders having the same delivery date:

Xω
t′ =

∑
j≤t′

Zt, if j+Lωj = t′ ∀j, t′ ∈ T ,∀ω ∈ Ω1 (14)

Step 3: For each t−period, we can calculate the inventory and backlogging levels for each component i and

scenario ω at the end of period k (j ≤ k ≤ t) by using Equations (15) and (16), respectively:

Hω
i,k = (Hω

i,k−1 +RiX
ω
t′ −Di,k+Bωi,k−1)+ ∀k = j, ..., t ∈ T ,∀ω ∈ Ω1,∀i ∈N (15)

Bωi,k = (Hω
i,k−1 +RiX

ω
t′ −Di,k+Bωi,k−1)− ∀k = j, ..., t ∈ T ,∀ω ∈ Ω1,∀i ∈N (16)

where (X)+ = max {0,X} and (X)− = max {0,−X}.240

Step 4: After obtaining all the quantities of the EoL product to be ordered in each period t, we determine

the additional capacity Ot using Equation (17) and then penalize its violation.

Ot =
(
G×Zt−Ct

)+
∀t ∈ T (17)

5.2. Evaluation241

We use Equation (8) to evaluate the fitness value of each individual.242

5.3. Selection243

There are many selection methods in the literature such as rank selection, Elitist selection, Boltzmann244

selection, roulette selection, etc.(Belkhamsa et al., 2018). Based on the significant amount of literature related245

to replenishment planning under uncertainty of lead times where the Elitist selection is widely used (e.g.,246

Choi et al., 2009; Hnaien et al., 2009; Che & Chiang, 2010), we decide to use this type of selection in this247

study. Thus, an individual is selected according to his performance. In our case, there are two selection248

phases:249
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Figure 4: Procedure of generation of each individual.

• Reproductive selection: The npop/2 performed individuals in the population are chosen to undergo250

breeding operations (crossover and mutation). The selection is npop/2 Elitist.251

• Replacement selection is the selection of each new population of at each generation. This new population252

is composed of the best individuals from the original generation and those obtained from mutation and253

crossover operations.254

5.4. Crossover255

The crossover operator permits us to produce a new individual called “offspring” from selected parents256

to obtain a “better” solution (Belkhamsa et al., 2018) (in our work, best quantity of the EoL product must257

be ordered in each period t). A standard 1-cut-point is considered. In this case, the first segment of the first258
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chromosome is followed by the second segment of the second chromosome (see 1-cut-point crossover in Fig. 3).259

The crossover operator is performed according to a probability Pc. The cut-point is randomly generated.260

5.5. Mutation261

The mutation operator permits the diversification to be kept and to escape the local optima. It is a262

matter of randomly modifying some individuals in our population by modifying one gene by another (see263

2-opt mutation in Fig. 3). The mutation operator is performed according to a probability Pm.264

5.6. New population265

Once we have created new individuals by selection, crossover and mutation, we must select those who will266

constitute the new population.267

5.7. The stopping criteria268

The GA process is repeated until the stopping criteria is met. The calculation time is an indispensable269

factor in the decision making process. For this reason, as in Liu & Zhang (2018), we limit the computation270

time to 600 seconds for the execution of the proposed approach.271

272

In the next section, the proposed approaches are evaluated and several tests are performed to examine273

the robustness of the solution approaches. We also examine the usefulness of the SAA and the MC-GA274

approaches.275

6. Computational experiments and results276

In order to show the efficiency of the different solution methods, several numerical experiments were277

performed. Three solution approaches are used to solve the studied problem. The first approach based on278

the 2S-MILP model, gives exact solutions using all possible combinations of the random disassembly lead279

times. The second approach based on the SAA algorithm, gives the average total cost based on random280

sampling of the random parameter. The third approach is based on MC-GA. All tests are performed on a PC281

with processor Intel (R) Core ™ i7-5500 CPU @ 2.4 GHz and 8 Go RAM under Windows 10 Professional.282

The two first approaches were solved by IBM CPLEX 12.6 within the fixed 3600 seconds time frame.283

6.1. Numerical example284

In this section we introduce a small numerical example. We considered a finite planning horizon with285

7 periods and a two-level disassembly system with 3 components (1, 2 and 3) as shown in Fig. 5. The286

disassembly operation extracts one component of type 1, two components of type 2 and one component of287

type 3.288

The demands for components over the planning horizon Di,t are listed in Table 4. The unit time inventory289

holding and backlogging costs are hi=3 and bi=100, respectively ∀i ∈ N . The setup cost st is equal to 20,290
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EoL product

1 2 3

Figure 5: Two-level disassembly system

∀t ∈ T . Each disassembly lead time varies between 1 and 3 periods and follows the probability distribution291

given in Table 3. The disassembly operation time G is equal to 5. The available capacity Ct and the cost292

of adding a unit of extra capacity ut are 80 and 10 ∀t ∈ T , respectively. In this example, the number of all293

possible scenarios |Ω0| is equal to 37 ((L+−L−+1)|T |). In Table 4, we detail the optimal solution provided294

by the 2S-MILP model. More precisely, this table gives optimal values of variables in the two decision stages.295

In the first stage decision, we obtain the optimal quantity Zt to be disassembled as well as the disassembly296

overtime Ot over the planning horizon. In the second stage decisions, the expected values of the inventory297

and the stockout of component i at each period t are calculated. The received quantities of component i at298

period t denoted by E(Ai,t) are also presented in the same table. The optimal E(TC) takes the value 4752.43299

and is obtained in 65.12 seconds.300

Table 3: Disassembly lead time probability distribution

l 1 2 3

Pr(Lt = l) 0.245 0.49 0.265

301

In order to test the convergence provided by the MC optimization approach, the numerical example was302

tested for different values of |Ω1|: [1,30,40,50,60,70,80,90,100,200, . . . ,1000]. Here we only applied the first303

two steps of the SAA algorithm, i.e. without checking the stopping condition or evaluating the quality of the304

solution. The number of replications was set to 10, i.e. M = 10 under a given sample size Ω1. Fig. 6 illustrates305

the convergence of the ATC (see Expression (8)) towards the exact value introduced in Expression (1) as306

well as the CPU needed to obtain this cost according to the different number of scenarios. On the one hand,307

this figure shows that the average total cost converges to the exact cost as the number of samples goes to308

infinity. In other words, a large number of samples is necessary to find a good approximation of the exact309

solution. On the other hand, for Ω1 ≥ 800, the MC sampling provides a good approximation of optimal310

solution. Regarding the CPU, the same figure shows that the MC simulation-based approach can solve the311

problem in a reasonable time. Then, the application of the small test proved the effectiveness of the MC312

optimization approach that found a good compromise between the CPU time and the quality of the solution.313

Fig. 6 describes how the optimal value ATC converges to E(TC) as the sample size Ω1 increases. In the314

choice of sample size Ω1, the trade-off between the quality of an optimal solution of the SAA problem, and315

the bounds on the percentage optimality and the variance of gap estimator should be taken into account.316
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Table 4: Solution of the numerical example using the 2S-MILP model

Period t 1 2 3 4 5 6 7

Zt 30 50 16 4

Ot 70 170

D1,t 10 70 20

E(H1,t) 7.35 34.29 60.66 12.73

E(B1,t) 1.05

E(A1,t) 7.35 26.95 36.37 22.07 6.20 1.06

D2,t 60 50

E(H2,t) 14.70 68.59 81.33 75.47 87.87 90.00

E(B2,t)

E(A2,t) 14.70 53.90 72.70 44.18 12.40 2.12

D3,t 10 20 50 20

E(H3,t) 7.35 26.30 40.66 12.73

E(B3,t) 2.00 1.05

E(A3,t) 7.35 26.95 36.37 22.11 6.16 1.06
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Figure 6: ATC convergence and CPU times.

In order to determine the random sample size that can be reached until a stopping condition is satisfied,317

a second test is performed and consists of applying the proposed SAA algorithm for different values of Ω1:318

[1,30,40,50,60,70,80,90,100,200, . . . ,1000]. Recall that, if the percentage optimality and the variance of319

gap estimator are too large, the initial sample sizes Ω1 must be increased until the sample size reaches the320

maximum Ω2 unless the stopping condition is satisfied.321

In our tests, the initial sample size is increased by 500 until the stopping condition is satisfied, i.e. the322
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percentage optimality gap and the variance of gap estimator for each replication are less than 5% and 10%,323

respectively. The maximum sample size |Ω2| was set to 5,000. Fig. 7 shows the increased sample size as a324

function of the initial sample size. It can be seen from the figure that the increased sample size decreases325

as the initial sample size increases. In fact, the algorithm gave a robust solution with percentage optimality326

gap and variance of gap estimator less than 5% and 10%, respectively under the sample size of 1,000 without327

increasing the sample size.328

The result of the SAA-based algorithm when the sample size Ω1 was set to 1,000 is summarised in Table329

5. It shows that the algorithm is stopped with the percentage optimality gap 4.02% and the variance of gap330

estimator 9.89% at the 5th replication. The resulting best quantities are Z1 = 30, Z2 = 50, Z3 = 20, Z4 = 0,331

Z5 = 0, Z6 = 0, Z7 = 0. The related optimal ATC is equal to 4746 and obtained in only 19.92 seconds.
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Figure 7: The increased random sample size as function of the initial random sample size.

332

6.2. Sensitivity analysis333

In order to analyze the effect of disassembly lead times variability on the stability and robustness of the334

optimal solution found by the proposed SAA-based algorithm, the effect of variance (VAR) is treated. To do335

so, we generate 100 replications of the SAA problem under 1,000 random samples and we consider the same336

data instance presented in the previous sub-section. The probability distribution presented in Table 3 and337

denoted by VAR(a), is the reference case. Here, we vary the variance of the disassembly lead times between338

−75% and +75% as detailed in Table 6.339

Fig. 8 illustrates the effect of the variation of the variance of disassembly lead times on the ATC. We340

firstly notice that, for a relatively low variation of the variance of disassembly lead times (VAR = −25%341

and +25%), the variation of ATC increases slightly and remains at around ±1%. For the large variationx342

(±75%), the variation of the ATC has also less significant impact on the average total cost and not exceed343

±3%. This proves that our approach remains robust even if the variance of lead times reaches ± 75%.344

345

19



Table 5: SAA algorithm solution.

Replication (m)
Sample size (Ω1 = 1,000)

Percentage optimality gap Variance of gap estimator (%)

1 4.12 -

2 6.23 19.24

3 4.54 11.75

4 5.77 09.15

5 4.02 09.89

6 - -

7 - -

8 - -

9 - -

10 - -

Table 6: The changed distributions corresponding to different levels of VAR(a).

VAR l 1 2 3

-75% P(Lt = l) 0.01 0.96 0.03

-50% P(Lt = l) 0.08 0.80 0.12

-25% P(Lt = l) 0.16 0.65 0.19

Var(a) P(Lt = l) 0.245 0.49 0.265

+25% P(Lt = l) 0.32 0.32 0.36

+50% P(Lt = l) 0.40 0.17 0.43

+75% P(Lt = l) 0.47 0.03 0.50

A second sensitivity analysis is provided to show the effects of capacity tightness, setup and backlog costs346

by solving the SAA problem. Let β be a factor that can take value in the set {0.1,0.5,1.0,5,10}. In this347

test, the capacity was generated from β.Ct,∀t ∈ T , the setup costs were generated from β.st,∀t ∈ T , and the348

backlog costs were generated from β.bi,∀i ∈ N . All other parameters are generated in the same manner in349

section 6.1.350

The test results are summarised in Table 7. The most remarkable result to emerge from the data is that351

the amounts of setup and backlog costs do not show a particular trend on the effect on the gap. The average352

percentage deviations were zero percent on average. Also, the amount of capacity and the setup costs affect353

the computation time while the importance of backlog costs cannot be stressed for the SAA approach.354
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Figure 8: Effect of lead time variance on the expected total cost.

Table 7: Test results SAA approach.

Capacity Setup costs Backlogging cost

Factor (β) Gap∗ CPU(s) Gap∗ CPU(s) Gap∗ CPU(s)

0.1 0.00 65.96 0.00 19.43 0.00 16.58

0.5 0.00 39.21 0.00 27.25 0.00 10.56

1 0.00 18.90 0.00 19.5 0.00 21.04

5 0.48 16.14 0.00 11.62 0.00 10.85

10 0.56 8.12 0.00 9.17 0.00 12.20

Mean 0.208 29.66 0.00 12.79 0.00 14.24

Gap∗: Percentage deviations from the lower bound or optimal solution value.

6.3. Random test instances355

In order to compare and evaluate the 2S-MILP, SAA-based algorithm and MC-GA approaches more356

generally, the computational experiments involved different levels of problem size and complexity. The357

numerical examples are divided into two sets, where each set consists of several randomly generated problems.358

The first set includes a disassembly system of 15 components. Since the problems in set 1 are small, they359

can be solved by all methods. Set 1 contains 3 different problems. The first one involves 10 time periods.360

The second one 20 time periods and the last one 30 time periods.361

The second set consists of 5 problems of different sizes as presented in Table 8. Since, the problems in set362

2 are rather large, they are solved only by the MC-GA. For each problem, the disassembly lead times were363

taken as independent random variables. These variables are bounded by a known interval whose upper and364

lower limits are randomly generated and follow a discrete uniform distribution (see Table 8).365

For each problem (set 1 and 2), the disassembly system is randomly generated. Without loss of generality366
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the initial inventory for all items was set to 0. All the tests are run under the data listed in Table 9. Here,367

D ∼ U(a,b) means that the parameter follows the discrete uniform distribution characterized by the interval368

[a, b]. In the previous sub-section, we showed that, with Ω1 = 1,000, a SAA approach can guarantee an almost369

exact solution for the stochastic problem. Accordingly, SAA-based algorithm and MC-GA approaches are370

used with a number of samples Ω1 equal to 1,000.371

Table 8: Characteristics of each problem in the second set.

Set [L−,L+] |N | |T |

1 D ∼ U(1,20) 20 30

2 D ∼ U(1,15) 30 20

3 D ∼ U(1,20) 30 30

4 D ∼ U(1,15) 40 20

5 D ∼ U(1,20) 40 30

Table 9: Characteristics of data set.

Parameter Value

Di,t D ∼ U(10,100)

hi D ∼ U(12,20)

st D ∼ U(0,1000)

bi 2hi
ut D ∼ U(20,25)

Ri D ∼ U(1,5)

Ct D ∼ U(280,480)

G D ∼ U(5,15)

|Ω1| 1,000

The good choice of the parameter values of the MC-GA makes a difference in the solutions’ convergence.

After preliminary tests, these parameters include the crossover rate (Pc =0.8), the mutation rate (Pm=0.1)

and the population size (npop=200 chromosomes). The average MC-GA solution cost convergence process

for each problem (100 run of the MC-GA) for the first set, is shown in Fig. 9. The speed of convergence is

determined by the size of the chromosomes and the number of generations. More especially, for the population

whose chromosomes are 10 genes, we prolong the number of generations to 200 on average, to make sure that

a near optimal solution is found. The best generation occurs at the 52nd generation as shown in Fig. 9(a).

For chromosomes that contain 20 and 30 genes, better generation occurs on average at the 66th and 97th

generations, respectively (see Fig. 9(b) and (c)). We prolong the end of generations to 250 and 400 for
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problems 2 and 3 in set 1, respectively. For the following we define the gap between the best solution of the

initial population (bestSol0) and the best solution found after n generations (bestSoln) using Equation (18).

gap= bestSol0− bestSoln
bestSoln

×100 (18)

The initial population seems to be of poor quality for each problem in set 1, which explains why the372

MC-GA gives an average improvement of 88 % during 200 generations on average for the first problem, 54.40373

% during 250 generations on average for the second problem and 67.89 % during 400 generations on average374

for the third problem in set 1. For the problems in set 2, we stopped the algorithm after 500 generations.375

We observed that the research space is sufficiently explored and that the population is rapidly evolving.376

6.4. Effectiveness of the genetic algorithm approach377

To validate the performance of MC-GA method, the test results are mentioned in this section. Recall378

that, we set the time limit as 3600(s) for the run of CPLEX in order to obtain the true optimal solution379

(E(CT )) and the estimated optimal solution (ATC). For the GA execution, the computation time is limited380

to 600 seconds. In this case, we report the following performance measures throughout the numerical study:381

• the CPU time(s) needed to obtain optimal solutions;382

• the integrality gap (G∗) given directly by CPLEX;383

• the percentage deviation (G+) between the average total cost (ATC) and the best solution given by384

the MC-GA (bestSoln).385

• the percentage deviation G++ between ATC/or bestSoln and the expected total cost (E(TC)).386

Table 10 presents the optimization results obtained by the 2S-MILP, SAA-based algorithm and MC-GA387

approaches, respectively for the problems of the first set (using the same data set). More precisely, this table388

gives the lead times range [L−,L+], the computation time and the percentage deviations. In some cases, the389

results cannot be generated by the 2S-MILP model, which is indicated by a ”-”. Therefore, no comparison390

will be made, which is indicated by an ”*”.391

392

Generally, we can observe that the 2S-MILP can only solve the problem with 10 periods when the dis-393

assembly lead time range does not exceed 1. This is due to the exponential number of possible scenarios394

which depends strongly on the number of periods. On the one hand, the SAA algorithm solutions presented395

in Table 10(b), indicate that the optimal disassembly schedule can be obtained within 3600 seconds using396

CPLEX until a disassembly system reaches 15 items and 30 periods. This is due to the fact that the capacity397

restrictions on disassembly resources and an increase in the number of periods and components, increase the398

problem size. On the other hand, the proposed MC-GA can solve a large problems by providing a satisfactory399

outcome in a short computational time. Given small deviations G+ and G++ (less than 0.3% and 1.10%,400
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 Figure 9: Average MC-GA convergence for each problem in set 1.
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respectively for all problems in set 1), the MC-GA plays an important role in finding a solution very close to401

the optimal one in a very reasonable time. In summary, this research successfully formulated and solved the402

CDLSP with random disassembly lead times.403

404

Table 10: Performances of the MC-GA.

(a) 2S-MILP solutions for problems in set 1
Problem |N | |T | |Ω| [L−,L+] CPU(s) G∗ (%)

1 15 10 210 [4,5] 675.22 0.00

2 15 20 1520 [1,15] - -

3 15 30 2030 [1,20] - -

(b) SAA approach solutions for problems in set 1
Problem |N | |T | |Ω1| [L−,L+] CPU(s) G∗ (%) G++ (%)

1 15 10 1,000 [4,5] 787.11 0.00 1.2

2 15 20 1,000 [1,15] 2615 0.00 *

3 15 30 1,000 [1,20] 3600 0.09 *

(c) MC-GA solutions for problems in set 1
Problem |N | |T | |Ω1| [L−,L+] CPU(s) G+ (%) G++ (%)

1 15 10 1,000 [4,5] 13.91 0.11 1.07

2 15 20 1,000 [1,15] 21.25 0.23 *

3 15 30 1,000 [1,20] 31.50 0.10 *

To show the effectiveness of the proposed MC-GA for large size tests, we deal with the second set of405

problems below. As explained previously, considering the random nature of the MC-GA, we carried out 100406

independent runs of the same data set of each problem in the second set. For each problem, the best and407

worst known solutions are selected. Subsequently, the gap between these two solutions noted Gapb.runw.run is408

obtained as shown in Fig. 10. This figure clearly shows that the MC-GA results are stable. In fact, the total409

gap from the best to the worst run does not exceed 0.6 % for all problems in set 2.410

411

As discussed in section 5.7, the CPU times required to obtain the best solutions is limited to 600(s).412

Fig. 11, shows that the proposed approach can solve a disassembly system of up to 40 components and 30413

periods. However, the number of periods has the most significant impact on the computation time.414

415
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6.5. Managerial implications and insights416

In reverse supply chain operation practice, disassembly lead time uncertainty is a common management417

issue. Guide Jr (2000) reported that the average disassembly and remanufacturing time of a typical recycled418

product can vary between 5.54 and 300 hours with coefficients of variation up to 5 hours. In that case, it is419

difficult to define the time required to complete the process of disassembling or obtaining the components.420

In this context, our study is unique in considering the uncertainty of disassembly lead time of the one type421

of end-of-life product and a two-level disassembly system in CDLSP.422

The results presented in this paper reveal that a bad disassembly lead time management policy can be423

critical in disassembly systems. This type of uncertainty has a significant impact on the various costs of the424

disassembly process which will directly affect the overall operational performance of the reverse supply chain425
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especially in the case where the holding and the backlog costs are high.426

In this study, we have used stochastic optimization models that take into account decisions to manage427

this type of uncertainty and allow better control of it. The proposed models and methods can be applied by428

decision makers to determine when and how many products should be disassembled to satisfy demand of all429

leaf items and to minimize the generated costs.430

From a practitioner’s point of view, the interest of our approach lies in the fact that it can be used in431

many industrial situations, as there are no assumptions on the cost functions and probability distributions432

of the disassembly lead time. Moreover, the proposed model assures practitioners that even in the presence433

of uncertainty in the DLT of an EoL product, the proposed approaches are tools that could help decision434

makers cope with lead time uncertainties and plan disassembly operations in the most cost effective, easy435

and efficient manner. However, with the availability of large amounts of data or dealing with large size436

issues, optimization of disassembly processes could be done in real time. In this case, these models could437

also be reinforced by techniques derived from Artificial Intelligence such as for example Machine learning,438

data mining which will allow the extraction of probability distributions to guarantee the performance of the439

models and methods proposed. In addition, a Digital twins concept and related approaches by collecting and440

storing large amounts of data in real-time and throughout disassembly processes could be studied.441

442

7. Conclusion443

This paper addresses the capacitated disassembly lot-sizing problem under given demand and uncertain444

disassembly lead times. The probability distribution of the disassembly lead time is assumed to be known445

and bounded. The planning problem identifies how much EoL product to disassemble during each period in446

order to minimize the expected total cost. Using a scenario-based approach to express stochastic disassembly447

lead times, the considered problem is modelled as a two-stage stochastic Mixed-Integer Linear Program. To448

alleviate the scalability issues, a sample average approximation-based solution algorithm is suggested. In449

addition, to solve large scale problems, we propose a basic genetic algorithm. Experimental results show the450

effectiveness of the proposed models and the convergence of the resulting Monte Carlo sampling. Finally,451

based on our analysis, we have generated an important managerial implications452

453

This paper could be extended in several ways. As for the lot-sizing (LS) perspective, most works treat the454

problem under uncertainty on the two-level DLS problems. Since most of the real life, DLS are multi-levels. A455

promising future research area could be solving the multi-level and multiple type of EoL product disassembly456

system. For the GA perspective, the hybridization of the genetic algorithm with other meta-heuristics or457

heuristic optimization techniques has caught the attention of many researchers in LS literature.458

459
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Efendigil, T., Önüt, S., & Kongar, E. (2008). A holistic approach for selecting a third-party reverse logistics484

provider in the presence of vagueness. Computers & Industrial Engineering, 54 , 269–287.485

Fallah-Jamshidi, S., Karimi, N., & Zandieh, M. (2011). A hybrid multi-objective genetic algorithm for486

planning order release date in two-level assembly system with random lead times. Expert Systems with487

Applications, 38 , 13549–13554.488

Fang, C., Liu, X., Pardalos, P. M., Long, J., Pei, J., & Zuo, C. (2017). A stochastic production planning489

problem in hybrid manufacturing and remanufacturing systems with resource capacity planning. Journal490

of Global Optimization, 68 , 851–878.491

28



Fishman, G. (1996). Monte carlo: concepts, algorithms, and applications. Science Business Media, .492

Florian, M., Lenstra, J. K., & Rinnooy Kan, A. (1980). Deterministic production planning: Algorithms and493

complexity. Management science, 26 , 669–679.494

Gao, N., & Chen, W. (2008). A genetic algorithm for disassembly scheduling with assembly product structure.495

In 2008 IEEE International Conference on Service Operations and Logistics, and Informatics (pp. 2238–496

2243). IEEE volume 2.497

Godichaud, M., & Amodeo, L. (2018). Economic order quantity for multistage disassembly systems. Inter-498

national Journal of Production Economics, 199 , 16–25.499

Godichaud, M., & Amodeo, L. (2019). Eoq inventory models for disassembly systems with disposal and lost500

sales. International Journal of Production Research, 57 , 5685–5704.501

Godichaud, M., Amodeo, L., & Hrouga, M. (2015). Metaheuristic based optimization for capacitated disas-502

sembly lot sizing problem with lost sales. In 2015 International Conference on Industrial Engineering and503

Systems Management (IESM) (pp. 1329–1335). IEEE.504

Goren, H. G., Tunali, S., & Jans, R. (2010). A review of applications of genetic algorithms in lot sizing.505

Journal of Intelligent Manufacturing, 21 , 575–590.506

Guide Jr, V. D. R. (2000). Production planning and control for remanufacturing: industry practice and507

research needs. Journal of operations Management, 18 , 467–483.508

Guiras, Z., Turki, S., Rezg, N., & Dolgui, A. (2019). Optimal maintenance plan for two-level assembly system509

and risk study of machine failure. International Journal of Production Research, 57 , 2446–2463.510

Gungor, A., & Gupta, S. M. (1998). Disassembly sequence planning for products with defective parts in511

product recovery. Computers & Industrial Engineering, 35 , 161–164.512
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