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ABSTRACT 27 

Electrochemical impedance spectroscopy (EIS) is a powerful tool to investigate properties of materials and 28 

electrode reactions. This Primer provides a guide to the use of EIS with a comparison to other 29 

electrochemical techniques. The analysis of impedance data for reduction of ferricyanide in a KCl 30 

supporting electrolyte is used to demonstrate the error structure for impedance measurements, the use 31 

of measurement and process models, as well as the sensitivity of impedance to the evolution of electrode 32 

properties. This Primer provides guidelines for experimental design, discusses the relevance of accuracy 33 

contour plots to wiring and instrumentation selection, and emphasizes the importance of the Kramers-34 

Kronig relations to data validation and analysis. Applications of EIS to battery performance, metal and 35 

alloy corrosion, and electrochemical biosensors are highlighted. Electrochemical impedance 36 

measurements depend on both the mechanism under investigation and extrinsic parameters, such as the 37 

electrode geometry. Experimental complications are discussed, including the influence of nonstationary 38 

behaviour at low frequencies and the need for reference electrodes. Finally, emerging trends in 39 

experimental and interpretation approaches are also described. 40 

  41 
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[H1] Introduction 42 

Electrochemistry is a discipline encompassing all heterogeneous chemical reactions involving 43 

electron transfer, homogeneous reactions that influence reactions at electrode surfaces, properties of the 44 

interfaces (the double layer) and bulk properties of electrolytes. Electrochemical reactions are at the root 45 

of several research areas including energy conversion and storage, corrosion, sensors and biosensing 46 

applications, as well as the production of commodity materials such as aluminum and chlorine. The 47 

development of several electrochemical techniques such as cyclic voltammetry (CV), chronoamperometry 48 

and chronopotentiometry, scanning electrochemical microscopy (SECM), and electrochemical impedance 49 

spectroscopy (EIS), was required to enable studying these reactions across this broad range of application 50 

settings. Each of these techniques has expanded in recent decades, as a result of advances in 51 

instrumentation and modeling.1,2 52 

From a mechanistic point of view, an electrochemical reaction at an electrode/electrolyte interface 53 

can be decomposed into a series of multi-step processes (mass transport, charge-transfer processes, 54 

adsorption), each occurring at distinct rates. The individual steps are time dependent and may occur at 55 

different time scales. Therefore, the use of transient techniques such as EIS, which enables the analysis of 56 

time-dependent mechanisms based on the response (current or potential) of the electrochemical system 57 

collected at selected frequencies, is required to facilitate evaluation of electrochemical systems. The EIS 58 

technique is broadly applicable because it can provide an understanding of the electrochemical 59 

mechanisms occurring at an electrified interface in a single measurement. These underlying mechanisms 60 

include those involved in operating commercial batteries, the corrosion of metals and alloys and 61 

electrochemical biosensors.  62 

Textbooks, monographs2-5 and review articles have been dedicated to EIS that are specific to the 63 

applications.6-12 The history of EIS has also been retraced,13,14 highlighting the evolution of the technique 64 

from the first measurement of electrolyte conductivity using alternating current in the mid-19th 65 

century15,16 to the measurement of interfacial capacitance [G] 17 or the measurement of diffusivity.18 EIS 66 

has benefited from the development of instruments, such as the first potentiostats [G] and the rotating 67 

disk electrode [G]. Potentiostats enable the control of the working-electrode potential referenced to an 68 

electrode at its equilibrium redox potential 19 and the rotating disk electrode affords the well-defined 69 

transport of reactants and products to the electrode surface. 20 The development of mathematical models, 70 

such as those for porous electrodes that describe the impedance response as a function of the pore 71 

geometry in the presence or absence of electrochemical reactions, have enabled a better understanding 72 
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of complex electrochemical systems.21,22 EIS has also allowed for better comprehension of intermediate 73 

adsorption on electrode surfaces,23,24 particularly for multi-step mechanisms, including electrochemical 74 

reactions coupled by adsorbed reaction intermediates, electrochemical reactions coupled with 75 

homogeneous or heterogeneous chemical reactions, and photoelectrochemical reactions25,26. Examples 76 

include iron dissolution in an acidic solution27,28 and corrosion of magnesium.29,30 EIS is a technique of 77 

choice for the study of porous electrodes21,22,31 because the output is directly affected by the porosity of 78 

the electrode, which may allow the pore size to be evaluated.32-34 Together, advances in instrumentation 79 

and models provide the capability for detecting multi-step mechanisms and define modern EIS.2,35 80 

CV is often preferred to EIS for the study of electrochemical steps coupled with chemical reactions, 81 

whose kinetics can be measured by varying the potential scan rate.36-39 In contrast to CV where the entire 82 

potential domain is scanned at a given scan rate, EIS offers the unique advantage of being able to perform 83 

measurements at different potentials. Interestingly, the potential dependence of the charge-transfer 84 

coefficient was inferred from EIS measurements on aromatic compounds with fast reaction kinetics, 85 

revealing a good agreement with the predicted values using the Marcus theory for outer-sphere electron 86 

transfers.40 The potential dependence of the charge-transfer coefficient was also observed by CV, but it 87 

requires the use of convolution sweep voltammetry41 or the comparison of CV data (the shape of the 88 

voltammogram, the peak separation, the peak current) to digital simulations.42 CV and EIS are therefore 89 

complementary techniques, and the choice of which technique is best to use depends on the process that 90 

each user is seeking to characterize. 91 

EIS is a type of transfer-function measurement, commonly used in the analysis of linear time-92 

invariant systems.2 In the case of an electrochemical system, the main difficulty is that the system must 93 

remain in a stationary state throughout the measurement. EIS uses a small-amplitude potential or current 94 

periodic perturbation to excite the electrochemical system at different frequencies, as illustrated in Figure 95 

1. By measuring the response (current or potential) of the system to this perturbation, a transfer function 96 

is calculated that is the electrochemical impedance of the system in the case of an electrochemical cell. 97 

The impedance 𝑍 can be expressed as2  98 

𝑍(𝜔) =
𝑉෨(𝜔)
𝚤̃(𝜔)

= ቤ
𝑉෨(𝜔)
𝚤(̃𝜔)

ቤ (cos𝜙(𝜔) + j sin𝜙(𝜔)) = 𝑍୰ + j𝑍୨ (1)  

where 𝜔 is the angular frequency, related to the frequency 𝑓 in Hz by 𝜔 = 2𝜋𝑓, 𝜙 is the phase angle 99 

between the input and the output signals, and � j 1  is the imaginary number. The variables %V  and %I  100 
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are phasors, which are complex time-invariant numbers that account for the amplitude and phase of a 101 

sinusoidal function. The electrochemical impedance, as defined by equation (1), is a frequency-dependent 102 

complex number [G], whose real part rZ  is the resistance [G] and the imaginary part jZ  is the reactance 103 

[G]. Although the IUPAC conventions43 holds that the real part should be represented by Z’ and the 104 

imaginary part denoted by Z’’, the use of primes is too easily confused with the notation for spatial 105 

derivatives in the engineering literature. Thus, the notation used in the present work is that the real part 106 

is denoted by a subscript “r” and the imaginary part is denoted by a subscript “j”. 107 

EIS measurements should be designed to conform to the Kramers-Kronig relations (see Box 1), which 108 

are derived under the assumptions that the system under investigation is linear, stable, and causal (see 109 

Box 2). The perturbation amplitude required to achieve a linear response with an appropriate signal-to-110 

noise ratio is generally determined experimentally for each system under study. Although a typical 111 

amplitude for potentiostatic modulation may be on the order of 10 mV, amplitudes as large as 1 V may 112 

be used for the impedance response of high-resistivity lubricating fluids. The Kramers-Kronig relations 113 

may be applied as a tool to determine which part of the measured frequency range is uncorrupted by 114 

instrument or nonstationary artifacts. 115 

This Primer provides a description of the EIS technique and its principle, including the main aspects 116 

of the measurement procedure, data representation and analysis, but is not intended to cover the 117 

fundamentals of electrochemistry that can be found elsewhere1,44,45. The tools that will help design and 118 

perform a valid EIS measurement are described here with specific attention drawn to the choice of cell 119 

configuration, measurement settings (Experimentation) and data validation (Results). Several examples 120 

and applications are presented in order to introduce the different methods of data representation and 121 

interpretation. Finally, the challenges of this technique and an outlook of how EIS will likely evolve in the 122 

near future are presented and discussed. 123 

[H1] EXPERIMENTATION 124 

The use of EIS requires a number of steps, from the measurement procedure to data analysis. Despite 125 

the technique being incorporated into most modern potentiostat software, the first step is to make a 126 

correct measurement, which is the focus of this section. The EIS measurement system includes the 127 

samples and the cells, the instruments and the connection of cells with the instruments46. 128 
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[H2] TEST SAMPLES AND CELLS 129 

A cell with two, three or four electrodes can be used depending on the measurement to be carried 130 

out as shown in Fig. 2.1,47 The two-electrode system (Fig. 2a) is used in cases where it is difficult to insert 131 

a reference electrode, such as batteries and fuel cells. The measured response is the sum of all 132 

contributions between the working electrode and the counter electrode, which complicates the 133 

interpretation of the impedance response. The three-electrode arrangement (Fig. 2b) is the classic device 134 

used for all analytical electrochemical measurements48,49 that employs a working electrode, which is the 135 

sample of interest, a counter electrode and a reference electrode. The use of a reference electrode 136 

enables studying the working electrode response independent of the processes taking place at the 137 

counter-electrode. A four-electrode setup (Fig. 2c) is used for the characterization of electrolyte 138 

conductivity,50 free-standing films,51 embedded rebar in concrete52 and the interface between two 139 

immiscible electrolyte solutions.53 Two reference electrodes are positioned on either side of the interface 140 

to measure the potential and the two other electrodes allow for the passage of the current. The 141 

investigation of electrolytes or films without the confounding influence of working and counter-electrode 142 

impedances can be done using the four-electrode system. The chosen cell configuration depends on the 143 

system being evaluated. 144 

The area of the counter electrode is normally much larger than that of the working electrode to 145 

minimize its contribution to the cell impedance. This size difference is especially important for two-146 

electrode measurements in which the measured impedance includes contributions from both the working 147 

and counter electrodes. Although a uniform current and potential distribution on the working electrode 148 

are desirable, practical considerations often force the use of electrode configurations in which the current 149 

and potential distributions are not uniform. Frequency dispersion caused by non-uniform current and 150 

potential distributions distort the high-frequency impedance response, which complicates the 151 

interpretation of the impedance data. The geometry-induced frequency dispersion can be avoided by 152 

using small working electrodes or by eliminating the frequencies larger than the characteristic frequency  153 

𝑓ୡ =
1

2𝜋𝑅ୣ𝐶
 (2)  

where 𝑅ୣ is the high-frequency ohmic resistance [G] between the working and the reference electrodes 154 

and 𝐶 is the capacitance [G] of the working electrode-electrolyte interface.54 155 

The counter electrode is sometimes placed in a separate compartment to prevent its reaction products 156 

from interfering with the working electrode. This compartment is ionically connected with the working 157 
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electrode compartment, usually with a glass/ceramic frit or asbestos threads. The reference electrode 158 

should provide a stable potential measurement against which to control the potential of the working 159 

electrode. There are two approaches for the placement of the reference electrode. Placing the reference 160 

electrode close to the working electrode, such as using a Luggin tube in a glass cell55 (Fig. 2b), results in a 161 

smaller contribution of the ohmic resistance. In contrast, placing the reference electrode far from the 162 

working electrode has the advantage that, for some geometries such as a disk electrode, a relationship 163 

exists between the electrolyte conductivity, the ohmic resistance and the electrode dimension,56  164 

S
N

 0
e 4

R
r

 (3)  

where 0r  is the disk radius andN is the electrolyte conductivity. The high-frequency ohmic resistance can 165 

be estimated using equation (3) because the electrolyte conductivity is often known, thus providing a 166 

check on the measurement quality. 167 

High-frequency artifacts may appear when using an ordinary reference electrode for 168 

measurements taken using conventional three-electrode arrangements (Fig. 2b). The impedance of the 169 

reference electrode may decrease in the high-frequency region (> ~100 kHz), increasing the current 170 

flowing through it, which would result in a fluctuation of the reference potential and afford abnormal 171 

impedance results. However, placing a capacitor (the value of which depends on the electrolyte 172 

conductivity) in series with a platinum wire that is connected in parallel to the reference electrode to 173 

bypass the high frequency component of current or noise can relieve this abnormality.57  174 

[H2] INSTRUMENTATION 175 

Along the course of developing the EIS measurement technique, instruments with different 176 

measurement principles have been proposed, including AC bridges,14,58 Lissajous curves,2 phase-sensitive 177 

detection and lock-in amplifier,59 frequency-response analyzers,4,60 Laplace transforms,61 and wavelet 178 

transforms.62 The dominant approach used by modern EIS instruments, provided by vendors such as 179 

Solartron, Biologic, Gamry, Metrohm and Zahner, falls in the category of frequency-response analyzers 180 

(FRA) that employ the orthogonality of sines and cosines to determine the real and imaginary parts of the 181 

complex impedance at a specified frequency. The discussion in the present work will accordingly 182 

emphasize FRAs. 183 

[H3] ACCURACY CONTOUR PLOTS 184 

The EIS accuracy depends on the measurement frequency and the impedance of the sample. Each 185 

device and associated cables can be characterized by an accuracy contour plot, which depicts the levels 186 
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of accuracy for the magnitude and phase angle of impedance based on the value of frequency and 187 

magnitude of impedance. Such accuracy contour plots should be evaluated to see if the test sample of 188 

interest falls into the area with adequate accuracy.63 A generic accuracy contour plot for potentiostatic 189 

modulation is shown in Fig. 2d. Line “A” is based on the minimum current resolution and can be moved 190 

by changing the potential perturbation amplitude. The absolute high-impedance limits of a potentiostat 191 

and associated cables can be obtained by measuring the impedance in which the wires are not connected, 192 

simulating an infinite cell impedance. The result yields the effective capacitance of the leads and 193 

instrumentation shown as line “B”. Line “C” corresponds to the maximum frequency capability of the 194 

instrument. The absolute low-impedance limits can be obtained by measuring the impedance in which 195 

the wires are shorted, simulating a zero cell-impedance. The result yields the effective inductance (line 196 

“D”) and resistance (line “E”) of the leads and instrumentation. A zone is indicated in which impedance 197 

measurements may be made with error less than 1% in magnitude and 2° in phase. A second zone 198 

corresponds to errors larger than 10% and 10° for magnitude and phase, respectively. Measurements 199 

outside the boundary formed by lines A through E are not possible. 200 

The measured impedance can be represented by the electrical circuit (Fig. 2e), and the relationship 201 

between measured impedance, 𝑍୫ୣୟୱ,and cell impedance, 𝑍ୡୣ୪୪, is given by 202 

𝑍୫ୣୟୱ =
൫𝑅୵୧୰ୣ + 𝑍,୵୧୰ୣ + 𝑍ୡୣ୪୪൯ × 𝑍େ,୵୧୰ୣ

𝑅୵୧୰ୣ + 𝑍,୵୧୰ୣ + 𝑍ୡୣ୪୪ + 𝑍େ,୵୧୰ୣ
 (4)  

where 𝑍େ,୵୧୰ୣ, 𝑍,୵୧୰ୣ  and 𝑅୵୧୰ୣ are the impedances associated with the capacitance, inductance, and 203 

the resistance of the wires, respectively. Instrument vendors usually use short shielded wires to reduce 204 

the contribution of the wire capacitance and inductance and often provide accuracy contour plots with 205 

wires coming with the instrument. However, the positions of the limits in accuracy contour plots are 206 

strongly affected by the wires used to connect the instrument to the cell. To this end, users should always 207 

generate a new accuracy and check it if they need to use longer wires for special purposes, such as 208 

connecting the cell far away from the instrument. 209 

The wires connecting the equipment and cells in EIS measurements form two loops, one includes 210 

the two wires bearing the current and the other bears the two wires sensing the voltage (Fig. 2f). The 211 

contribution of wire properties can be neglected and measured impedance is the same as the cell 212 

impedance for most measurements. However, for systems exhibiting small impedance, the use of long 213 

wires may give rise to high-frequency artifacts because the magnetic field generated by the alternating-214 

current-carrying leads will drive an alternating potential in the sense leads (Fig. 2h). This phenomenon is 215 

called mutual inductance, which can be reduced by minimizing the loop area between the two current 216 
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wires and the two voltage wires via a tight-braided twist (Fig. 2g).64 Another solution includes maximizing 217 

the distance between the current-carrying and the voltage-sensing wires.63 Finally, orientating the clamp 218 

(bayonet) of the current and voltage wires in a cross configuration, that is perpendicular to each other, 219 

may help to further reduce this interaction. 220 

[H3] SETTINGS 221 

The quality of the impedance measurement is controlled by a series of parameters, including 222 

selection of potentiostatic or galvanostatic modulation, perturbation amplitude, frequency range and the 223 

number of cycles used to perform the measurement at each frequency. In principle, EIS can be obtained 224 

either by applying a current perturbation and measuring the potential response, in the galvanostatic mode, 225 

or by applying a potential perturbation and measuring the current response, in potentiostatic mode. The 226 

choice of potential or current regulation depends on the electrochemical systems, and a first criterion for 227 

this selection is the shape of the steady-state current potential curves, which should be generated before 228 

the EIS measurement as a best practice. When the slope of the current-potential curve is very sharp (for 229 

example, the dissolution of zinc), the galvanostatic mode is usually preferred because the potentiostatic 230 

mode may lead to overloading of the cell and the current measurement circuits of the potentiostat. For 231 

steep slopes of the current-potential curve, a small change in potential might lead to a large change in 232 

current. In general, galvanostatic impedance is more suitable for noninvasive probing of metal corrosion 233 

at the open-circuit potential and for measuring most high-energy electrochemical devices, where 234 

impedance is low and current levels are high. However, for electrochemical systems with larger 235 

impedance, the potentiostatic mode is generally employed. 236 

The amplitude of the perturbing current or potential must be determined experimentally. The 237 

perturbation amplitude should be small enough to make the system linear, but as large as possible to get 238 

the best signal-to-noise ratio. Selection of the amplitude depends both on the polarization curve of the 239 

system and the noise level of the measurement system. The optimal perturbation amplitude is not 240 

necessarily the same over the entire frequency range and it may be compulsory to adapt it to make a good 241 

measurement because electrochemical systems involve different processes. For potentiostatic EIS mode, 242 

an AC potential signal with peak-to-peak amplitude of 5 to 15 mV is commonly used. However, for a 243 

system with large impedance or significant noise, the amplitude may be increased so long as linearity is 244 

assured. The potential changes associated with galvanostatic modulation depend on the frequency-245 

dependent impedance of the system. As the impedance of the systems may change by orders of 246 

magnitude with frequency, the potential swing at low frequencies from a fixed galvanostatic modulation 247 
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may cause nonlinear behaviour. In this case, the amplitude of the current perturbation should be adjusted 248 

as a function of frequency. Algorithms for frequency-dependent galvanostatic modulation have been 249 

developed. 65,66 Distortions of the expected ellipse in low-frequency Lissajous plots (current as a function 250 

of potential) provide a good indicator for nonlinear response.67,68 If distortions from a perfect ellipse are 251 

observed, the perturbation amplitude should be reduced. The monitoring of the spectral contents at 252 

higher harmonics of the response signal may also be used to determine the suitable range of perturbation 253 

amplitude. These experimental approaches are suitable for both potentiostatic and galvanostatic 254 

modulation. 255 

The power of EIS lies in its ability to probe processes in systems across a wide frequency range. 256 

Ideally, the frequency range should be set to match the dynamic range of the system under study. Modern 257 

EIS instruments can easily cover a broader range from MHz to μHz, spanning 12 orders of magnitudes. In 258 

practice, the accuracy of the equipment may drop significantly at high frequencies, as shown in Fig. 2d, 259 

and the measurement duration may become prohibitively long or the system may no longer be stationary 260 

in the low-frequency limit (see Box 1). As a result, the typical frequency range for electrochemical 261 

measurements, including energy conversion as well as storage device and corrosion, is 10 kHz to 10 mHz. 262 

Usually, 7 to 10 points per frequency decade (for example, from 100 Hz to 10 Hz), equally spaced 263 

logarithmically, are required for measuring an impedance spectrum with sufficient accuracy for a detailed 264 

data analysis. It is preferable to start the measurement from the high-frequency limit sweeping towards 265 

the low-frequency limit, because the operator has the opportunity to grasp the main behaviour of the 266 

system in a short period of time. If anything goes wrong, such as current overloads or excessively noisy 267 

signals, the operator can abort the measurement and make any necessary change or adjustment to the 268 

settings or the cell. 269 

The stochastic error structure or noise level of the measurement is influenced by the number of 270 

cycles used to measure the impedance at each frequency. The precision of the measurement increases 271 

with the square-root of the integration cycles. This effect from the number of cycles used is particularly 272 

worthwhile at high frequencies because noise content is high and time overhead for repetition is low. At 273 

very low frequencies, this effect is less significant due to the increased time overhead on the one hand, 274 

and the change of the nature of the predominant noise from external electromagnetic interference to the 275 

system non-stationarity. For some instruments, an auto-integration mode is used to select the number of 276 

cycles, which is usually three or larger. In contrast, the user is allowed to choose between fast, normal 277 
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and low-noise options that influence the number of cycles used for the measurement for other 278 

instruments. 279 

Introducing a delay of one or two cycles before the impedance measurement will help to reduce the 280 

errors because a transient response may occur in the cell during the change from one frequency to 281 

another. Similarly, there is usually a startup transient before the entire sequence of the measurement, 282 

which tends to corrupt the first frequency measured. A simple way of obviating this problem is to ignore 283 

the first frequency in subsequent regression analyses. In addition, the measured results within ±3 Hz of 284 

the line frequency and its first harmonic (for example, 50 Hz and 100 Hz in Europe or 60 Hz and 120 Hz in 285 

North America) are prone to stochastic noise.2 Data at these frequencies should be discarded in regression 286 

analyses, or, preferably, not measured. The user can check the EIS plot to spot any dispersed point(s) near 287 

the line frequencies. If there is, just remove these data before regression. 288 

[H2] ENVIRONMENT CONTROL 289 

Many electrochemical parameters have a sensitive dependence on temperature. To ensure reliable 290 

and repeatable measurements, a tight control of the cell temperature is required. Temperature control 291 

may be achieved using a thermal bath for glass cells, a heater-and-fan feedback control for a fuel cells, 292 

and an environmental chamber for batteries. This precaution is especially necessary for measurements at 293 

low frequencies. For low-current measurement, cells must be placed into a Faraday cage to shield the 294 

electrical noise from the environment. The Faraday cage should be connected to the ground to eliminate 295 

the voltage difference between the interior of the cage and the ground reference. Otherwise, this voltage-296 

difference tends to couple capacitively to the electrodes, leading to only partial shielding of the external 297 

electro-magnetic interference.69 Mechanical vibration may become an issue for systems with extremely 298 

small current and high sensitivity to electrical contact, such as when probing the EIS of a single particle. In 299 

these situations and those similar, an anti-vibration table should be used.70 300 

[H2] DEBUGGING AND CORRECTION 301 

When a doubt arises about the quality of a measurement, debugging tests could be performed on an 302 

electrical circuit that comes with the potentiostat or an electrical circuit with the similar electrical 303 

characteristics as the electrochemical system under study. The use of the appropriate electrical circuit 304 

with known impedance response allows for identifying instrument and wiring artifacts. An oscilloscope, 305 

preferably analog, is extremely helpful in identifying the presence, magnitude, frequency range and the 306 

nature of the electro-magnetic noise. In addition, the nonlinearity can be captured if a significant 307 

component is detected at high multiples of the perturbation frequency. Some EIS instruments have a 308 
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digital oscilloscope in the menu that should be exploited in the initial phase to determine the appropriate 309 

range of the amplitude of the perturbing signal. Distortions of the expected ellipse in low-frequency 310 

Lissajous plots provide a good indicator for nonlinear response.67,68 Impedance data can also be evaluated 311 

by regression of a measurement model to determine the stochastic error structure and the frequency 312 

range that is consistent with the Kramers-Kronig relations.71-73 313 

[H1] RESULTS 314 

The first step towards data analysis is use of graphical methods to visualize and interpret the 315 

impedance data. To emphasize a specific feature or behaviour, impedance data need to be presented in 316 

different formats that include: the Nyquist representation for mass transfer and kinetic behaviour; the 317 

Bode representation for frequency-dependent behaviour; the admittance format for capacitive behaviour 318 

at high frequency; and the complex-capacitance format for capacitive behaviour of a dielectric system. 319 

The parameters associated with resistance and capacitance can be extrapolated by graphical methods. 320 

Regression and statistical analysis provide more advanced quantitative analysis of impedance data. The 321 

analysis includes checking for consistency with the Kramers-Kronig relations, finding the error structure 322 

of impedance measurements, and extrapolating parameters by regression of process model. The methods 323 

and application to sample data are illustrated in this section. 324 

[H2] GRAPHICAL REPRESENTATION 325 

Interpretation relies partly on data representation, which is a critical aspect in EIS analysis. The 326 

commonly used representations are shown and discussed here. 327 

[H3] Potential-current vs. time and Lissajous curves 328 

The relation of the sinusoidal potential and current as the function of time at a frequency of 20 Hz is 329 

shown in Figure 3a. The amplitude and phase shift contain important information of impedance data. The 330 

phase shift between the input and output signals can be seen more clearly in the Lissajous curve given as 331 

Figure 3b, obtained by plotting the output signal as a function of the input signal at a specific frequency. 332 

In the early years of EIS, Lissajous plots were used to perform EIS measurement at low and high 333 

frequencies, respectively. Moreover, the Lissajous plot (Figure 3b) has several advantages when 334 

monitored during the course of the experiment. If distortions of the Lissajous figure are seen, the 335 

perturbation amplitude applied to the system should be reduced, at least on the frequency domain where 336 

the degeneration of the ellipse is observed. If the Lissajous plot can be made to have an elliptical shape 337 

by adjusting the perturbation amplitude, the measurement can be said to be linear. In addition, a shift of 338 
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the electrical signal along the x- or y-axis, usually occurring at the low-frequency range, implies a shift of 339 

the system to a non-stationary state, resulting in an erroneous measurement in this frequency domain. 340 

For example, this can be the case for a battery, if the amount of charge changes during the measurement, 341 

or for a corroding system evolving naturally, even slowly, over time. Accordingly, even if the current 342 

measuring devices are becoming more and more efficient, their mode of operation is not generally known 343 

to the user. The recorded current signal, for example, can be an average over a few cycles or a period of 344 

time. Therefore, connecting an oscilloscope [G] to trace the live Lissajous curve is a way to guarantee the 345 

validity of the measurements. If the traces of the live Lissajous curves overlap, the measurement at that 346 

frequency is not experiencing non-stationary behaviour, which means the system does not change with 347 

time.  348 

[H3] BODE AND NYQUIST REPRESENTATIONS 349 

The Bode (Fig. 3c) and Nyquist (Fig. 3d) representations are obtained over a wide frequency range 350 

(typically between 100 kHz and 10 mHz) and are therefore 3D representations of the experimental results, 351 

namely frequency (𝑓), modulus (|𝑍|) and phase ( f ) for the Bode diagram or frequency, real part (𝑍୰) 352 

and imaginary part ൫𝑍୨൯ for the Nyquist diagram. The Bode and Nyquist representations are the most 353 

commonly used in the literature, and they generally allow a preliminary analysis of the system, leading to 354 

the identification of elementary processes involved in the mechanism. A typical Bode plot, where the 355 

phase angle (I) and modulus (|Z|) are plotted as a function of frequency, is shown in Fig. 3c. The phase 356 

angle and modulus are calculated from the real and imaginary parts from the measurements. The Bode 357 

plot is an intuitive illustration of the impedance change with frequency. The phase angle usually tends 358 

toward 0° at high frequency due to the ohmic resistance of the electrolyte, shown in blue dots in Figure 359 

3(c). The Ohmic-resistance-adjusted phase angle has an asymptotic value of -90° at high frequency for the 360 

ideally polarizable electrode. If there is a CPE behaviour, the asymptotic value at high frequency would be 361 

lower than 90°. Thus, plots of the ohmic-resistance-adjusted phase angle provide a direct representation 362 

format for a constant-phase element (CPE) behaviour or frequency dispersion behaviour (see Box 3). A 363 

typical Nyquist plot, in which the imaginary part is plotted against the real part of impedance data, is 364 

shown in Fig. 3d. The Nyquist representation emphasizes larger values of impedance that show the 365 

influence of mass transfer and reaction kinetics. Each symbol is the data point measured at a specific 366 

frequency and the solid dots are used to designate some typical frequencies. In the case for this sample 367 

data, 1.6 kHz is the characteristic frequency for the charge-transfer process of the electrochemical 368 

reaction, which can be used to obtain the characteristic time constant. The low-frequency straight line is 369 
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the Warburg impedance for mass-transfer process. The time constant is determined by  370 

W
S

 
c

1
2 f

 (5)  

where the time constant is 𝜏 = 𝑅𝐶ୢ୪ and cf  is the characteristic relaxation frequency. Several processes 371 

exhibit similar relaxation frequencies, which results in overlapping time constants. However, it is still 372 

possible to distinguish these different time constants using strategies such as regression analysis, the use 373 

of different graphical representations2,74 or a method based on the distribution function of relaxation 374 

times.75-77  375 

[H3] Other Representations 376 

Other methods for representing impedance, such as the complex-admittance format and 377 

complex-capacity format are less used as compared with the representation methods discussed above. 378 

The choice of representation depends on the specific needs for data visualization and interpretation. The 379 

admittance is also a transfer function with real and imaginary parts, which is inversely related to the 380 

impedance. The admittance format emphasizes the capacitive behaviour at high frequencies. It is 381 

commonly used in solid-state systems. The complex-capacitance is defined as  382 

𝐶(𝜔) = 𝐶୰ + j𝐶୨ =
1

jω(Z − 𝑅)
 (6)  

for an impedance corrected by the ohmic resistance. Like the Nyquist plot, the complex-capacitance 383 

format obscures the frequency dependence of the data. The high-frequency asymptotic value can be used 384 

to determine the capacitance. Therefore, the complex-capacitance format is usually employed to 385 

represent systems for which the capacity is of interest. 386 

[H3] EIS AND ELECTRICAL CIRCUITS 387 

Electrochemical impedance spectra can be represented as a combination of electrical (resistance, 388 

capacitance or inductance) and electrochemical (faradaic) impedances. In particular, thin films on an 389 

electrode surface behave like dielectrics, as does the double layer that forms spontaneously on an 390 

electrified interface. Therefore, electrical circuits are often used to analyze experimental results, but such 391 

an approach masks the physical and chemical properties of the interface.2,4,13 All Kramers-Kronig-392 

consistent impedance spectra may be fit by an equivalent circuit, which is the point of using a 393 

measurement model (discussed further in REPRODUCIBILITY AND DATA DEPOSITION). The issue is that 394 

such models are not unique, and fitting by use of an electrical circuit does not necessarily provide useful 395 
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information concerning the system under investigation. For example, batteries, are most often analyzed 396 

in terms of equivalent electrical circuits because of the complexity of the system;78 however, mechanistic 397 

models make it possible to take into account all the physical chemistry in an increasingly precise 398 

manner.79-82 399 

Users often prefer one technique over others, but it is important to note that EIS and other widely 400 

used electrochemical techniques are complementary. For illustration, a system involving reduced species 401 

dissolved in solution (Fig. 3e) is presented using CV (Fig. 3f), chronoamperometry (Fig. 3g), and EIS (Fig. 402 

3h).  403 

The sweep-rate-dependent increase and decrease in value of current with increasing potential in the 404 

CV curves (Fig. 3f) reveals the presence of a diffusion-limited system. The difference between the peak 405 

potentials at a given scan rate allows the determination of electron-transfer kinetics. The variations in 406 

peak intensities as a function of the square root of the potential scan rate allows calculation of the 407 

diffusion coefficient.  408 

When the same electrochemical system is studied by applying a potential step, little information is 409 

readily apparent from the resulting current as a function of time, shown in Fig. 3g. Inflections in the 410 

current response can be seen when time is plotted on a logarithmic scale, shown in the inset for Fig 3g, 411 

and these inflections highlight the presence of two time constants The current response is dominated by 412 

the cell time constant for the shorter times, that is the electrolyte resistance, 𝑅, in series with the double 413 

layer capacitance, 𝐶ௗ. In contrast, the diffusion of electroactive species is responsible for the current 414 

decay for longer times owing to their consumption at the electrode surface. The inset in Fig. 3g shows the 415 

current response to the 𝑅𝐶ௗ  time constant, characteristic of the double-layer charging. This value 416 

defines the lower limit time scale (2 to 3 times 𝑅𝐶ௗ  ) at which kinetic information can be retrieved, and 417 

can be tuned by using an electrode of appropriate size. The use of microelectrodes reduces the ohmic 418 

resistance and so the 𝑅𝐶ௗ time constant (as shown by equation (3)), making it possible to study systems 419 

with fast charge transfer, down to the 100 µs domain.83 420 

Similarly, the detailed analysis of the EIS diagram (Fig. 3h) allows these same parameters to be 421 

determined. The width of the high-frequency capacitive loop yields the charge-transfer resistance 422 

associated with the kinetics of the electrochemical reaction, and the frequency at the peak of the high-423 

frequency loop yields the double-layer capacitance (see equation (5)). The tail forming a 45° slope in the 424 

low-frequency range is attributed to the diffusion of electroactive species (Warburg semi-infinite diffusion 425 

impedance [G]). Interestingly, the current response to a small-amplitude potential step results in a curve 426 
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(Fig. 3g) that contains the same information as the EIS response, which is enabled by transforming data 427 

from time domain to frequency domain using the Fourier transform.84,85  428 

[H2] REGRESSION 429 

Complex nonlinear least-squares regression is used to fit mathematical models to impedance data. 430 

The complex nonlinear least-squares approach has the advantage that a common set of parameters are 431 

obtained by simultaneous regression of the model to both real and imaginary data.86 Commercial 432 

programs such as ZPlot87 or ZSimpWin88 are available to fit electrical circuit models to impedance data. 433 

Noncommercial programs are also available, such as a recent Python-based program for regression that 434 

allows both a measurement-model analysis of the data and the ability to regress arbitrary functions.73 435 

The quality of the fit may be determined by using a graphical comparison of the model result and the 436 

impedance data or, if the experimental error structure is known, by the weighted-chi-squared statistic. 437 

Both simplex regression [G] and Levenberg-Marquardt regression [G] strategies are used.89,90 Despite 438 

being very sensitive to selection of initial guesses, the Levenberg-Marquardt regression method provides 439 

confidence intervals for regressed parameters, thus alerting the user to situations where regressed 440 

parameters do not have statistical significance. The simplex routine is less sensitive to initial guesses and 441 

as a result is easily used, but the absence of confidence intervals represents a severe shortcoming. A 442 

hybrid approach is preferred in which simplex is used to provide good initial guesses for the Levenberg-443 

Marquardt regression. 444 

[H2] APPLICATION TO SAMPLE DATA 445 

To demonstrate a systematic procedure for interpretation of impedance data, the data analysis 446 

methods discussed above are applied to sample impedance measurements in the following section. The 447 

error analysis associated with these sample data is presented in REPRODUCIBILITY AND DATA 448 

DEPOSITION. 449 

[H3] SAMPLE DATA 450 

The sample data were collected for the impedance response of a 5 mm diameter Pt disk electrode 451 

rotating at 120 rpm in an electrolyte containing 0.01 M K3Fe(CN)6, 0.01 M K4Fe(CN)6, and 1 M KCl as 452 

supporting electrolyte. Overall, this system is widely used as a reference for electrochemical 453 

measurements and further experimental details are available elsewhere.91 The first frequency 454 

measurement was collected after 14 s, and the subsequent measurements were collected after nine hours 455 

of immersion. Each measurement required about 19.5 minutes for its acquisition. As shown in Fig. 4a, a 456 

substantial difference is seen between the first measurement made and the measurements made after 457 
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8.9 h. A film is hypothesized to form on the platinum disk, and this film is seen to influence the impedance 458 

results.91 The regression program used to analyze the data in the present work is available for free non-459 

commercial use.73 The installation file includes all the sample data discussed in this subsection, sample 460 

process models including the one used to analyze the data, and the Python code used to calculate the 461 

convective diffusion impedance response of a rotating disk electrode. 462 

[H3] PROCESS MODEL 463 

The depressed high-frequency semicircular loop seen in Fig. 4a can be attributed to the faradaic 464 

reaction and the shape of the larger low-frequency loop, with a 45° line at higher frequencies, can be 465 

associated with mass transfer. For the ferri/ferro cyanide system, mass transfer is expected to influence 466 

the faradaic reactions. The depressed character of the high-frequency loop is attributed to frequency 467 

dispersion that is approximated by a CPE (see Box 3). The origin of the observed CPE is uncertain and the 468 

usual explanations in terms of distributions along the surface of the electrode92 or through a film93 are not 469 

likely to apply. However, the coupling between faradaic and charging current may be a possible reason,94 470 

but more work is needed to explore this hypothesis. 471 

The circuit representation of the process model is shown in Fig. 4b, and the corresponding 472 

mathematical expression is given as 473 
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where eR  is the ohmic resistance, tR  is the charge-transfer resistance, dZ  is the diffusion impedance, 474 

and D  and Q  are parameters for a CPE, that is DZ � 1
CPE ((j ) )QZ . The diffusion impedance is expressed 475 

in terms of a diffusion resistance dR  and a dimensionless diffusion impedance as 476 
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The dimensionless diffusion impedance is given by 477 
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where 
(0)Z , 

(1)Z , and 
(2)Z  are the three complex solutions to the convective diffusion impedance 478 

corresponding to three terms in the series expansion for the axial velocity near the disk electrode, and 479 
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the Schmidt number is expressed as Q iSc /D , where Q P U /  is the kinematic viscosity and iD  is the 480 

diffusion coefficient for the reacting species.2 The dimensionless diffusion impedance for a stationary film 481 

in terms of a diffusion time constant W G N,i i/ D , where GN,i  is the Nernst stagnant diffusion layer 482 

thickness, 483 

� �
ZW

T ZWc

�
 

i

tanh j1
0 j

 (10)  

is often used to account for the impedance of a rotating disk. The advantage of equation (9) over equation 484 

(10) is that it provides a more accurate model for the diffusion impedance response of a rotating disk 485 

electrode with no additional parameters. 486 

[H3] REGRESSION 487 

The regression was weighted by the error structure deduced from the three measurements 488 

collected after 8.9 hours of immersion, such that 489 

2
r j r| | | |Z ZV V E J  �  (11)  

where E  0.000291  and 5 1 23.76 10 cmJ � � � u : . Five low-frequency data points were found to be 490 

inconsistent with the Kramers-Kronig relations and were removed from the first data set (measured at 491 

14s). No low-frequency data were removed from the data collected after 8.9 hours. Data with frequencies 492 

above 4.3 kHz were removed to eliminate the contribution of ohmic impedance associated with 493 

nonuniform current and potential distributions. The resulting regression results are illustrated as lines in 494 

Fig. 4a and the values of the fitted parameters are summarized in Table 1, which were all statistically 495 

significant. The Schmidt number for the measurement at 14 s is 1076±14, on the order of the value 496 

expected for a bare electrode under the measurement conditions. There was an observed increase in the 497 

Schmidt number after 8.9h of immersion. Similarly, the charge-transfer resistance and the diffusion 498 

resistance increased with elapsed time. The effective capacitance was evaluated based on the values from 499 

regression results, following the Brug formula,92  500 
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where eR  is the ohmic resistance. tR  is the charge-transfer resistance, and α and Q are the values 501 

associated with the CPE. Equation (12) relates the CPE parameters to capacitance for a surface distribution 502 
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of time constants. The values shown in Table 1 are in the range expected for a double-layer capacitance. 503 

The characteristic frequencies, calculated using equation (2), are larger than the maximum frequency used 504 

in the regression, confirming that the influence of ohmic impedance was avoided. 505 

The analysis presented here demonstrates the discriminating power of impedance spectroscopy. 506 

The method allows an in-situ interogration of an electrochemical system. The method is noninvasive such 507 

that the potential excursion is very small as compared to CV, and it can be used to evaluate the ohmic 508 

resistance, the electrode capacitance, the charge-transfer resistance, which is inversely related to the 509 

reaction rate constant, and the Schmidt number. The EIS measurement is very sensitive to the evolution 510 

of electrode properties, in this case, showing the influence of the growth of a film on the electrode. The 511 

presence of a film increases the charge-transfer resistance, increases the electrode capacitance, and 512 

influences mass transfer. The systematic changes revealed by the impedance response are not visible in 513 

the steady-state current at the applied potential given in Table 1. 514 

[H1] APPLICATIONS 515 

EIS is widely applied across diverse electrochemical cells, devices and systems, including energy 516 

storage and conversion, corrosion, sensors and biomedical systems. This method can be used to provide 517 

simple system diagnostics in-situ and in-operando, to identify the presence and evaluate the relative 518 

importance of different processes or to extract detailed physical and chemical information about a 519 

process of interest. 520 

 [H2] PROCESS DECOUPLING AND DIAGNOSING 521 

In the initial stage or pre-test, EIS may be used to probe the general behaviour of the system, similar 522 

to the use of the CV technique in the time domain. In CV, voltage is swept across a wide range (1~2 V) to 523 

expose current peaks corresponding to different electrochemical reactions, in the anodic and cathodic 524 

scans. In EIS, frequency is swept across several orders of magnitude to expose impedance features and 525 

signatures at different time scales. Major features can be easily identified, while abnormal behaviours can 526 

be easily spotted. 527 

EIS provides a powerful means for decoupling processes occurring at different time scales as 528 

compared to time-domain methods. The typical EIS spectra and the corresponding physical processes of 529 

iron corrosion in sulfuric acid solution95, solid oxide fuel cells96, lithium-ion batteries80 and polymer 530 

electrolyte fuel cells97 are shown in Figure 5. Generally, electrolyte resistance dominates at the high-531 

frequency range, diffusive impedance dominates at the low-frequency ranges, and interfacial processes 532 
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dominate at the intermediate-frequency range. Inductive loops are frequently observed, as shown here 533 

for a corrosion process and for a polymer-electrolyte fuel cell. The inductive loops for the corrosion of 534 

iron in sulfuric acid were attributed to the coupling of electrochemical reactions by three intermediate 535 

species.28,98 Depending on the operating conditions, the inductive loops for the polymer-electrolyte fuel 536 

cell have been attributed to water transport99, reactions coupled by oxidation of the Pt catalyst100 or 537 

adsorbed intermediates (discussed further in LIMITATIONS AND OPTIMIZATIONS). 538 

These physical processes can be further decoupled. For example, a physics-based model for lithium-539 

ion batteries was able to resolve the controversial attribution of EIS features at low frequency to diffusion 540 

in either electrolyte or active particles.79,80,101 The contributions from different parts in the cell (the anode, 541 

the cathode, the electrolyte) may be differentiated even without the use of a reference electrode.102,103 542 

The diagnostic results from EIS can help identify the rate-determining process, and are hence valuable for 543 

the design and evaluation of electrochemical devices. 544 

 545 

 [H2] MECHANISM IDENTIFICATION AND REACTION PARAMETER ESTIMATION  546 

EIS can be employed to identify reaction or failure mechanisms from EIS signatures or the evolution 547 

of EIS features. Once the mechanism is identified, EIS can be employed to estimate the reaction 548 

parameters, such as charge-transfer resistance and the diffusion coefficient. A systematic way to identify 549 

the reaction mechanism composed of different elementary steps has been established, showing that the 550 

development of impedance models from assumed reaction kinetics is superior to the interpretation of 551 

impedance data in terms of an intuitively assumed electrical circuit. 104 One way to validate the proposed 552 

mechanism is to check whether a single set of parameters can describe the current-voltage curve and the 553 

electrochemical impedance measured at different potentials.28,98,105-107 554 

The underlying mechanism for the deposition of hydrogen under potential was explored using EIS.108 555 

Dynamic EIS and dynamic CV were used to resolve the controversy over the failure mechanism during 556 

subzero startup of a proton-exchange membrane fuel cell.109 The exchange current density, related to the 557 

charge transfer resistance, can be estimated from EIS at the open circuit voltage.110 The reaction order of 558 

different species can be estimated from the exchange current density at different reactant concentrations 559 

(activities).111 Finally, the activation energy (Ea) can be estimated from the exchange current density at 560 

several reaction temperatures110,112, as shown in Error! Reference source not found.6.  561 

 562 
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[H2] MONITORING  563 

The features in EIS can be attributed to specific components or processes by examining the trend of 564 

the impedance data while systematically varying the parameters. The adjusted parameter can be external, 565 

such as operation conditions, or internal, such as the cell design parameters. After the EIS features of a 566 

system are thoroughly understood, impedance results at several or even a single frequency can be used 567 

to monitor the status of the system and subsequently to control the operation condition. 568 

In a proton-exchange membrane fuel cell, impedance at a single frequency (around 1 kHz) is used to 569 

monitor the water content of the membrane, based on which the operation conditions are adjusted to 570 

prevent both flooding and drying out.113 In lithium ion batteries, EIS is used to estimate the internal 571 

temperature of the cell,114 which constitutes a more reliable and earlier indicator for possible thermal 572 

runaway than the surface temperature. For the online monitoring of EIS, a simplified equivalent electric 573 

circuit model, using the general-purpose CPE, usually proves to be adequate. EIS is also widely used for 574 

biosensing applications, since it allows the real-time monitoring of tiny changes at the 575 

electrode/electrolyte interface.115-117 For example, EIS methods enabled the detection of breast cancer 576 

cell concentration via covalent grafting of the specific antibody directed against the receptor anti c-erbB-577 

2 on electrogenerated polymers (Fig. 7).117 The resistance determined from the zero-frequency limit of 578 

the impedance is correlated to the concentration of cancer cells, as shown in Fig.7. The impedimetric 579 

biosensor can measure the EIS continuously and can monitor the concentration of cancer cells with high 580 

sensitivity and efficiency. 581 

[H2] MATERIAL, STRUCTURE, PROCESS CHARACTERIZATION  582 

Once the frequency response of the system being evaluated is well-understood, EIS can be used to 583 

characterize the materials, structures and processes of interest, and extract the associated structural, 584 

kinetic and mass transfer parameters. To improve the accuracy, it is advisable to devise simplified systems 585 

for such purposes. 586 

For material characterization, it is common practice in the laboratory to use EIS with a four-electrode 587 

setup to measure the electrolyte conductivity, be it liquid or solid. The four-electrode configuration was 588 

used to explore the solvation/desolvation behaviour of the lithium ion, identifying the desolvation of Li+ 589 

ion as the major contributor to the interfacial resistance in lithium-ion batteries.118 For structure 590 

characterization, an electrochemical porosimeter enabled estimating the pore size distribution in a porous 591 

electrode using EIS.119,120 Different pore size distributions correspond to different CPE behaviour, as shown 592 

in Figure  8. Also, for process characterization, EIS has been used to estimate the charge and mass transfer 593 
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properties of a lithium-ion battery component.121 To improve the power of process differentiation, a 594 

generalized transmission-line model for porous electrodes80 was developed.  595 

[H1] REPRODUCIBILITY AND DATA DEPOSITION 596 

As EIS measurements are very sensitive to sample preparation and the conditions to which the 597 

electrode has been exposed, the use of data repositories as a means to enhance reproducibility has not 598 

been widely adapted. Although round-robin tests have been attempted,122 these have shown scattered 599 

results, partly because the protocols used emphasized speed of measurement over data quality. To this 600 

end, impedance measurement and interpretation are considered to be specific to each individual 601 

application. 602 

Two types of error structure may be considered for impedance measurements. Sample-to-sample 603 

variability is important for use of impedance data for quality control, such as evaluating the durability of 604 

coatings.123 A minimum of eight samples has been suggested for the commercial evaluation of the relative 605 

performance of different coatings, and 12-18 samples for assessing properties of an individual coating. 606 

The impedance of these coatings would be evaluated as a function of time under accelerated degradation 607 

protocols to assess film durability.124 608 

The second type of error structure is that associated with each individual measurement. The error 609 

structure of impedance data may be considered in terms of the residual errors for the regression of a 610 

model to impedance data. The residual errors are expressed as2  611 

𝑍 − 𝑍መ = 𝜀୧୲ + 𝜀ୱ୲୭ୡ୦ + 𝜀ୠ୧ୟୱ (13)  

 where 𝜀୧୲ is the contribution to the residual error that can be attributed to the use of an inadequate 612 

model, 𝜀ୱ୲୭ୡ୦ is the contribution due to stochastic errors, and 𝜀ୠ୧ୟୱ is the contribution due to bias errors. 613 

The stochastic errors have a mean value equal to zero and can be characterized by a standard deviation. 614 

The bias errors may be considered to be those errors that cause the impedance data to be inconsistent 615 

with the Kramers-Kronig relations. Error structure and sample variability should always be evaluated for 616 

a scientific analysis of impedance data, although it is not yet commonplace. 617 

The step-by-step procedure for assessing the error structure of replicated impedance spectra 618 

involves fitting the Voigt measurement model shown in Fig. 9a to each impedance measurement using 619 

modulus weighting.71 The impedance is given by 620 
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where 0R  is the leading resistance, similar to the ohmic resistance used in equation (7), W  k k kR C , k=1 … 621 

K, and K is the number of Voigt elements. The estimate of the standard deviation of the stochastic part 622 

of the error structure is obtained from the standard deviation of the residual errors for the regression. It 623 

is important that the fit to each spectrum includes the same number of Voigt elements. The resulting 624 

standard deviation for the data presented in Fig. 4a is presented as 100 σ |Z|-1 in Fig. 9b, where the 625 

standard deviation for the real part of the impedance is given as circles and the standard deviation for the 626 

imaginary part of the impedance is given as triangles. The standard deviation is seen to be a small 627 

percentage of the modulus, ranging from about 0.2% at low frequency to about 0.02% at high frequency. 628 

This standard deviation V is the error structure used to weight regressions and must be determined for 629 

each type of experiment. 630 

The application of the Kramers-Kronig integrals to impedance data was considered controversial 631 

in the late 20th century because the integrand included an interpolated function of frequency ranging from 632 

zero to infinity, requiring extrapolation into the unmeasured frequency domain (see Box 1). This objection 633 

was resolved by the regression of a measurement model to the data. This measurement model (Fig. 9a) 634 

satisfied the Kramers-Kronig relations and was shown to provide a satisfactory fit to the impedance data, 635 

which supports that data fit by the measurement model could be understood to be consistent with the 636 

Kramers-Kronig relations.72 Most vendors of impedance instrumentation provide a regression-based 637 

assessment of the consistency with the Kramers-Kronig relations that is derived from a linear 638 

measurement model analysis.125 The nonlinear Voigt measurement model approach described here has 639 

greater sensitivity to inconsistency with the Kramers-Kronig relations, making it easier to identify 640 

frequencies for which a given data set does not satisfy the Kramers-Kronig relations.126 641 

[H1] LIMITATIONS AND OPTIMIZATIONS 642 

The set of measured signals in CV and EIS contain the same information, which should be easy to 643 

deconvolute depending on the physicochemical process and whether CV or EIS is used. Nevertheless, it is 644 

sometimes difficult to compare results obtained from both techniques. Currently, the evaluation of 645 

interfacial capacitance from CV and EIS for the case of a non-ideal behaviour,127-130 which is commonly 646 

depicted as a CPE, remains an unresolved issue. The CPE is considered to result from a position-dependent 647 

distribution of a time constant, represented as W  ( ) ( ) ( )x R x C x ,134 and is often used in an electrical 648 
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circuit model to improve the fitting to the impedance data (see Box 3). The distribution of time constant 649 

along the surface of the electrode may be caused by the variation in surface distribution of current and 650 

potential due to the electrode geometry. The time constant distribution may also be in the direction 651 

normal to the electrode as a result of a distribution of properties for an oxide or polymeric film. In 652 

principle, the interfacial capacitance obtained by EIS and CV for the same system should be the same, but 653 

that equality has not yet been demonstrated experimentally. Both techniques are in situ and measure a 654 

total current and an averaged potential. However, CV measures the global effective observation of the 655 

CPE behaviour over a broad range of potential; whereas EIS provides a measurement at a specified 656 

potential. 657 

Analytical electrochemistry experiments usually employ disk electrodes that are studied by means of 658 

a classical three-electrode potentiostat and a frequency response analyzer for measuring the impedance 659 

response. A three-electrode device enables monitoring the electrochemical processes occurring only at 660 

the working electrode, dissociating them from the processes taking place at the counter-electrode. 661 

However, even with these simple systems, the impedance response is not trivial. The observed EIS 662 

response depends on the electrochemical reactions at the working electrode, the geometry of the cell as 663 

well as the electrode and the electrolyte conductivity, which often results in a non-ideal response of the 664 

interfacial capacitance.54,131-134 Independent of this frequency dispersion that is ascribed to the cell 665 

geometry and that gives rise to a high-frequency ohmic impedance,54 the capacitive behaviour of the 666 

interface is rarely ideal and requires the use of a CPE for its description.93,135,136 Also, commercial reference 667 

electrodes usually have high impedance that leads to high frequency artifacts, but this drawback can be 668 

overcome by using a dual reference electrode.57 Overall, the measured electrochemical impedance 669 

depends on the mechanism under investigation in addition to the extrinsic parameters that are not 670 

associated with the mechanism, such as the geometry of the cell and the electrode. 671 

Some systems are inherently more complex. For example, the study of corrosion137,138 or corrosion 672 

protection139,140 systems using coatings have small current densities, and thus require measurements 673 

using large electrodes.141,142 Measurements on batteries are most often performed on two-electrode 674 

systems. The contributions of both electrodes are then measured simultaneously, which makes the 675 

analysis of the response even more complex because it includes the sum of the positive and negative 676 

electrode contributions. This experimental difficulty can be circumvented by inserting a reference 677 

electrode in the device46,143,144 or using a symmetric cell.145,146 Other artifacts may exist, such as an 678 

inductive contribution caused by the connecting wires in the high-frequency domain when low 679 
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impedances are measured (for batteries applications) or a significant noise in the low-frequency range 680 

when measuring high impedance (for anti-corrosion coatings). In the latter case, a potentiostat that allows 681 

the measurement of small currents must be used and the measurement must be carried out in a Faraday 682 

cage. A simple way to eliminate measurement errors related to the equipment is to perform the same 683 

measurement on an equivalent electrical circuit exhibiting similar characteristics (time constants and 684 

impedance magnitude) as the electrochemical system under study. 685 

Different techniques have been developed to perform impedance measurements with respect to 686 

instrumentation, where the most common one is the FRA4. However, other approaches such as the use 687 

of multisine,69,147,148 white noise149,150 or wavelet151,152 are also used, but their description is outside the 688 

scope of this Primer. These techniques have also been used to evaluate other transfer functions involving 689 

electrochemical systems such as thermal impedance spectroscopy,153 electrohydrodynamic impedance154-690 

156, modulation of the interfacial capacitance157-160 and local electrochemical impedance spectroscopy.161-691 

165 692 

 [H2] FIELD-SPECIFIC LIMITATIONS 693 

A general purpose EIS module may not have adequate accuracy for the test sample one wants to 694 

measure and depending on the application of EIS different issues are likely to arise.  695 

[H3] LOW-FREQUENCY RANGE 696 

For measurement at low frequency, the major problem is the long measurement time and the 697 

drifting or non-stationarity of the system. The lower the frequency, the more pronounced this problem is. 698 

The multi-sine method has been proposed to alleviate the problem by reducing the measurement time,166 699 

but the result represents an averaged behaviour that is always consistent with the Kramers-Kronig 700 

relations.126 Thus, the Kramers-Kronig relations cannot be used to detect the influence of nonstationary 701 

behaviour on multi-sine measurements.  702 

In lithium-ion batteries, potentiostatic EIS at low frequency will involve the charging and discharging 703 

of the cell, revealing a capacitive behaviour.167 For galvonostatic EIS, the cell is under charging or 704 

discharging, hence non-stationary conditions, violating one of the three prerequisites for impedance. 705 

However, continuous efforts to measure the EIS of a non-stationary system, frequently under the rubric 706 

of dynamic EIS, have been reported over the years. Following the first report of studying a non-stationary 707 

system in 1985;168 a proposed time correction method was used to study rechargeable lithium ion 708 

batteries169 and criterion for the restriction on the amplitude was explored in a discharging/charging 709 

process.170 710 
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For proton-exchange membrane fuel cells (PEMFCs), additional features appear at low frequencies 711 

with controversial explanations. For example, inductive loops attributed to different mechanisms, such as 712 

humidity dependent ionomer properties, 171 poisoning of Pt oxide growth172 or relaxation of intermediate 713 

adsorbed species in multi-step ORR reaction, are observed in the low frequency range.173 However, the 714 

dominant mechanism for these inductive loops may vary with working condition. The lower the humidity, 715 

the more significant the effect of water transport across the membrane; the higher the potential, the 716 

greater the effect of Pt oxide formation and intermediate species adsorption. In a distributed EIS 717 

measurement, local EIS at downstream even ventured into the second quadrant (negative real and 718 

negative imaginary), a peculiar behaviour that is associated with the consumption and interaction of O2 719 

along the channel174. Dedicated complementary observations are needed to prove or disprove the 720 

proposed mechanisms and the conjecture that the dominant mechanism may vary with working 721 

condition.  722 

[H3] REFERENCE ELECTRODES 723 

Reversible hydrogen electrodes and dynamic hydrogen electrodes47 are employed as reference 724 

electrodes in PEMFCs. The tip of the reference electrode is usually located outside the active area,175 due 725 

to the narrow space (~10 µm) between the anode and cathode. In coin cells or pouch-type lithium-ion 726 

batteries, reference electrodes are either placed between the electrodes or outside the active area of the 727 

electrodes.176 Although artifacts such as current leaking and short circuit have been associated with 728 

placing the lithium metal reference electrode between the two electrodes.177 For durable use of reference 729 

electrodes in lithium-ion batteries, in-situ electrochemical alloying a thin insulated gold wire with 730 

lithium178 and plating Li in nickel mesh179 are a couple of potential routes. Such reference electrodes can 731 

last reliably for months, which is extremely valuable for diagnosing cells under cycling. 732 

[ H1] OUTLOOK 733 

The development of EIS over the past decades has enabled a better understanding of many 734 

electrochemical systems involved in our modern technologies. The versatility of EIS and its ability to 735 

retrieve in situ quantitative information from complex electrochemical systems has made it an essential 736 

and complementary tool for electrochemists. However, careful considerations on the choice of 737 

experimental conditions and appropriate mathematical models that would accurately describe the 738 

physics and reactions mechanisms involved in the system considered are necessary. EIS is used as a 739 

routine tool for electrochemical characterization, however, the analysis is often limited to regression of 740 

equivalent electrical circuits180.  741 
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Since the 1980s, the EIS technique has benefited from substantial advances in electronic 742 

instrumentation that have facilitated impedance measurements. These advances will continue, often with 743 

specific objectives such as enabling measurement of local electrochemical impedance or coupling EIS with 744 

other transfer-function measurements. Different routes can be considered to measure the local 745 

impedance. The use of a bi-electrode allows these measurements, but the spatial resolution is currently 746 

limited to about 1 µm. Optical measurements provide an interesting way to improve this resolution, but 747 

they are limited to an interface whose topography does not change with time, which is thus not suitable 748 

for the study of many systems such as corroding materials or for systems that experience volume changes 749 

as a function of their state of charge such as battery materials. The use of multiple transfer functions 750 

combining the traditional electrochemical measurement with that of one or more other parameters such 751 

as temperature, pressure, or hydrodynamic conditions of the solution is another area of development. 752 

The analysis and interpretation of the large quantities of impedance data that can be generated in a 753 

laboratory or industrial setting is another area of interest. Automated circuit modeling of impedance data 754 

has been proposed, but circuit models obscure the underlying physics and chemistry. In particular, 755 

impedance models are not unique and EIS is not a stand-alone technique. Hypothesis-driven models can 756 

guide selection of complementary experiments that can be used to allow the user to gain confidence in 757 

their model or disprove it.  758 

Interpretation of impedance measurements requires both a model that accounts for the chemistry 759 

and physics of the system under study and the error structure of the data. The quality of the measurement 760 

may be assessed using various approaches. The stochastic and bias contributions to the error structure 761 

may be identified by use of recently published software.73 Manufacturers of impedance instrumentation 762 

are urged to include estimates of the standard deviation of impedance measurement as part of their 763 

standard output, and researchers are encouraged to consider sample-to-sample variability when 764 

appropriate. Overall, verifying the consistency of analyzed data with the Kramers-Kronig relations should 765 

become a standard for publication of impedance data. 766 

EIS data interpretation will move in two major directions. The first is the rapid automated 767 

interpretation of data, which can be quantitative if driven by a solid understanding of the system under 768 

study, but is otherwise a qualitative assessment. The other direction includes a more systematic analysis 769 

that sees EIS as one of a set of complementary tools that can be used to explore the physics and chemistry 770 

of electrochemical systems.97 The automated interpretation will facilitate use of impedance for 771 

diagnostics such as understanding the health of batteries in electric vehicles, enhancing signal processing 772 
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for subcutaneous glucose sensors or for rapid processing of data collected from multichannel test stations. 773 

The system-specific modeling will enhance the ability of research labs to understand the broad range of 774 

systems for which EIS may be used. 775 

  776 
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FIGURE CAPTIONS 777 

Figure 1. Required steps to acquire an electrochemical impedance spectroscopic measurement. This 778 

includes an electrochemical system (a) with a working electrode (WE), a counter electrode (CE), and a 779 

reference electrode (RE). In this example, a periodic perturbation signal (ΔE) is applied between WE and 780 

RE from high to low frequencies (b), and the electrochemical response to this perturbation is measured 781 

in the linear domain (c). Impedance data are often presented in Nyquist or Bode representations (d) and 782 

may be represented by an equivalent circuit in which a mechanistic interpretation of the system under 783 

study is used to extract a meaning for the faradaic impedance ZF (e). 784 

 785 

Figure 2. Guidelines for EIS measurements. a) Schematic representation of the two-electrode setup. b) 786 

Schematic representation of the three-electrode setup; c) schematic representation of the four-electrode 787 

setup, where WE is the working electrode, WSE is working sense electrode, RE is the reference electrodes, 788 

and CE is the counter electrode. d) Accuracy contour plot in which line A is the maximum measurable 789 

impedance, B is the capacitive limit, C is the maximum measurable frequency, D is the inductive limit, and 790 

E is the lowest measurable impedance. e) Circuit representation showing the influence of wire 791 

capacitance, resistance, and inductance on the measured impedance. For most measurements, the 792 

contribution of wire properties can be neglected, and measured impedance is the same as the cell 793 

impedance. Acceptable measurements may be made in the region with <1% error in magnitude and 794 

<2°error in phase. Measurements in the region marked >10%, >10° will show anomalous features caused 795 

by the instrument and cabling. f) Schematic representation of a wire connection to the electrochemical 796 

cell, where V1 and V2 are the voltage connectors, and A1 and A2 are the current connectors; g) twisted 797 

wires suppress mutual induction. 798 

 799 

Figure 3. EIS data of an ideally polarizable electrode obtained for a redox couple in solution. a) Temporal 800 

measurements of potential and current as a function of time at frequency of 20 Hz where the red line is 801 

current density and the blue line is potential, b) Lissajous curve (current as function of potential) plotted 802 

from the results presented in (a), c) Bode representation - modulus and phase of impedance as a function 803 

of the frequency, d) Nyquist representation - imaginary part of impedance as a function of the real part in 804 

a complex plane with frequency as a parameter, e) representation of a mass-transfer controlled 805 

electrochemical reaction involving an oxidized species Ox and a reduced species Red, f) cyclic voltammetry 806 

with scan rate as a parameter, and g) chronoamperometry with time in a linear and logarithmic (inset 807 

plot) scale. All these results shown in (f) and (g) were obtained for the same set of parameters for a planar-808 

disk electrode (A= 0.2 cm2) under assumption of a Butler-Volmer relationship for a quasi-reversible 809 

process with semi-infinite diffusion: k0 = 10-2 cms-1; D = 0.5; E0 = -0.1 V/NHE; Dox = Dred = 10-5 cm2s-1; 810 

Cox
* = 10 mM; Cred

* = 0 mM; Re = 5 :; Cdl = 10 µF. 811 

 812 

Figure 4. Sample analysis of impedance data. a) Impedance data in a Nyquist format for reduction of 813 

ferricyanide on a 5 mm diameter Pt disk rotating at 120 rpm after 14 s, 32135 s, 33305 s and 34472 s. The 814 

lines represent the weighted fit of equation (7) to the data. The difference between the first measurement 815 

(14 s) and measurements taken after 8.93 hours can be attributed to the slow formation of a film on the 816 
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electrode surface. b) Electrical circuit corresponding to convective diffusion to a rotating disk electrode 817 

with high-frequency CPE behaviour where eR  is the ohmic resistance, tR is the charge-transfer resistance 818 

associated with electrode kinetics, a and Q are parameters associated with the CPE, and DZ is the 819 

diffusion impedance associated with transport of reactive species to the electrode surface. The graph 820 

generated in panel a uses data reported in reference 91. 821 

 822 

Figure 5. Typical EIS spectra and the corresponding physical processes. a) iron corrosion in sulfuric acid 823 

solution,94 b) solid oxide fuel cells,95 c) lithium-ion batteries,79 and d) polymer electrolyte fuel cells. The 824 

circled numbers in Figures 5b, 5c, and 5d refer to transport and reaction mechanisms and their influence 825 

on the respective Nyquist plots. Panel a is adapted with permission from ref 94, IOP. Panel b is adapted 826 

with permission from ref 95, RSC. Panel c is adapted with permission from ref 79, IOP. 827 

 828 

Figure 6. The use of EIS measurements at different temperatures to extract activation energy. a) The 829 

current-overpotential curve for electrochemical systems showing the relationship between exchange 830 

current to the slope of the current-potential plot and b) the activation energy is obtained from the slope 831 

of the exchange current density as a function of inverse absolute temperature. The charge-transfer 832 

resistance is obtained from the high-frequency loop of the inset impedance diagram.110 Panels a and b 833 

adapted with permission from ref 109, Elsevier. 834 

Figure 7. Use of EIS to detect the concentration of breast cancer cells. This was achieved via covalent 835 

grafting of the specific antibody directed against the receptor anti c-erbB-2 on electrogenerated polymers: 836 

a) EIS of system with MCF-7 cancer cells116 where (1) 0 cell/mL, (2) 100 cell/mL, (3) 1000 cell/mL, (4) 10000 837 

cell/mL, (5) 100000 cell/mL and b) evolution of the resistance change as compared to case i, ΔR2, as a 838 

function of the concentration of MCF-7 cancer cell. Error bars show the relative standard deviation 839 

(RSD=5%) of three identical experiments. Panels a and b adapted with permission from ref 116, Elsevier. 840 

 841 

Figure 8. Influence of pore size distribution on impedance behavior. a) Impedance of porous materials 842 

with various pore size distributions,119,120 where poreR  is the pore resistance, and b) corresponding pore 843 

size distribution of porous materials where �̅� is the average radius and 𝜎 is the standard deviation of the 844 

radius distribution. Panels a and b adapted with permission from ref 119, Elsevier. 845 

 846 

Figure 9. Measurement model analysis to identify the error structure of impedance data. a) Schematic 847 

representation of a Voigt circuit used as a measurement model.181 To improve the stability of the 848 

regressions, the model, as shown in equation (14), is written in terms of resistors and time constants. 849 

Taken from Liao, et al.182 The Voigt measurement model may be used to assess the error structure of 850 

impedance measurements and to provide preliminary physical properties such as ohmic resistance and 851 

capacitance. b) The standard deviation of the stochastic part of the error structure for the data presented 852 

in Figure 7. The measurement model approach was used to filter lack of replication in repeated 853 

measurements. Panel a adapted with permission from ref 181, Elsevier.  854 
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TABLES 855 

Table 1: Results from the weighted regression of equation (7) to the sample data presented in Fig. 7. 
Confidence intervals given are ± 1V. The F2/Q statistic should be on the order of unity for a perfect 
regression. These results show that the model could be further improved. The effective capacitance 
and characteristic frequency were calculated from the regressed parameters. The current and potential 
were measured after each EIS measurement. 
 

Parameters 
(units) 

14 s 32135 s 33305 s 34472 s 

Sc 1076±14 1235.7±7.8 1244.8±8.0 1256.5±8.3 
Re (Ω cm2) 1.252±0.072 1.381±0.011 1.383±0.011 1.382±0.011 

Q (µF sα-1 cm-2) 460±68 59.8±1.2 59.4±1.2 59.6±1.3 
Rd (Ω cm2) 31.719±0.066 33.199±0.031 33.289±0.032 33.390±0.033 
Rt (Ω cm2) 1.273±0.078 3.137±0.013 3.161±0.013 3.188±0.013 

α 0.702±0.026 0.9048±0.0.0028 0.9057±0.0.0028 0.9052±0.0.0029 
F2(Q� 139 53 56 59 

C (µF cm-2) 14.4 21.4 21.5 21.4 
fc (kHz) 8.8 5.4 5.4 5.4 
Current (mA) 90.3 91.3 91.3 90.2 
Potential(mV) 215.6 215.7 215.7 215.7 

 

  856 
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BOXES 857 

[BH1] BOX 1. KRAMERS KRONIG TRANSFORMATIONS 858 

 859 

The Kramers-Kronig transformations were derived under the assumptions that a system is: stable such 860 

that perturbations to the system do not grow; responds linearly to a perturbation; and is causal where a 861 

response to a perturbation cannot precede the perturbation. These relations are widely used as part of a 862 

validation procedure to identify the frequency ranges that may have been corrupted by instrument 863 

artifacts or by nonstationary behavior. 864 

The imaginary part of the impedance can be calculated from the real part through: 865 

𝑍(𝜔) = −
2𝜔
𝜋

න
𝑍(𝑥) − 𝑍(𝜔)

𝑥ଶ − 𝜔ଶ 𝑑𝑥
ஶ


 866 

If the high-frequency limit of the impedance is known (𝑍(∞)), the real part can be obtained from the 867 

imaginary part through: 868 

𝑍(𝜔) = 𝑍(∞) +
2
𝜋
න

𝑥𝑍(𝑥) − 𝜔𝑍(𝜔)
𝑥ଶ − 𝜔ଶ 𝑑𝑥

ஶ


 869 

Direct integration of the Kramers-Kronig relations for EIS measurements has been replaced, in modern 870 

use, by regression of Kramers-Kronig-consistent circuit models that provide extrapolation to zero and 871 

infinite frequency limits that is consistent with the behavior of electrochemical systems. 872 

  873 
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[BH1] BOX 2. LINEARITY, STABILITY AND CAUSALITY 874 

[BH2] LINEARITY 875 

The constraint of linearity means that the response to an input perturbation is a linear function of the 876 

single- or multi-frequency input. Because the current is a nonlinear function of potential for 877 

electrochemical systems, linearity is achieved by using a small input perturbation such that the current 878 

can be expressed by the first term of its Taylor series expansion. The choice of an input perturbation 879 

magnitude is a compromise between the need to achieve linearity and the need for a sufficient signal-to-880 

noise ratio. 881 

[BH2] STABILITY 882 

The constraint of stability means that the response to a perturbation cannot grow with time. The current 883 

response to a step in potential must eventually decay to a new steady value. 884 

[BH2] CAUSALITY 885 

The constraint of causality means that the response to a perturbation cannot precede the perturbation. 886 

This constraint ensures that the measured AC-response of the system to an external modulation must be 887 

correlated only to the applied AC perturbation. Causality is especially important for electrochemical 888 

systems because measurements can take minutes to hours, depending on the frequency range used, and 889 

non-stationary behavior leads to failure of causality. 890 

  891 
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[BH1] BOX 3. CONSTANT-PHASE ELEMENT (CPE) 892 

The CPE is often used to improve the fit of models to impedance data. The CPE parameters α and Q cannot 893 

be used directly to extract a capacitance; however, a capacitance may be extracted under assumption of 894 

a distribution of time constants along the electrode surface or through a film. Not all time-constant 895 

distributions give rise to a CPE. The ohmic-resistance-corrected phase angle provides a convenient way to 896 

determine if a time-constant distribution is represented by a CPE. 897 

  898 
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GLOSSARY 899 

Capacitance: the ability of the electrochemical system, specifically the electrode-electrolyte interface, to 900 

hold electrical charge. (F m-2) 901 

Chronoamperometry: Electrochemical technique in which a potential step is applied to a working 902 

electrode and the current response is recorded as a function of time. 903 

Chronopotentiometry: Electrochemical technique in which a current step is applied to a working 904 

electrode and the potential response is recorded as a function of time.  905 

Complex number: ordered pair of real and imaginary numbers. 906 

Cyclic voltammetry: Electrochemical technique in which the current response of an electrochemical 907 

system is measured as a function of the potential, which is swept in positive and negative directions at a 908 

given rate. 909 

Frequency decade: a unit for measuring frequency ratios on a logarithmic scale, with one decade 910 

corresponding to a ratio of 10 between two frequencies (an order of magnitude difference). 911 

Interfacial capacitance: capacity of the electrical double layer or the double layer in series with a thin 912 

film on the electrode surface. (F m-2) 913 

Levenberg-Marquardt regression: a mathematical algorithm used to solve non-linear least squares 914 

curve-fitting problems that is sensitive to initial values and provides confidence intervals for the 915 

resulting parameter estimates. 916 

Ohmic resistance: an ionic resistance of the electrolyte and electronic resistance of the electrode, wire 917 

and connection (: m2) 918 

Oscilloscope: an electronic hardware monitoring the time-domain signals that are processed in the 919 

impedance measurement (for example, Lissajous plot). 920 

Potentiostat: electronic hardware for electrochemical experiments maintaining a constant potential 921 

difference between the working electrode and the reference electrode. 922 

Reactance: imaginary part of the impedance of an electrical circuit (: m2) 923 

Resistance: real part of the impedance of an electrical circuit (: m2) 924 

Rotating Disk Electrode: setup allowing the control of the rotation rate of a disk electrode embedded in 925 

an insulating circular plane in order to enhance and tune mass transport by generating a thin diffusion 926 

layer with uniform thickness. 927 

Scanning electrochemical microscopy: local electrochemical technique that allows for sensing the 928 

surface topography and reactivity  929 

Simplex regression: a robust mathematical algorithm used to solve non-linear least squares curve-fitting 930 

problems that is less sensitive to initial values but does not provide confidence intervals for the resulting 931 

parameter estimates. 932 
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Warburg semi-infinite diffusion impedance: an impedance element describing the diffusion behaviour of 933 

the electrolyte in the absence of convection with a diffusion layer that can spread to the infinity.  934 

  935 
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