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Abstract. Online ion range monitoring in hadron therapy can be performed via
detection of secondary radiation, such as prompt γ-rays, emitted during treatment.
The prompt γ emission profile is correlated with the ion depth-dose profile and
can be reconstructed via Compton imaging. The line-cone reconstruction, using
the intersection between the primary beam trajectory and the cone reconstructed
via a Compton camera, requires negligible computation time compared to iterative
algorithms. A recent report hypothesised that time of flight (TOF) based
discrimination could improve the precision of the γ fall-off position measured via line-
cone reconstruction, where TOF comprises both the proton transit time from the
phantom entrance until γ emission, and the flight time of the γ-ray to the detector.
The aim of this study was to implement such a method and investigate the influence of
temporal resolution on the precision of the fall-off position. Monte Carlo simulations of
a 160 MeV proton beam incident on a homogeneous PMMA phantom were performed
using GATE. The Compton camera consisted of a silicon-based scatterer and CeBr3
scintillator absorber. The temporal resolution of the detection system (absorber +
beam trigger) was varied between 0.1 and 1.3 ns RMS and a TOF-based discrimination
method applied to eliminate unlikely solution(s) from the line-cone reconstruction.
The fall-off position was obtained for varying temporal resolutions and its precision
obtained from its shift across 100 independent γ emission profiles compared to a high
statistics reference profile. The optimal temporal resolution for the given camera
geometry and 108 primary protons was 0.2 ns where a precision of 2.30 ± 0.15 mm
(1σ) on the fall-off position was found. This precision is comparable to current state-
of-the-art Compton imaging using iterative reconstruction methods or 1D imaging with
mechanically collimated devices, and satisfies the requirement of being smaller than
the clinical safety margins.
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1. Introduction

Hadron therapy involves the use of light positively charged ions in the treatment of
malignant tumours. The depth-dose profile of ions, characterised by a relatively low
entrance dose, well defined range and highly localised dose deposition at the end of the
particle track, makes ions an interesting choice in radiotherapy. In theory, the sharp
distal fall-off following the Bragg peak could be used to define the edge of the treatment
field where an organ at risk lies in close proximity to the tumour, sparing the organ at
risk as all of the particles are stopped inside the tumour. However, due to uncertainties
either in the calculation of the ion stopping power at the treatment planning stage, or
in the delivery of the treatment due to mispositioning or changes in patient/tumour
morphology, this practice is almost never carried out in treatment centres (Knopf et
al., 2013). Instead, to avoid important under-dosage of the tumour and/or over-dosage
of the normal tissue downstream of the tumour, margins of [2.5–3]%+[2–3] mm are
typically applied to the target volume (Paganetti, 2012), which for deep-seated tumours
can be of the order of a centimeter.

Minimising the ion-range uncertainty would allow the favourable dose deposition
characteristics of ions to be exploited. Numerous methods for reducing the ion-range
uncertainty, either at the treatment planning stage or during the treatment via online
monitoring, have been investigated and discussed in the literature (Knopf et al., 2013;
Parodi et al., 2018). Amongst the methods of online monitoring is the detection of
secondary radiation emitted as a result of the interaction of the ion beam with the
patient. Nuclear interactions involving incident ions and the patient often result in the
almost instantaneous emission of prompt γ rays. The γ emission vertices correspond
to locations of nuclear reactions and are correlated with the primary ion range, thus
making it possible to use longitudinal profiles obtained via prompt γ imaging (PGI) as
a tool to retrieve dosimetric quantities related to the ion range (e.g., Bragg peak or fall-
off position) (Knopf et al., 2013; Krimmer et al., 2018). PGI devices typically require
collimation, either mechanical or electronic, to provide information about the incidence
direction of the prompt γ detected. Of the different mechanical collimation geometries
that have been tested, the knife-edge slit (KES) is perhaps the most advanced, achieving
a standard deviation of 1–2 mm on the range estimation of a 160 MeV proton pencil
beam (108 particles) incident on a PMMA phantom (Smeets et al., 2012) and proven
performance in a clinical setting (Perali et al., 2014; Richter et al., 2016; Verburg et al.,
2020; Xie et al., 2017).

The main disadvantages of mechanically collimated cameras in principle are the
reduced detection efficiency (solid angle) due to the partial absorption of secondary
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Influence of TOF resolution on proton range verification via Compton imaging 3

radiation by the collimating device and their bulkiness. Electronically collimated
cameras remove the need for physical collimation by using Compton kinematics to
restrict the possible direction of travel of incident photons to a cone. For this reason
this type of camera is also known as a Compton camera. Compton cameras typically
consist of two detection stages: a scatterer and an absorber. The scatterer is made
up of one or more thin (compared to the range of the scattered photons) detectors in
which the photons undergo Compton scattering, whilst the absorber is made of thick
detectors, often scintillators, aimed at completely absorbing the photons. Using accurate
information about the position and deposited energy of coincident events in both stages
allows one to deduce the initial energy of the photon (assuming that no energy has
escaped the system) and thus the photon scattering angle (Schönfelder et al., 1973).
The emission point of the photon thus lies on the surface of a cone whose vertex is
described by the position of the interaction in the scatterer and whose axis is described
by the straight line between the interaction points in the scatterer and the absorber.
Reconstruction of the emission point can be achieved via analytic or iterative algorithms.
In particular, the analytic line-cone reconstruction uses the intersection of the Compton
cone with the primary beam axis, if the spatial information of the primary ion beam is
available.

Compton imaging for the online control of hadron therapy has been investigated
via simulations and experimentally using prototype devices both under laboratory
conditions (Golnik et al., 2016; Kasper et al., 2020; Koide et al., 2018; McCleskey et al.,
2015; Muñoz et al., 2017; Richard et al., 2011; Rohling et al., 2017; Ros García et al.,
2020; Solevi et al., 2016; Taya et al., 2016; Thirolf et al., 2016) and in a more clinically-
relevant environment (Draeger et al., 2018; Hueso-González et al., 2017; Kurosawa
et al., 2012). More recently, Fontana et al. (Fontana et al., 2020) reported on the
performance of a Compton camera prototype under construction by the French CLaRyS
collaboration. The CLaRyS Compton camera consists of a silicon-semiconductor based
scatterer and a scintillating absorber. The scatterer is comprised of seven plane silicon
detectors and the absorber is comprised of an array of Bi12GeO20 scintillating crystals
(Fontana et al., 2020; Krimmer et al., 2015). This camera is intended to be coupled
to a beam hodoscope for beam-position and TOF measurement (Allegrini et al., 2021).
The precision of the camera for the calculation of the Bragg peak fall-off position was
compared using two different reconstruction methods: an iterative maximum likelihood
expectation maximisation (MLEM) reconstruction (Maxim et al., 2015) and the analytic
line-cone reconstruction (Roellinghoff et al., 2011). Based on Monte Carlo simulations
using 108 primary protons of 160 MeV in single proton counting mode incident on
a PMMA phantom, a fall-off position precision of 2.6 mm (1σ) was reported for the
MLEM reconstruction method, which is comparable to the precision (1σ) reported for
the IBA KES camera (Fontana et al., 2020). For clarity, all references to precision in
this manuscript relate to the statistical precision. The main disadvantage of iterative
techniques to reconstruct the γ emission position is the complexity of the algorithms,
translating to a relatively long calculation time, which is a limiting factor for online
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Influence of TOF resolution on proton range verification via Compton imaging 4

range verification. The line-cone reconstruction is much simpler since the possible
solutions from a coincidence pair are reduced from the surface of a cone to just two
points at the intersection of that cone with the beam axis. The reconstruction of a
γ emission profile for 108 incident protons can be performed on a time-scale of the
order of seconds or less for analytic algorithms such as the line-cone reconstruction,
compared to orders of magnitude longer for convergence of an iterative algorithm. Actual
times depend of course on the complexity of the algorithm in question and the machine
architecture, but even with modern GPU processing, it is difficult to envisage iterative
reconstructions in a time-scale comparable to that of an analytic reconstruction. A
lower precision, however, of about 8 mm under the same conditions using the line-cone
reconstruction was reported by Fontana et al. (2020), with the authors attributing the
degradation in precision to the additional noise due to the inclusion of the two line-cone
reconstructed points in the γ-emission profile. Clearly one, or perhaps both in the case
of partial energy absorption, of these events is false. One possible strategy to improve
the reconstruction would consist in setting a priori filters excluding intersection points
outside the expected region of interest (outside the patient and beyond the expected
Bragg peak), and weighting the selected solutions accordingly or use them as a baseline
to compare against. Alternatively, in the present paper, we intend to evaluate the
potential of the time of flight (TOF), being the sum of projectile transient time and
photon flight time to the absorber such as in prompt-γ timing (Golnik et al., 2014;
Marcatili et al., 2020) information in order to reduce the possible two solutions of the
line-cone reconstruction to just one.

The aim of the present study was to propose a method of solution rejection based on
TOF using a Compton camera and the line-cone reconstruction method. Since in single-
proton mode measurements of TOF are limited primarily by the temporal resolution
of the absorber (Dauvergne et al., 2020), the effect of absorber temporal resolution in
the range 100 ps to 1.3 ns RMS on the precision of the measured fall-off position was
investigated. The upper limit, 1.3 ns, was chosen from the measured temporal resolution
of the BGO absorber of the CLaRyS Compton camera (Fontana et al., 2020) and the
lower limit, 100 ps, was chosen based on the limits of existing technology for monolithic,
large volume scintillators (Lecoq et al., 2020). The CeBr3 absorber block of the Compton
camera developed by Damavan Imaging (Rosières près Troyes, France) (Iltis et al., 2018)
for the localisation of radioactive sources is reported to have a temporal resolution of
about 100 ps RMS at 511 keV. Moreover, coincidence time resolution of 100 ps was
achieved in coincidence measurements with proton beams, using diamond detectors for
projectile time stamp and monolithic scintillators for prompt γ (Marcatili et al., 2020).
The study was performed using GATE Monte Carlo simulations (Jan et al., 2011; Sarrut
et al., 2014) of a proposed upgraded version of the CLaRyS Compton camera, where
the BGO absorber has been replaced by CeBr3 and the geometry slightly modified to
increase the sensitivity of the camera.
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Influence of TOF resolution on proton range verification via Compton imaging 5

Figure 1: The geometry used in the GATE simulations. A Compton camera, comprised
of 7 plane silicon detectors and a CeBr3 scintillator, was positioned so as to detect
prompt γ-rays generated in a polymethyl methacrylate (PMMA) phantom by an incident
proton beam.

2. Methods

2.1. Detector

The CLaRyS Compton camera consists of a semiconductor based scatterer and a
scintillating absorber. The scatterer is comprised of 7 plane silicon detectors with
dimensions of 9 × 9 × 0.2 cm3 spaced 1 cm apart and the absorber is comprised of
an array of 10× 10 BGO scintillating crystals (3.5× 3.5× 3 cm3 each) (Fontana et al.,
2020; Krimmer et al., 2015). In order to realistically study the effect of the temporal
resolution of the Compton camera on the precision of the fall-off position retrieval, the
BGO absorber was replaced by a 35×35×4 cm3 block of CeBr3. The energy resolutions
of the scatterer and absorber detectors were modelled using an inverse square root law
(Etxebeste et al., 2020) based on the known resolutions of 1.1% FWHM at 1 MeV for Si
(Fontana et al., 2020) and 6.9% FWHM at 511 keV for CeBr3 (Iltis et al., 2018). The
centre-to-centre distance between the last silicon plane detector and the CeBr3 absorber
was set to 15 cm. This geometry is illustrated in figure 1.
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Influence of TOF resolution on proton range verification via Compton imaging 6

2.2. Simulation

The simulations were performed with GATE v8.0 using the QGSP_BIC_HP
hadronic physics list (incorporating high precision neutron models) and the Livermore
electromagnetic physics option in order to take into account low energy electromagnetic
physics processes, atomic effects and Doppler broadening.

A Gaussian-shaped proton beam of σx = σy = 2 mm and energy 160 MeV (Gaussian
spread of 2 MeV RMS) was generated with a rate sufficiently low to avoid fortuitous
coincidences (Fontana et al., 2020; Rohling et al., 2017). As discussed by Dauvergne
et al. (2020), such a rate corresponds to single proton counting mode, enabling non-
ambiguous correlation between the primary ion and the detected prompt γ, at intensities
reduced by a factor 100-1000 with respect to clinical ones, depending on the accelerator
type. For simplicity in the simulation a current of 1 proton/µs, or 0.16 pA, was used.
The beam was directed towards a cylindrical phantom of polymethyl methacrylate
(PMMA), with dimensions 15 cm (diameter) × 20 cm (height), a mass density of
1.195 g/cm3 and orientation along the beam axis. Information relevant to the particles
crossing the entrance of the phantom was recorded in a phase space file, including their
three-dimensional position and time of entrance. No uncertainty is associated with the
time of entrance. In the following, the time resolution associated with the TOF will
represent the resolution of both the beam hodoscope and the absorber. In practice,
the beam hodoscope (not simulated here) is placed close to the phantom, such that the
entrance time in the phantom is within picoseconds of the the hodoscope time stamp,
independently of beam energy spread and angle. The uncertainties of both detectors add
quadratically, and 100 ps RMS is the minimum value based on measurements performed
using a diamond detector for protons and a fast monolithic scintillator for PG (Marcatili
et al., 2020). Therefore, it was not necessary to consider the uncertainty of the time
of entrance and the time of photon absorption separately. For simplicity and better
understanding of the following results, we discuss the TOF resolution as if it were
entirely due to the absorber. The position of primary protons at the phantom entrance
was later used to describe the trajectory of the protons for the line cone reconstruction,
and the time used as a reference for the TOF. Experimentally, this would correspond to
a beam-tagging hodoscope which is under development by the CLaRyS collaboration,
using either scintillating fibres (Krimmer et al., 2015) or diamond detectors (Gallin-
Martel et al., 2018) to ensure a high temporal resolution of the order of 100 ps RMS
(Marcatili et al., 2020).

The Compton camera was positioned such that the first scatterer plane was at
a distance of 23 cm from the phantom axis, with the detector parallel to the beam
axis. Simulations were performed at two different positions: centred on the centre of
the PMMA phantom, i.e., 100 mm downstream of the phantom entrance, and centred
approximately at the expected Bragg peak position. From the NIST PSTAR database
(Berger, 2002), the projected range of 160 MeV protons in PMMA is 151.5 mm, which
was approximated to 150 mm downstream of the phantom entrance. The aim of change

Page 6 of 23AUTHOR SUBMITTED MANUSCRIPT - PMB-111409.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Influence of TOF resolution on proton range verification via Compton imaging 7

Table 1: The resolutions assigned to the scatterer and absorber in the simulations.
Values for the scatterer were obtained from Fontana et al. (Fontana et al., 2020) and
values for the CeBr3 absorber were taken from the measurements by Iltis et al. (Iltis
et al., 2018). The spatial resolution of the detectors is assumed to be constant, whereas
their energy resolutions are inversely proportional to

√
E, where E is the photon energy.

Resolution (σ) Scatterer Absorber
spatial (mm) 2 2

energy 1.1% at 1 MeV 7% at 511 keV
temporal (ns) 15 variable (0–1.3)

in position was to investigate the effect of the decreased detection efficiency of the
camera off-axis as a result of the limited field of view. Interactions of particles with
the Compton camera were digitised using the Gate Compton camera imaging module,
CCMod (Etxebeste et al., 2020). The three dimensional position, time and energy
deposition of each interaction were stored, and lists of coincidences within a 40 ns
window were created. Coincidences involving multiple interactions in the scatterer were
ignored, whilst for multiple interactions in the absorber, the energy deposition of each
interaction was summed and the weighted average position of the interactions was found.

The spatial and energy resolutions were modelled within GATE using the spatial
blurring and local energy blurring modules respectively. These modules apply a
Gaussian blurring to the recorded energy and spatial data. The temporal resolution
was modelled using a Gaussian random number generator during the post-processing
stage. The values of the energy, spatial and temporal resolutions assigned to each part
of the camera are given in Table 1.

It is important to note that the present simulations do not account for fortuitous
coincidences and that only prompt γ-rays are considered. Scattering of prompt γ-rays
inside the phantom as well as incomplete absorption in the CeBr3 absorber have however
been taken into account.

2.3. Line-cone reconstruction

Energy filters were applied during the construction of Compton cones for the recorded
coincidence events. Minimum thresholds of 50 keV and 100 keV were applied for the
energy deposited in a single scatterer layer and the corresponding energy deposited in
the absorber respectively. An additional minimum threshold of 1 MeV for the total
energy deposition (sum of energies deposited in the scatterer and the absorber) was
applied in order to reduce reconstructions resulting from partially absorbed photons.
Additionally, photons with energies less than 1 MeV are less correlated to the proton
range since they have a high probability of being scattered in the PMMA phantom, or
may be delayed γ-rays resulting from β+ annihilation at 511 keV.

For each coincidence pair satisfying the conditions on the energy deposition, a
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Influence of TOF resolution on proton range verification via Compton imaging 8

Compton cone was constructed. The apex of the cone was described by the interaction
position in the scatterer, the axis of the cone was described by the straight line joining
the interaction points in the absorber and the scatterer, and the opening angle of the
cone was described by Compton kinematics:

cos θ = 1−mec
2
(

1

E1

− 1

E0

)
(1)

where θ, the Compton scattering angle, describes the half-opening angle of the cone,
mec

2 = 0.511 MeV, E0 is the initial energy of the photon and E1 is the energy of the
scattered photon. The surface of the Compton cone describes the possible emission
points of the photon if the following conditions are assumed to be true:

• that the energy absorbed by the absorber, ∆E2, is equal to the energy of the
scattered photon, E1,

• that the sum of the energies absorbed by the scatterer and the absorber, ∆E1+∆E2

is equal to the energy of the photon, E0.

The line-cone reconstruction takes advantage of the additional information about
the proton beam provided by the beam-tagging hodoscope, or in this case by the phase
space file generated at the entrance of the PMMA phantom, to minimise the number
of possible solutions for each coincidence pair to just the two points of intersection of
a line and the Compton cone. The line is described by the trajectory of the correlated
proton, i.e., the primary proton that interacted in the PMMA phantom giving rise to the
emission of a particular photon detected by the Compton camera. To find the correlated
proton for each coincidence pair, a window of 8 ns was applied to the total TOF, i.e.,
the difference in time between the interaction in the absorber and the time of entrance
of the proton in the PMMA phantom. This window was chosen from simulated TOF
distributions of γ-rays and neutrons generated by interactions of primary protons with
the phantom.

To select the most probable solution of the two solutions provided by the line cone
reconstruction, the temporal information provided by the camera was used. For each
of the two solutions, a TOF was estimated based on the TOF of the correlated proton,
TOFp, in the PMMA phantom, and the TOF of a γ, TOFγ with a trajectory described
by the reconstructed emission point and the positions of interaction in the scatterer and
the absorber, similarly to prompt-γ timing (Golnik et al., 2014). In practice, the TOFp

is unknown, so a model of the TOFp as a function of γ emission points was created
based on simulated interactions of 1× 107 primary protons of 160 MeV incident on the
PMMA phantom. To create the model of TOFp, emitted γ-rays with energies above
1 MeV which had not undergone any scattering in the phantom were traced back to
the beginning of their track, i.e., their emission point. The time elapsed between the
entrance of the proton in the phantom, the reference time t0, and the emission of the
γ-ray, tγ, was plotted as a function of the γ emission depth x and a polynomial function
f was fitted using least-squares minimisation. The elapsed time between the estimated
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Influence of TOF resolution on proton range verification via Compton imaging 9

(a) Solution r1 (b) Solution r2

Figure 2: (a) The proton and γ tracks corresponding to the solution r1 = (x1, y1, z1) with
TOFest1 and (b), the proton and γ tracks corresponding to the solution r2 = (x2, y2, z2)

with TOFest2 . In both cases, the star represents the solution, or the reconstructed
emission point of the γ-ray, the red line represents the track of the proton and the green
line represents the track of the γ-ray.

γ emission and the reference time, tγ − t0 is assumed to be equal to the TOFp. For each
solution of the line-cone reconstruction, the TOFp was found by applying the fitted
polynomial function f to the reconstructed emission point, as described by equation 2.

TOFp,i = f(xi) (2)

where i is an integer of value 1 or 2, identifying each line-cone solution, and xi is the
coordinate of the emission point on the proton beam axis for solution i.

The distance travelled by the γ-ray was then calculated using the reconstructed
emission point ri = (xi, yi, zi) and the interaction positions in the scatterer and the
absorber, rscatt = (xscatt, yscatt, zscatt) and rabs = (xabs, yabs, zabs) respectively. The TOFγ

was then found using equation 3:

TOFγi =
1

c
(∥rscatt − ri∥+ ∥rabs − rscatt∥) (3)

The estimated TOF for each solution, TOFesti , is then found by the sum of TOFpi

and TOFγi :

TOFest,i = TOFp,i + TOFγ,i (4)

The total tracks corresponding to TOFest,1 and TOFest,2 are illustrated in Figure 2.
The estimated TOF for each solution was subsequently compared to the TOF

provided by the Compton camera, TOFCC , which is defined as the difference between
the time of the interaction in the absorber, tabs and the reference time, or the time that
the corresponding proton crossed the entrance of the phantom, t0. The TOFCC is given
by equation 5:

TOFCC = tabs − t0 (5)
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Influence of TOF resolution on proton range verification via Compton imaging 10

The comparison of the estimated TOF for each solution, TOFesti to the TOFCC

is made by finding the absolute value of their difference, which will be referred to as
∆TOFi and is calculated using equation 6.

∆TOFi =| TOFCC − TOFest,i | (6)

Several criteria can be used to make a selection of the most probable line-cone
solution based on ∆TOFi. The simplest method is selection of the solution having the
smallest ∆TOF , that is, the solution with a TOFest which is closest to the TOFCC .
This method will only reject one of the two solutions, however there may be cases where
the two line-cone solutions are very different from the real γ emission point. This may
occur, for example, when the interaction in the absorber used to describe the apex of
the cone in the line-cone reconstruction is not one in which the total energy of the
γ-ray is absorbed, or for γ-rays which undergo scattering within the phantom prior to
interacting with the Compton camera. For these cases, a method which can reject both
of the solutions for given conditions is required. In this study, an upper threshold of
2σ, where σ is the root mean squared temporal resolution of the camera, was placed
on the ∆TOF . The solution which is selected is thus the solution with the minimum
∆TOF which satisfies the condition ∆TOF ≤ 2σ. If neither solution satisfies this latter
condition, then both solutions are disregarded.

2.4. Calculation of the fall-off position and its precision as a function of temporal
resolution

The γ-ray spatial fall-off positions were calculated using the procedure outlined in
(Fontana et al., 2020; Huisman, 2017; Roellinghoff et al., 2014) using a reference profile
for each value of temporal resolution investigated. The reference profiles are defined
as the reconstructed γ emission profiles at high statistics: 2 × 1010 incident protons.
They were first smoothed using a one-dimensional cubic spline function, then a model
of each reference function was obtained by interpolating the smoothed data over the
range x = −200 mm to 200 mm relative to the centre of the phantom (x = 0), in steps
of 0.5 mm. A baseline, equal to the lowest 25% of data was set and the distal maximum
found. The fall-off position was then defined as the position for which the height of the
histogram is equal to half the difference between the distal amplitude and the baseline.

The precision was measured using the method described by Fontana et al. (2020),
which is based on the difference between the fall-off position (FOP) predicted by a
reference γ emission profile (according to the treatment planning for example) and the
detected one. Firstly, 100 lower-statistic profiles based on 1×108 primary protons each,
selected at random from the total of 2 × 1010 protons such that no event was selected
more than once, were created. Then for each value of temporal resolution, the model
of the reference profile was fitted to each of the lower statistics profiles by shifting the
reference profile in the range −30 mm to 30 mm relative to its initial position, in steps
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Influence of TOF resolution on proton range verification via Compton imaging 11

of 1 mm, after area normalisation. For each step the reference profile was compared to
the lower statistics profile bin-by-bin by calculating χ2 as in equation 7:

χ2 =
N∑
i=1

(ysample,i − yref,i)
2 (7)

where i is the bin number, N is the total number of bins, ysample,i is the number of events
in bin i of the lower statistics profile and yref,i is the number of counts (scaled to the
amplitude of the sample profile) in bin i of the reference profile. The global minimum,
χ2
min, was found for each profile and the process was repeated for the 100 lower statistics

profiles. The precision of the fall-off position for each value of temporal resolution was
defined as the standard deviation of the distribution of fall-off positions obtained for
the 100 lower statistics profiles.

3. Results

3.1. Line-cone reconstruction

The time of flight of protons, TOFp, used to estimate a time of flight for each of the two
line-cone solutions was based on a model derived from simulated interactions of protons
incident on the PMMA phantom.

A mathematical model of the TOFp as a function of γ-emission points was found
from a least-squares minimisation fit of a 4th order polynomial function to the histogram
in figure 3(a).

Spatial distributions of the proton time of flight (assumed to be equal to the time
elapsed between a proton traversing the hodoscope and the emission of a prompt γ-ray,
tγ − t0) as a function of the γ emission points (both real and reconstructed for different
values of temporal resolution from 0 to 1000 ps) are shown in figure 3. Here, the γ-
emission point is the beam-axis coordinate of the two solutions (no solution selection
has been made) and the tγ − t0 for each of the two solutions is the subtraction of the
calculated γ TOF from the total TOF.

The comparison of line-cone reconstructed γ-emission profiles for each temporal
resolution (and thus selection criterion) and each Compton camera position is illustrated
in Figure 4. The profiles have each been normalised to their respective maximum values
and compared with the real emission profile of γ-rays with energies above 1 MeV obtained
from the phase space file. When decreasing the temporal resolution and applying the
selection criteria to disregard either one or both of the reconstructed points, the relative
contribution of points reconstructed outside the phantom is observed to decrease. The
observed fall-off at the distal-end of the Bragg peak also becomes sharper.

The number of contributing gammas normalised to the number of impinging
protons (profile integrals) as a function of temporal resolution is plotted in figure 5,
with and without solution discrimination and for both camera positions. Very little
to no difference is observed between the two camera positions. When no solution
discrimination is performed, the area under the profile is almost constant, with a slight
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Influence of TOF resolution on proton range verification via Compton imaging 12

(a) Real emission point (b) 0 ps

(c) 100 ps (d) 200 ps

(e) 500 ps (f) 1000 ps

Figure 3: 2D histograms representing the proton time of flight, TOFp, as a function of
the emission point of the correlated γ photon. Figure (a) is based on the real photon
emission point recorded in the phase space file and figures (b) to (f) are based on the
reconstructed emission points for temporal resolutions of 0, 100, 200, 500 and 1000 ps
respectively. The emission points are the beam-axis coordinates of the two solutions (no
selection has been made). The solid black curve is the 4th order polynomial fit to (a).
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Influence of TOF resolution on proton range verification via Compton imaging 13

(a) x = 0 mm (b) x = 50 mm

Figure 4: Line-cone reconstructed γ-emission profiles for a 160 MeV proton beam (107

incident protons for the γ emission profiles in black, 2×1010 for all others) in single
proton counting mode with (a) the Compton camera centred on the centre (x = 0 mm)
of the PMMA phantom and (b) the Compton camera centred close to the expected
Bragg peak position (x = 50 mm). The shaded region represents the length of the
PMMA phantom in the direction of beam travel. Each curve has been normalised to its
maximum value.

decrease observed for temporal resolutions of 1 and 1.3 ns due to the decreased number of
events occuring within the 40 ns coincidence window. The observed decrease in area with
improving temporal resolution is a result of improved selection of full-absorption events:
with insufficient temporal resolution, the discrimination method is unable to determine
when both solutions are incorrect, for example due to partial energy absorption in the
absorber.

3.2. Calculation of the fall-off position and its precision as a function of temporal
resolution

The fall-off position, defined as the point where the height of the prompt γ emission
profile is half of the difference between the distal amplitude and the baseline, was
calculated for each of the high statistic reference profiles. An example of the reference
profiles for a temporal resolution of 0.1 ns is given in figure 6. With the Compton camera
centred on the centre of the PMMA phantom, the fall-off position was found to occur
at 55.3 mm (155.3 mm from phantom entrance), compared to 55.9 mm (155.9 mm from
phantom entrance) when the camera was centred on the expected Bragg peak position.
The fall-off position calculated for the profile of known γ emission points recorded by
the simulation was 54.4 mm (154.4 mm from the phantom entrance). For comparison,
the PSTAR (Berger, 2002) prediction of the projected range of 160 MeV protons in
PMMA of the same density used in the simulations is 151.5 mm, whereas the R50 and
R80 values calculated for the simulated depth-dose of 160 MeV protons in PMMA were

Page 13 of 23 AUTHOR SUBMITTED MANUSCRIPT - PMB-111409.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Influence of TOF resolution on proton range verification via Compton imaging 14

(a) On the center of the phantom (b) On the expected Bragg peak position

Figure 5: Area under the profiles displayed in figure 4 without normalisation as a
function of temporal resolution with (a) the Compton camera centred on the centre of
the PMMA phantom and (b) the Compton camera centred close to the expected Bragg
peak position. The corresponding profiles were obtained for a 160 MeV proton beam
(2×1010 incident protons) in single proton counting mode.

(a) On the centre of the phantom (b) On the expected Bragg peak position

Figure 6: An example of a reference profile for σ = 100 ps (timing resolution) for a
160 MeV proton beam (2×1010 incident protons) with the camera centred on (a) the
centre of the phantom and (b) on the expected Bragg peak position. The profiles have
been smoothed using a cubic spline function. The markup illustrates the method used
to calculate the fall-off position. The two horizontal dashed lines illustrate the distal
amplitude and the baseline and the solid vertical line illustrates the fall-off position,
calculated as the position where the height of the histogram is equal to half the difference
between the distal amplitude and the baseline.

155.5 mm and 153.5 mm respectively.
As mentioned in Methods, for each value of temporal resolution the relevant
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Influence of TOF resolution on proton range verification via Compton imaging 15

(a) Example of recorded shift (b) Shift distribution

Figure 7: To calculate the precision of the calculated fall-off position, the high statistics
curve was scaled and fitted to each of the 100 lower statistics data subsets. An example
for σ = 100 ps is shown in (a) where the scaled reference curve (2×1010 incident protons
of 160 MeV) is in black and bold, and the lower statistics subset (108 incident protons
of 160 MeV) is in blue. The high statistics curve was shifted between −30 mm and
+30 mm relative to its initial position and the minimum χ2 found. The required shift
for each data subset was recorded. An example of shift distribution is shown in (b).
The precision is defined as the standard deviation of the 100 recorded values of required
shift.

reference profile was scaled and fit to 100 low statistics γ emission profiles. The fit was
obtained by shifting the reference profile laterally and finding the shift corresponding to
the minimum χ2 value. The precision of the calculated fall-off position is then said to
be the standard deviation of the shift values recorded for the 100 profiles. This process
is illustrated in figure 7.

The precision of the fall-off position as a function of temporal resolution for
each of the camera positions studied is plotted in figure 8. As expected, for both
camera positions the precision remains approximately constant as a function of temporal
resolution when no solution discrimination is performed (i.e., both solutions are kept
in the profile). Also non-surprisingly, the precision of the fall-off position improves
with improving temporal resolution, decreasing from 4–4.5 mm at 1.3 ns RMS temporal
resolution to 2.2–2.4 mm at 100 ps RMS temporal resolution. Whether the Compton
camera is centred at the centre of the phantom or at the expected Bragg peak position
appears to make little to no difference on the precision of the measured fall-off position.
A small difference, however, was noted for the systematic uncertainty, or mean absolute
shift, for the two camera positions. When the camera was centred on the expected Bragg
peak position, the mean shifts were -0.08 mm (with discrimination) and 0.18 mm (no
discrimination), compared to 0.16 mm and 0.58 mm respectively when the camera was
centred on the centre of the phantom. No relationship between the temporal resolution
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Influence of TOF resolution on proton range verification via Compton imaging 16

(a) On the centre of the phantom (b) On the expected Bragg peak position

Figure 8: Precision (1σ) of the calculated Bragg peak fall-off position as a function
of temporal resolution for a 160 MeV proton beam (108 incident protons) with (a) the
Compton camera centred on the centre of the PMMA phantom and (b) the Compton
camera centred on the expected Bragg peak position. For each camera position,
a comparison is made between the precision measured with and without solution
discrimination.

and the determined shift value was found.

4. Discussion

A method of line-cone solution discrimination based on time of flight (proton + γ-ray)
has been proposed and implemented to investigate. The method is used to investigate via
Monte Carlo simulation the influence of the temporal resolution on the precision of the
prompt γ fall-off precision in Compton camera imaging. The proposed discrimination
method involves a comparison of the TOF recorded by the camera to estimated TOFs
for each of the two possible γ emission points produced by the line-cone reconstruction.
The estimated TOFs are the sum of the γ TOF, easily calculated from its path length
and velocity, c, and the proton TOF which is estimated from a polynomial fit to the
distribution of γ emission times as a function of depth in the phantom obtained from the
simulation. This method requires a beam tagging hodoscope to be placed at the beam
exit window and is intended for use in single proton counting mode, but could also be
operated with ultra short bunches, since the timing resolution includes the bunch time
length.

Upon observation of figure 3, four potential limitations of the polynomial fit might
seem apparent: (1) the model relies on a priori information of proton interactions in the
phantom obtained via simulation, (2) the model does not take into account the lateral
straggling of the protons observed towards the Bragg peak (∼150 mm), (3) the model is
extrapolated beyond the ion range where it no longer makes any physical sense, and (4)
a homogeneous target is considered. However, when comparing the model to the same
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Influence of TOF resolution on proton range verification via Compton imaging 17

distributions of data obtained only from reconstructed γ emission positions and TOF,
i.e., information which can be experimentally obtained (figures 3(b)–3(f)), it is observed
to well describe the centre of mass of the distribution, in which the lateral straggling is
not visually apparent. Additionally, if the model were to end at the end of the ion range
a bias would be introduced when discriminating solutions: all solutions occuring beyond
the model would naturally be rejected and shifts in the fall-off position compared to the
treatment plan resulting from potential patient mispositioning, changes in morphology
etc. may go undetected. It is also worth noting that the model obtained via simulations
using a homogeneous, cylindrical PMMA phantom for the purposes of this study would
likely not be appropriate for line-cone solution discrimination in a clinical setting. It
could be envisaged however to obtain the relevant model via simulation using patient
CT data. CT-based simulations will also be used to generate the profiles and the
corresponding timing distributions.

The influence of the camera position relative to the phantom is observed not to
have a strong influence on the shape of the reconstructed γ emission profile (figure 4).
When the camera is centred on the expected Bragg peak position, about 150 mm from
the phantom entrance, the relative number of photons rises more slowly towards the
maximum, which is close to the Bragg peak. When the camera is centred on the centre
of the phantom, the profile is closer to symmetric, with its maximum at the centre.
The fall-off at the distal end of the Bragg peak appears similar, and from figure 8,
no difference (within uncertainty) in the precision of the fall-off position is observed.
Finally, as observed in figure 5, the sensitivity of the camera is approximately the
same for the different positions considered despite the difference in the shape of the
reconstructed profiles.

The influence of temporal resolution on the precision of the fall-off position is also
displayed in figure 4. The relative number of reconstructed events outside the phantom
decreases with improving temporal resolution, and the distal fall-off of the reconstructed
profile is observed to become steeper, approaching that of the real γ emission profile
obtained from the simulation. As a result, the precision of the fall-off precision also
improves with improving temporal resolution, achieving a value of 2.3 ± 0.15 mm at
200 ps resolution regardless of the camera position (between 100 and 150 mm relative
to the phantom entrance). Improving the temporal resolution from 200 to 100 ps
has little to no effect on the precision. This value is a pronounced improvement of
the 4.5–5 mm precision observed when no solution discrimination is performed, and is
comparable with the precision determined via simulations by Fontana et al. (Fontana
et al., 2020) for the CLaRyS Compton camera using an MLEM reconstruction for the
same number of incident protons. At 1.3 ns temporal resolution, the precision is 4–
4.5 mm which is only a very small improvement compared to the case where no solution
discrimination is performed. There is therefore not much to be gained by applying
the solution discrimination technique to the current CLaRyS Compton camera with a
BGO absorber. For the latter, spatial filtering strategies are required, excluding, for
instance, reconstructed events outside the target, or even outside the expected proton

Page 17 of 23 AUTHOR SUBMITTED MANUSCRIPT - PMB-111409.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Influence of TOF resolution on proton range verification via Compton imaging 18

range, as mentioned in the introduction. In the present study, such filters were not
found to significantly improve the contrast of the reconstructed profile (please refer to
the supplementary material). Moreover, the a priori knowledge of the phantom position
and beam range may induce a bias.

The improved precision with improving spatial resolution however comes at the
expense of reduced profile statistics, or an effective reduction in detection efficiency.
In figure 5 the absolute number of counts corresponding to the profiles displayed in
figure 4 are observed to decrease with improving temporal resolution, by a factor of
approximately 3 for example between temporal resolutions of 1.3 and 0.1 ns. This is
due to the fact that as the tolerance on the difference between measured and estimated
TOF becomes smaller with improving temporal resolution, the number of cases where
both of the line-cone solutions are rejected increases. If both of the line-cone solutions
are rejected it is because they are both assumed to be incorrect according to the selection
criteria. Incorrect line-cone solutions may have the following causes:

(i) false coincidences,
(ii) events from particles or photons other than prompt γ-rays,
(iii) scattering of the γ-rays within the phantom
(iv) incomplete absorption in the absorber

In this work, steps were taken to reduce both (ii) and (iii) by using minimum energy
thresholds on events recorded by the scatter and absorber (50 and 100 keV respectively),
plus an additional threshold on the sum of the two (1 MeV). Incomplete absorption is
assumed to be the main cause of incorrect line-cone solutions. The rate of decrease in
the area increases quickly below 500 ps. Unlike for integral detection systems where
ultra-fast timing at the level of 100 ps coincidence time resolution is a key for TOF-
based imaging (Dauvergne et al., 2020), here a temporal resolution of 100 ps provides
little to no improvement in the precision compared to a temporal resolution of 200 ps,
indicating that in this range of values of temporal resolution, the benefits of improved
solution discrimination start to be outweighed by the degradation in precision caused by
a reduced effective detection efficiency. For this reason, 200 ps should be recommended
as the best compromise between sensitivity and precision of the fall-off position for
the Compton camera described in this work. Increasing the detection efficiency of the
camera, via optimisation of the geometry or otherwise, would intuitively lead to further
improvements in the precision at values of temporal resolution of 100 ps and less. Work
on both increasing the detection efficiency and pushing the limits of temporal resolution
to improve the precision fall-off position measured in real-time using a Compton camera
is ongoing within the CLaRyS collaboration and expected to be reported on in future
communications.
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5. Conclusion

A TOF-based method of discriminating the most likely reconstructed γ emission point
from the pair of solutions yielded by the line-cone reconstruction for a Compton camera-
detected coincidence has been proposed. This method was subsequently implemented
in a Monte Carlo study of the effect of the temporal resolution of the Compton camera
on the precision of the fall-off position in online ion-range verification. The temporal
resolution was varied between 100 ps and 1.3 ns RMS. A precision of 2.30±0.15 mm was
achieved for 108 primary protons and a temporal resolution of 200 ps, corresponding
with the current state-of-the-art. No further improvement was observed for a temporal
resolution of 100 ps due to the reduced effective detection efficiency through the removal
of double false reconstructed events arising mostly from incomplete energy deposition
in the absorber. Further improvements to the fall-off position precision are expected
to result from ongoing developments aimed at improving the detection efficiency and
temporal resolution.
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