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Figure 1. 

 

*GPR: Global Prediction Rate (stringent multiplicative criterion based on PR obtained for the 3 classes)

Block 3
Validation of the classification algorithm for every endocrine 

phenotypes according to [4.1] training set size LS (grid: step = 

50) and [4.2] number NV of selected variables (grid: step = 50)

For a given combination of the Learning dataset Size (LSi) 

and a given Number of selected sda-ranked Variables 

(NVj), prediction of validation dataset on 1000 bootstraps

By bootstrap, Prediction Rate (PR) of every class 

and derivation of Global Prediction Rate (GPR*). 

Plot of abaci according to (Lsi, NVj)

Outcome: [4.3] Estimation 

of a minimal cohort size 

to get a GPR above 99.9%

Sigmoidal fitting of 

link between GPR 

(quantile at 5%) 

and cohort size

Outcome: Detection of 

outliers of subjects

belonging to Normal

classes of endocrine traits

[4.4] PCA on matrices of PR 

mean values obtained for every

subject in validation tests achieved

for every (Lsi, NVj ) combination

PCA

IC-DA bootstrap used to build a unique IC explaining contrast 

between Normal outliers and true Normal subjects. Scores of 

chemical shifts δ (ppm) repeatedly correlated to ICλ.

ICDA

Outcome: Clustering study of outliers by by PHATEPHATE

Targeted correlations

Outcome: Metabolic pathways enrichment of biomarkers

Block 4
[4.5] Anomalous metabolic profiles inside 

seemingly Normal endocrine populations
Batman processing: 58 

metabolites quantified

BATMAN

Bucketing of 1H NMR 

spectra: 811 

quantitative variables

1. Variable selection

of dataset by repeated 

MDS on transposed matrix 

2. Log10-transformation 
(655 samples  419 variables from 

253 subjects)

Block 1
[3.2.1] Sequential

data preprocessing

1H NMR fingerprinting (32k FID)

Outcome: Effective statistical

dataset dimension

[Suppl. 3.1] Unsupervised

multivariate assessment of 

the 1H NMR data structuring: 

PCA, MDS, PHATEPCA, MDS, PHATE
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Discrimination

rules

OSC

PLS-DA SDA

Ranked variables 

(cat score)

Outcome: Selection of a 

convenient classification 

algorithm based on OSC-SDA

Block 2
[Suppl. 3.2] Designing a 

robust classification algorithm

OSC-SDA
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Figure 4. 

A 

A 

B 

A 


