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Abstract

This work is motivated by an application in an industrial context, where the activity of
sensors is recorded at a high frequency. The objective is to automatically detect abnormal
measurement behaviour. Considering the sensor measures as functional data, we are
formally interested in detecting outliers in a multivariate functional data set. Due to the
heterogeneity of this data set, the proposed contaminated mixture model both clusters
the multivariate functional data into homogeneous groups and detects outliers. The main
advantage of this procedure over its competitors is that it does not require us to specify the
proportion of outliers. Model inference is performed through an Expectation-Conditional
Maximization algorithm, and the BIC criterion is used to select the number of clusters.
Numerical experiments on simulated data demonstrate the high performance achieved
by the inference algorithm. In particular, the proposed model outperforms competitors.
Its application on the real data which motivated this study allows us to correctly detect
abnormal behaviours.

Keywords: outlier detection, contaminated normal mixture, multivariate functional
data, model-based clustering, EM algorithm

1. Introduction

Recent innovations in measuring devices and acquisition methods, combined with the
intensive use of computer resources, enable the collection of discrete massive data on in-
creasingly fine grids. The huge dimensions of the resulting data, leading to the well known
curse of dimensionality issue, has motivated the development of functional data analysis
methods. Thus, rather than considering an observation as high-dimensional vector, it is
considered as a discrete observation of a functional random variable X = X (t){te[a,b]},
taking its values in a space of infinite dimension. Working with these functional data
makes it possible to take into account the intrinsic regularity of these sequential data.
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Many techniques or methods for analyzing functional data have been developed along
years. Refer to [1, 2] for a synthesis.

In the industrial application which motivated this work, the functional variables cor-
respond to the measure of sensors implanted into a metrology device. Several sensors
being implanted into a same device, we are tackling with multivariate functional random
variable X (t) = (XM (¢), X®(¢),..., XP)(¢)) € R?, p > 2. The objective of this work is
then to build a procedure allowing us to detect outliers in these multivariate functional
data.

The presence of outliers can significantly affect the results and conclusions of statistical
analyses. In the industrial context, detecting outliers can be used to assess the quality of
measurements from sensors or connected objects, and to identify abnormal or even faulty
behaviour. More precisely, it makes it possible to evaluate the reliability of measurements.
Figure 1 presents a sample of normal curves and outliers from the industrial application
which motivated this work, detailed in Section 5. Data are measurements coming simul-
taneously from four sensors, each of the four curves on the same plot representing one
sensor. The sensors work in pairs.

Detecting outliers is challenging and many methods have been developed in the tra-
ditional (non-functional) multivariate case (see e.g. [3, 4, 5]). Some techniques are also
being developed in the field of deep learning (see e.g. [6, 7]). In the functional data case,
several methods have been recently introduced and are described below. A first class of
methods is based on the notion of depth. A depth function is a function D(z, P) which
measures the centrality or the closeness of a curve x with respect to a probability distri-
bution on the curves P. It gives a score which reflects the position of a curve relatively
to the center of the data set. The higher the score, the more central the curve. A cutoff
is set to specify whether the data are normal. Several depth functions have been defined
by researchers to detect outliers in a functional setting. In 2001, Fraiman and Muniz (8]
introduced a depth function for univariate functional data and defined a—trimmed means
based on this notion (« the proportion of abnormal curves). Cuevas et al. [9] defined a
depth function based on the concept of mode and the random projection method. Febrero
et al. [10] proposed a procedure for anomaly detection with depth functions which re-
moves outliers at each iteration to avoid masking effects. Masking appears when some
outliers mask the presence of others. Sun and Genton [11] constructed a functional box-
plot to detect outliers. In the multivariate case, Hubert et al. [12, 13| defined a new
statistical distance named bagdistance, a measure derived from a depth function to rank
the data. Dai and Genton [14] introduced the framework of a directional outlyingness
for multivariate functional data. It is an effective measure of the variation in shape of
the curves, which combines the direction with a statistical conventional depth. A second
class of methods is based on a distance measure named Dynamic Time Warping. It is
used to find the similarity between the sequences of discrete observations of the functional



@ (b)

70000
1
70000
1

Values
50000
1
Values
50000
1

30000
1
30000
1

0 10 20 30 0 10 20 30 40
Time Time
(©) (d)
o
S J=w=
S ES: i

50000
1
8e+04
1

Values
Values

30000
1
4e+04
1

0 20 40 60 80 100 0 10 20 30 40

Time Time

Figure 1: Example of normal sensor recordings (a, b) and of recordings presenting dysfunction (c, d).

data. The flexibility of the method enables the alignment of two time series (locally out of
phase) in a non-linear manner [15]. By computing the similarity between time series two
by two, it is possible to obtain a clustering by grouping the curves which are the closest,
using any standard clustering algorithm [16, 17]. Since normal data look the same, they
can form groups of normal data clusters. Data that are very far from normal data clusters
can therefore constitute a cluster of atypical data. It is worth noting that this method is
particularly expensive in terms of execution. All the methods of these two first classes are
based on a notion of distance, and require a threshold being set for this distance beyond
which the observations are considered outliers. A third class of methods consists of those
interested in the notion of robust estimation. In 2005, [18] extended the trimmed kmeans
method [19] to functional data. It is a robust method that allows data clustering, while
excluding an a prior: known proportion of outliers. Finally, a new method for anomaly
detection in functional data has recently appeared, the Functional Isolation Forest [20],



which does not use any notion of distance. It is based on an isolation technique [21] that
separates abnormal data from others. Their method computes a path length which rep-
resents the number of cuts necessary to isolate a datum. The authors extend their model
to the multivariate functional framework [20]. The method requires an estimation of the
number of outliers to define a threshold which will allow the specification of whether a
datum is normal or not.

In the industrial application which motivated this work, the particularity of the mea-
sures is that they do not form an homogeneous data set, as illustrated by sensor on
Figure 2 which represents a sample of 148 measurements (one plot per sensor). Indeed,
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Figure 2: Representation of 148 measurements, one plot per sensor.

this figure illustrates the differences both in the amplitude and in the duration of the
measurements. These differences are mainly due to the differences between the entities
which are measured. Consequently, several clusters of measures co-exist, even in a normal
operation without anomalies. The differences between the clusters can consequently mask



the presence of outliers, or at least make their detection harder. Clustering functional
data is a difficult task, since the data come from a space of infinite dimension. Sev-
eral methods are proposed for overcoming this obstacle. A classification of them can be
found in [22]. The first approach is the two-stage method, which consists of reducing the
dimension by approximating the data to elements from a finite dimensional space, and
then using clustering algorithms from finite dimensional data [23, 24]. Another method
is the non-parametric approach, which uses usual clustering methods based on distances
or dissimilarities specific to functional data [25]. Finally, the model-based approach is
one of a number of generative models that assume a probabilistic model either on the
scores of a functional principal component analysis, or on the basis expansion coefficients
of the approximations of the curves, in a basis of functions of finite dimension. If there
are many generative models in the univariate framework [26, 27, 28, 29|, only few are pro-
posed in the multivariate framework. In 2013, [30] introduced a model-based clustering
for multivariate functional data based on the Multivariate Functional Principal Compo-
nent Analysis (MFPCA). Their model is based on cluster-specific Gaussian modelling
of a given proportion of first FPCA scores. In 2020, [31] extended [30] by modeling all
principal components whose estimated variance are non-null, which has the advantage of
facilitating the model inference.

In order to respond to the industrial motivation, the objective of the present paper is
to be able to both cluster the observations into homogeneous groups and detect the pres-
ence of outliers. In the non-functional case, [32] introduced a contaminated multivariate
Gaussian mixture model, which addresses our problem. According to their model, each
component of the mixture is itself a mixture of normal and abnormal observations. Both
have Gaussian distributions with a cluster-specific mean, but differ in their variance: the
variance of the abnormal distribution is assumed to be the one of normal data multiplied
by an inflation factor.

The present paper proposes an extension of this latter work to the functional setting.
For this, we will consider the model-based clustering procedure for multivariate functional
data proposed by [31], and extend their mixture model to the contaminated case. In the
resulting functional latent mixture model, normal and abnormal data are modeled into a
functional subspace while using multivariate functional principal component analysis. The
main advantage of the proposed model is that it does not require us to fix the proportion
of outlier detection. A second advantage is that it allows us to consider model selection
criteria for selecting the number of clusters.

The paper is organized as follows: Section 2 describes the data under study and
introduces the notation and the specificity of functional data; Section 3 presents the
proposed contaminated mixture model for outlier detection in multivariate functional
data; numerical experiments are detailed in Section 4; and application to real data is
discussed in Section 5.



2. Multivariate functional data

We are seeking to define an automatic algorithm that simultaneously clusters multi-
variate functional data and detects outliers. Multivariate functional data are represented
by a stochastic process X = {X(t), t € [a1,a2]}, a1,a2 € R;. The realizations of the
process X belong to Lolay, as]. Let {X;(t), Xa(t),..., Xn(t)} be an i.i.d. sample of X
where each copy X; of X is a multivariate curve X;(t) = (X} (¢), X2(t), ..., X?(t)) with
t € [a1,as]. Let z;(t) = (z1(t),22(t),...,2"(t)) denote the realizations of X;, where /(t)
represents the measure of sensor j during the period of time ¢ € [ay, as]. Without loss of
generality, the time interval [a1, as] can be taken as [0,1]. In Section 5 we will explain

how we proceed in practice to reduce to such an interval for industrial application.

2.1. Functional reconstruction

In practice, the functions #7(t) are not totally observed, and we only have access to
their values at certain discrete time points a; < t; <ty < ... < ay. There is a need to
reconstruct the functional form of 27(t). One common approach is to assume that the
curves xf (t) can be decomposed into a basis of functions (¢)1<p<p, in L, such that:

B

w(t) = chl(t), t € lar,az), 1<i<n, 1<) <p,
b=1

<

where (¢])1<p< B, represents the basis functions of the j™ component of the multivariate
curve, B; the number of basis functions and ¢, the coefficients.

Let the coefficients (c,) be concatenated within a matrix ¢:

i 'CiBj
€= (chysChyo o) with = [
Cn1 'C;Bj

cfgj represents the coefficients of the j® component of the multivariate curves.
Let the basis functions (¢) also be concatenated within a matrix ®(¢):

¢y (t) O, ... Op,
2
q)(t) _ OBI ®B:2 (t) : O?P
Op,  Op, ... ¥ (1)

with q)Jéj (t) = (¢)(t), Dh(t), ..., (b%j (t)) and 0, the null vector of size /.
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With these notations, the set of multivariate curves x(t) = (z1(t),...,z,(t)) can be
written in the form:
z(t) = c®'(t), (1)

where the prime denotes the transpose operator.

The estimation of coefficients c¢ is generally performed by smoothing, and is amply
described in [2]. The choice of the basis as well as the number of basis functions strongly
depends on the nature of data, and is done empirically in the unsupervised context.

2.2. Probabilistic modeling

The notion of probability density for functional variables is not well defined. In [33], it
is proved that it can be approximated with the probability density of the functional prin-
cipal component scores (FPCA scores, [2]). Under the assumption (1) of basis expansion
decomposition, these FPCA scores are obtained directly from a PCA of the coefficient ¢
using a metric defined by the scalar product between the basis functions ®. Consequently,
model-based approaches for functional data consider probabilistic distribution for either
the FPCA scores [30, 29] or the basis expansion coefficients [28, 31|, both being equivalent.

3. A model for clustering contaminated functional data

3.1. The Contaminated-funHDDC model

The aim of our work is to classify the observed multivariate curves z1, x», . .., x,, into K
clusters and to detect the presence of outliers. Let z;, 1 <1i < n, where z; = (21, ..., zix)’
be a latent variable associated to each observation x;, such that z;, = 1 if the observation
x; belongs to the cluster k and z;, = 0 otherwise. Let us similarly define v;,1 < i < n,
where v; = (v, ..., vik), such that vy = 1 if z; in group k is a normal observation and
vy = 0 if it is an outlier. Hence, knowing that each curve x; can be identified by its basis
expansion coefficient ¢;, the completed-data can be expressed as D = {¢;, z;, v; }1 ;.

Inspired by [32], we propose the Contaminated-funHDDC (C-funHDDC) model:

g(ci,0) = [Bef (cir pixs Sk) + (1= Be) f(cay s miSi)] (2)
i

where 0 = {7y, Bk, Lk, Ek,nk}le denotes all the parameters that need to be estimated.
Forall k € {1,...,K}, m € [0,1], Sk @ = 1, m > 1 is a variance inflation factor, G
the proportion of normal data, f(-, ux, Xx) the density of a Gaussian distribution of mean
pr and covariance matrix Yy, 5 € [0, 1] the proportion of normal observations and g the
density of the mixture of multivariate contaminated Gaussian distributions.



The mixture-likelihood function is defined as

L(c.0) = [T g(ci,0) = TTD_ 7 [Brf (cin s Sr) + (1 = Bi) f (e piie, e Zi)]
=1

i=1 k=1

Depending on the regularity of the observed curves, the number of basis functions used
for reconstruction can be large. In order to introduce parsimony in the modelling, let us
assume that the actual stochastic process associated with the k" cluster can be described
in a low-dimensional functional latent subspace Eg|aq,as] of Lsfa;, as] with dimension
d, < B = Z§:1 B;, for every k € {1,..., K}. The curves of cluster k can be expressed
in a group-specific basis obtained from {gbz, je{l,...,p}, be{l,..., B}} by a linear
transformation using a multivariate functional principal component analysis. That is, we
introduce a basis {¢g, b € {1,..., B}} specific to cluster k as

orp(t) = Z%bl@(t), 1<b<B

with ¢ the coefficients of the eigenfunctions expressed in the initial base .

Let Qr = (qun) f1<pi<py an orthogonal matrix of size B x B. We suppose that the dj,
first eigenfunctions contain main information of the MFPCA of cluster k. We therefore
split Q. into two parts: Qr = [Ug, Vx| where Uy, is a matrix of size B X dy and Vj, of size
B x (B —dy) and Uy, and Vj, are such that U Uy = 1, V/Vi = Ip_q4, and UV}, = 0. This
step will enable us to reduce the dimension of the modeling, since only first dj components
will need a fine modeling.

The relationship between the original space of ¢; and the low-dimensional functional
subspace is generated by Uy: )

c;=W72Ubi + ¢ (3)

where W = fab Q’(t)P(t)dt denotes the symmetric block-diagonal B x B matrix of the
inner products between the basis functions. ¢; is a noise following a Gaussian distribution
conditionally to z; =1,

€; | Zik — 1 NN(O,Ak),

where the covariance matrix Ay will be defined just above.

Based on [33], it is possible to make distribution hypotheses on scores d.. Let nj =
> ¢ | zik be the number of curves which belong to cluster k. Conditionally to zy, = 1,
let assume that the principal component scores of the ny curves, 6,,1 < i < ny, follow a
Gaussian distribution. That is,

Oi | zik = Livig = 1L~ N(mu, Ay) 65 | zie = Lvie = 0 ~ N (my, /1Ay (4)



with my € R% n;, > 1 and Ay, = diag(ag, axg, - - - , Ak, )-
Hence the basis expansion coefficients satisfy

G|z =100 =1~ N (e, Zx) , ¢ |z = 1,0 =0 ~ N (pog, 71X (5)

with ) .
M = Ukmk, Zk = W7§UkAkU;€W7§ + Ak .

Finally, let us assume that the noise covariance matrix Ay is such that

Q1 0

0 Qkd,,

Ri= QWS W2Qr = G (6)

0 by,

with ag; > are > ... > agg, > bg. In view of these notations, it is possible to conclude that
the variance of the actual data of the k' cluster is modeled by a1, axs, . . ., k4, , While the
remaining ones are considered as noise components and modeled by a unique parameter
bi. Ry represents the variance of the data in the space generated by the eigenfunctions

Pkb-

Model identifiability. We investigate in this paragraph the identifiability of C-funHDDC.
In [34], the identifiability of multivariate Gaussian mixture model is proved. However,
according to [35], in absence of any constraint, a mixture of mixtures is not identifiable.
Punzo and McNicholas [36] defined conditions allowing the identifiability of multivariate
contaminated Gaussian mixture models which are actually a mixture of mixtures. As
shown in [36], it is identifiable provided that, the K Gaussian distributions representing
the normal distributions in the mixture have distinct means and/or non-proportional
covariance matrices. Let k; and ko denote the indexes of two different clusters:

if ky# ke = |l — b ll3 + |80 — 60|13 #0, Ve >0

where || - ||2 is the Frobenius norm, then a finite mixture of contaminated Gaussian distri-
butions is identifiable. Since C-funHDDC is an extension of [36] to a functional framework,
then the identifiability of model (2) in the space of the coefficients deduces directly from
the identifiability of the mixtures of multivariate contaminated normal distribution [36].



Model complexity. Here the complexity of C-funHDDC, i.e. the number of parameters to
estimate is explored and compared with other models. For the numbers of parameters,
let us define h = KB + K — 1, the number of parameters required for the estimation of
means and proportions, 7 = S r | di.[B — (dj, + 1)/2] the number of parameters required
for the estimation of orientation matrices Qi, and D = K + Zszl dj., the number of
parameters required for the estimation of b, and a,. Due to the presence of outliers, we
have 2K additional parameters which represent the number of parameters required for the
estimation of {B;}5_ | and {m}_,. In total, the number of parameters to be estimated is:
h+74 D+ 2K. The complexity of C-funHDDC is compared to the complexity of a usual
multivariate Gaussian Mixture Model applied directly on the discretized data (discrete-
GMM), and the C-funHDDC model without the parsimony assumption (6) (functional-
GMM). In the non-functional framework, the discretized data are considered as a high-
dimensional vector, x; € R*?, where T is the number of observation points ;. Let us
see what happens with the real data. The observations per sensor are of the order of
T = 1000 and we have p = 4 sensors. The choices of d; = 10 and K = 3 are explained
in Section 5. The number of basis function (B;,1 < j < p) per component is fixed at 25.
This implies B = 100. Table 1 presents the complexity of these models.

Model Numbers of parameters
Value for
Theoretical T = 1000, K = 3, p = 4,
d = 10,B =100
C-funHDDC h+71+4+ D+ 2K 3176
discrete-GMM (K—-1)+T{Kp+ K[p(Tp+1)/2]} 24018002
functional-GMM (KB — 1) +4K + K(B —1)(1+ £) 15458

Table 1: Model complexity

The complexity of d-GMM is huge, illustrating that the functional approach is neces-
sary for such data. The functional approach should be favoured.

3.2. Inference of the C-funHDDC model

We have described the proposed latent block model. Now, we propose an algorithm
for estimating the model parameters.
The completed log-likelihood can be expressed as:

Ce(0) = Loy (0) + Loy (0) + Ly (0)
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with

n K n K
b (0) = zlogme,  Le,(0) =Y > zipfvilog B + (1 — vig) log(1 — B)]
i=1 k=1 i=1 k=1
n K
ley(0) = Z Z zik Vi 10g g(ci; pue, Bie) + (1 — vir) log g(ci, pire neXn)]-
i=1 k=1

In model-based clustering, a classical way to estimate the parameters is the EM al-
gorithm introduced by Dempster et al. [37]. It looks for an estimator maximizing the
likelihood of the model by successive iterations of two steps E (Expectation) and M (Max-
imization). To fit our model, we use a generalized EM algorithm called an Expectation-
Conditional-Maximization (ECM) algorithm [38]. It is an algorithm regularly used for
maximum likelihood estimation when there is contamination or when data are missing
[39]. ECM algorithm differs from EM algorithm at the maximization step. Each M-step
of EM algorithm, is replaced by two Conditional Maximization (CM) steps. They arise
from the partition 8 = {0y, 0o} with 0, = {7y, Bk, tr, axr, b}y and Oy = {nx}5_,. At the
first CM step (CM1), we estimate the parameters 6; conditionally to 6, and at the sec-
ond CM step (CM2), we estimate 5 conditionally to the other parameters. As described
below, the estimators of u; and >, depend on 7, and vice versa. So it is necessary to
estimate 7 apart and fix this parameter before estimating u; and >, and vice versa.

Algorithm. The ECM algorithm starts by initializing the latent variables zi(g)

, vfg) for each
observation and the parameter 0&0) = 77,(:)). Then a first execution of CM1 step and CM2
step is undertaken in order to provide the information of the different groups necessary for
computing the conditional expectation of E step (described below). Finally, we alternate
E step, CM1 step and CM2 step until convergence (£.(6™) — £,(9"V) is less than a
given threshold 0.0001) or a maximum number of iterations is reached (6™ is the value
of 0 at iteration m of the ECM algorithm).

During the ECM algorithm K and dj, are considered as fixed hyper-parameters. The
procedures for estimating these parameters are respectively described in subsection 3.5
and 3.4.

Now let us give the expression of parameters obtained at iteration m.

E step (Expectation). This step needs to compute Q(6 | /™) = E (¢.(9) | 6/™~V).
For that, we have to calculate E(zy | ¢;,0'™) and E(vy | ¢;, 0™) whose expressions are
given below. The posterior probability that the observation i belongs to the cluster k& of

11



the mixture, can be expressed as:
t5 = E(z, | ¢, 0™)
G S S R Ut SR A S e ]

- K m m m m m m m m ’
Sy ™ B e n™ M) + (U= B e ™ )]

The probability of an observation ¢ being normal or abnormal, given that it belongs
to cluster k, can be expressed as:

(m) (m) Z(m)
Sz(lzn) = E(vi | Ci,e(m)) = k f<cza,uk )

B fles ™ 27™) + (1 — ;im))f(cu ™ s

CM1 step (First conditional maximization). At this step, we fix 6, at Qém) and

m+1)

we compute 9% as the value of #; that maximizes Q(# | #). The estimation of the

parameters is:

A t:
° 7T](gm+1) 21:711 ik )

o BMHD _ Tin sy
k - S t(m) ’

m+1 1— s(m)
o "t = v Doiet i (szln) + <m) ) Ci-
n t(m>< (m) | 1=%4 )

S — X
ik nl(C m)

For the variance parameters, let us define the current sample covariance matrix of
the cluster k by:

m m) 1—s§m) m+1 m+1
H{™ = m) (thk ( Sik n(—m)k> (ci = ") (e = ™)

k
with 7" = ST 1.

e the dj; first columns of the matrix () are updated by the eigenfunctions coefficients
1 m 1
associated with the largest eigenvalues of Wz H ,5 W,

° the variance parameters algTH) are updated by the dj largest eigenvalues )\,(;ln) of

W3 H W2 with Ak:n) = qle2H W g and qg; the [th column of ).

o the variance parameters b are updated by B+% (trace(W2H ) szk1 /\ )

12



CM2 step (Second conditional maximization). At this step, we fix 6; at 6§m+1)

and we compute Gémﬂ) as the value of #, that maximizes Q(6 | ™). The expression of

the estimation of the parameter ny, is

n m m m+1 —1(m+1 m-+1
(m+1) _ | izt (1 — sy (e — "y S (e — )
L (m) _ ()
By — kg )

where 7,(;9”) =y, tEIT)SEZL) is the current number of normal data in the cluster k.

The proof of the formulae above can be found in the Appendix A.

Classification. In order to define the group to which each observation belongs, we use the
Maximum a posteriori (MAP) classification. Let i € {1,...,n} and consider z; and v; the
respective estimations of z; and v;.
For estimations {z;x, k = 1,..., K} of latent variables {2z, k =1,..., K}, the MAP

estimator is

1 if k = argmazx zy,

MAP(Z’k) = 1=1,..,K
0 otherwise.

A datum i belonging to cluster & would be defined as normal if the expected value v;;,
of v;;, arising by the model is greater than 0.5, and abnormal otherwise.

3.5. Initialization

The choice of the initialization method in EM or a generalized EM algorithm is a
major issue in the speed of convergence and the performance of the clustering [32]. The
parameters that are determined in the initialization are the latent variables {z;} and
{vit} and the parameters {n;}.

For z;, 1 < i < n, we propose three ways to initialize the algorithm. The first way is
to randomly initialize the algorithm as in [31, 28|. Another popular and common practice
is the well known kmeans method [40]. Since the data are contaminated, these first two
approaches do not give satisfactory results because they are not robust enough. Another
approach, which is the one we recommend to be used, is the trimmed approach. This
method is a robust kmeans insensitive to outliers introduced by [19]. The main idea of
trimmed is to calculate centroids by excluding a certain proportion of the data. We choose
to take a large proportion of outliers at this step to ensure that we are not contaminated
by their presence. This proportion is fixed at 0.2. This will ensure our model does not
depend on this parameter.

The ECM algorithm is a generalized EM algorithm [38], so it has the same log-
likelihood growth properties. Hence it converges to a local maximum. Initialization
of parameters {z;, 1 <i < n} appears as the most critical. Therefore, to ensure a better

13



convergence to a local maximum, we apply a "multiple initialization". That is, the al-
gorithm is no longer executed once but a given number of times, denoted nb_init, with
different initialization values of {z;, 1 <i < n}. We considered nb_init = 10 in our ap-
plications. Next, we retain the best of the nb_init results given by ECM algorithm using
the BIC criterion. We also initialize the latent variables v;, 1 < ¢ < n which specify if the
corresponding observation is normal or not. For alli € {1,...,n} and k € {1,..., K} we
set v;, = 0.99 when z; = 1 and v, = 0 when z;;, = 0.
For each cluster the parameter 7,1 < k < K is initialized at 1.

3.4. Estimation of the intrinsic dimension dy

Recall that for all £ = 1,..., K, the hyper-parameter dj, (section 3.1), is the intrin-
sic dimension of the cluster k. It needs to be estimated. We propose two methods of
estimation.

The first method is the grid search method. dj. is obtained by considering a grid of
positive integers and choosing the best with the BIC criterion. The second way is to
use the Cattell scree test [41]. This test is often used in statistics to detect the bends
indicating a change of structure on the curve representing the eigenvalues. As in [31] we
choose the value for which the subsequent eigenvalue differences are less than a threshold
defined by the user. This value varies during iterations as in different groups. It depends
on the MFPCA values obtained for each cluster.

3.5. Choice of the number of clusters

At this point, we are interested in selecting the number of cluster K. The choice of
this hyper-parameter can be considered as a model selection problem. Many criteria are
used in model selection. We can quote e.g. the ICL criterion [42] or the Slope Heuristic
criterion [43] (see e.g. Table 2 of [36]). In 1974, Akaike [44] proposed to maximize the
likelihood function separately for each model, and then choose the model that maximizes
the criterion

AIC =1(0) — ¢

where £ is the number of free parameters (Table 1). [ (5) is the maximum log-likelihood
value.
Another criterion was defined by Schwarz [45] and expressed as follows:

~

BIC =1(0) — glogn,

where n is the number of observations. The BIC criterion is one of the most-used criteria
in the case of clustering [46, 47, 39, 32, 31|. It is more parsimonious than the AIC criterion
since it generates greater penalties for the number of variables in the model. We opt for
the BIC criterion in this study.
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4. Numerical experiments

This section aims to assess the performance of C-funHDDC on simulated data. A
first set of experiments allows us to evaluate the efficiency of C-funHDDC itself and the
influence of the hyper-parameters (type of initialization, intrinsic dimension, number of
clusters, proportion of outliers). The second part of our experiments is dedicated to the
comparison of C-funHDDC with competitors, namely Functional Trimmed [18] and FIF
[20].

In all of our experiments, results are based on 100 simulations. The C-funHDDC
algorithm is implemented in R. For these simulation data sets, the computation time for
one execution of the algorithm with ¢rimmed initialization is between 30 seconds to 3
minutes on a 2.2 GHz Intel Xeon 4114 with 40 Go RAM.

4.1. Simulated data

Two simulated data sets are chosen, inspired by the work of [48, 1, 47, 31|. The two
data sets have the same normal observations but have different abnormal observations.
In the first one, dataset1, all components of the multivariate curves are abnormal. In the
second one, dataset?2, only one component is abnormal. This latter case is most frequent
in the industrial context.

For each dataset, a sample of n = 1005 bivariate curves is simulated as follows:

e For both data sets, 1000 normal curves are generated. The curves are composed
of 250 curves derived from K = 4 classes, according to the following model: for

e[1:21],

Class 1: Xi(t) =U+ (1 — U)H(t) 4+ <(t)
Xo(t) =U+ (0.5 —U)H;(t) + e(t)

Class 2: X;(t) =U + (1 — U)Ha(t) +<(t)
Xo(t) =U+ (0.5 —U)Hy(t) + <(t)

Class 3: X1(t) =U + (0.5 —U)H,(t) + &(¢)
Xo(t) =U + (1 —U)Hs(t) +&(t)

Class 4: Xi(t) =U 4+ (0.5 — U)Hy(t) + &(t)
Xo(t)=U+ (1 —=U)H(t) +<(¢)

where U ~ U[0,1] and £(t) is a Gaussian noise process. For all ¢, (t) is Gaussian
with zero mean and a variance equal to 0.25, independent from €(t) for ¢ # t. The
functions H; and Hs are the shifted triangular waveforms expressed as follows: for
t €[1,21], Hi(t) = max(6— |t — 7 ],0) and Hy(t) = max(6— |t —15],0);
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For the first data set (where the two components are abnormal), we add 5 abnormal
curves partitioned into two groups. 3 curves are simulated according to the following
model: for t € [1:12],

X1 (t) = (0.5 — U)H,(t) + sin(rt/2) + ea(t)
Xo(t) = (1 — U)Hy(t) + sin(nt/2) + es(t),

where €5(t) is a Gaussian noise process independent from e(t) with zero mean and
variance equal to 1. 2 curves are simulated from the following model: for t € [1,12],

Xo(t) =U + (0.5 = U)Hs(t) + &(t)
where H3(t) = max(6— | t1lyery — 7 |,0). We thus consider two types of outliers.

The first type will be denoted in the following outlier! and the second one outlier?.
We call this data set, datasetl.

For the second data set (where one of the components is abnormal), we add to the
normal data 5 abnormal curves also partitioned into two groups. The first 3 curves
are defined as

X1(t) =U+ (0.5 —U)H;(t) + (1)
Xo(t) = (1 — U)Ha(t) + sin(nt/2) + eo(t).

2 curves are simulated as

Similarly this data set contains two types of outliers. They will also be denoted

respectively outlier! and outlier? in the following. This dataset is denoted dataset?
below.

The number of observation points is T'= 101 with a regular frequency in [1,21]. The

reconstruction of the functional data is performed by cubic spline with 25 basis functions.
We represent the components of the two smooth data in Figure 3.

4.2. Fvaluation of C-funHDDC

The goal of this section is to evaluate C-funHDDC and its ability to retrieve clusters
and to detect outliers.
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Figure 3: Simulated curves: dataset! (top) and dataset2 (bottom). Xi(t) is displayed on the left and
Xs(t) on the right. Each curve is coloured according to its class: black for Class 1, red for Class 2,
light-blue for Class 3 and grey for Class 4. Abnormal curves are coloured respectively in green (outlierl)
and in purple (outlier2).

To evaluate the performance for both clustering and outlier detection, we use Adjusted
Rand Index (ARI) [49]. Recall that ARI belong to [0,1]. An ARI equal to 1 indicates
that the partition provided by the algorithm is perfectly aligned with the simulated one.
Conversely, an ARI equal to 0 indicates that the two partitions are just some random
matches. We denote by ARI, the ARI index evaluating the quality of clustering for the
normal curves. Similarly, ARI, evaluates the quality of outlier detection, computed on
the whole set of normal and abnormal curves.

In the following, we focus on the evaluation of the initialization procedures and of
the choice of the hyper-parameters. We first study the efficiency of the different types of
initialization and the choice of the intrinsic dimension d. Next we evaluate the ability of
the BIC criterion to choose the number of clusters, and finally we assess the capacity of
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C-funHDDC to detect outliers.

4.2.1. Initialization of the algorithm

For the first experiment, the influence of different types of initialization, trimmed,
kmeans, random, is evaluated. We consider both the ability of C-funHDDC to cluster the
normal curves and to detect abnormal ones. The number of clusters is fixed to K = 4.
For the choice of di, the algorithm is run on a grid of positive integers (from 2 to 10),
and the value of dj, giving the best BIC criterion is kept. Proceeding this way, we obtain
dj, = 2 for each cluster. This choice of d;, will be investigated in the next section.

As an illustration of the behaviours of the algorithm for the three types of initialization,
Figure 4 plots the log-likelihoods for one simulation of datasetl. This execution illustrates
the importance of the initialization strategy, since the achieved maximum is not the same
(trimmed leads to the highest log-likelihood, random to the lowest). Moreover, correctly
initializing reduces the number of EM iterations and, consequently, the computation time:
if the convergence is achieved with 6 iterations for trimmed and kmeans, it requires 70
iterations for random initialization.

33000

33000
1

33000

34000
-34000
!

34000

-35000
-35000
!
-35000

log-likelihood
log-likelihood
log-likelihood

36000
-36000
!

36000

37000
-37000
!

37000

38000
-38000
L

38000

Iteration lteration Iteration
trimmed kmeans random

Figure 4: Log-likelihood curves for one simulation of dataset1 with the three types of initialization.

Figure 5 displays the boxplots of ARI using different types of initialization. It high-
lights that the trimmed approach is the best way to initialize the ECM algorithm for
C-funHDDC. It perfectly groups the simulated normal data, and it clearly outperforms
the other approaches in outlier detection. Consequently, trimmed will be used in the rest
of the paper for initializing the ECM algorithm.
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Figure 5: ARI partition with different types of initialization on 100 simulations. Top plots give results
for datasetl: (a) for the clustering accuracy and (b) for the outliers detection accuracy. Bottom plots
give results for dataset2: (c) for the clustering accuracy and (d) for the outliers detection accuracy.

4.2.2. Choice and influence of dy,

The intrinsic dimensions of each cluster are hyper-parameters of C-funHDDC which
needs to be evaluated. This can be done in two different ways: either by using a grid of
values and selecting the best ones according to the BIC criterion, or by using the Cattell
scree test [41], with a threshold selected by BIC. The advantage of the second one is that
it requires to select only one threshold for every cluster, whereas the grid search has a
complexity that exponentially increases with K.

The number of clusters is fixed at K = 4 and the ECM algorithm is initialized with
trimmed. The grid search explores all possible values of (dy, ...,dg) in {2,10}%. For the
Cattell threshold, all values from 0.1 to 0.25 with a step of 0.05 are considered.

Figure 6 provides a comparison of the grid search and the Cattell scree test for selecting
the best intrinsic dimensions. Both clustering and outliers detection performances are
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considered, through ARI. and ARI,,.
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Figure 6: Clustering and outlier detection efficiency according to the manner of selecting the intrinsic
dimension dj: Cattell scree test and grid search. Boxplots were obtained on 100 simulations. Top plots
give results for datasetl: (a) for the clustering accuracy and (b) for the accuracy of outliers detection.
Bottom plots give results for dataset2: (c) for the clustering accuracy and (d) for the accuracy of outlier
detection.

If the grid search gives more accurate results on dataset!, it is more nuanced with
dataset?2 since the median of the results is better for Cattell. Nevertheless, the Cattell
scree test sometimes obtains very low ARI,, which may be a main drawback for an
application to real data. Consequently, in the rest of the paper, the intrinsic dimensions
dy, will be selected by grid search.

4.2.3. Selection of the number of clusters
In the following, we investigate the ability of the BIC criterion to select the true
number of clusters. If the BIC criterion has well-known consistence properties in the
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usual mixture model context, the presence of outliers may have a significant impact. The
C-funHDDC algorithm is run for different values of K, K € {2,3,4,5,6}. The intrinsic
dimensions (dy) are selected using a grid search (on {2, 3,4,5}). In each of the simulations,
we obtained that d, = 2 for all k, whatever the final value of K.

Table 2 reports the number of clusters chosen for 100 simulations of both simulated
datasets. It shows clearly that the BIC criterion tends to select 5 clusters rather than 4.

Number of clusters (K) dataset! dataset2

2 — —
3 — —
4 19 16
) 80 80
6 1 4

Table 2: Best number of clusters selected by the BIC criterion for 100 simulations for each data set as
a percentage, with choice of dj with grid search method. The highest proportions are displayed in bold
type.

To explain the fact that 5 clusters are obtained with the BIC criterion, we run a similar
procedure on the dataset containing only normal curves of dataset! and dataset?, that
is, removing all abnormal curves. Results are given in Table 3. It highlights that the
presence of 5 clusters is due to the presence of abnormal data.

Number of clusters (K) Normal data

) _
3 _
4 95
) 3
6 2

Table 3: Best number of clusters selected by the BIC criterion for 100 simulations for each data set as
a percentage, with choice of dj with grid search method. The highest proportions are displayed in bold
type.

Indeed if we look more precisely at the characteristics of the clusters, it appears that
the algorithm tends to group the outliers into additional clusters. In order to illustrate
this phenomenon, we display the results on single simulations. First, Figure 7 shows the
clusters obtained on one simulation when BIC chooses K = 4. The outliers are correctly
detected, and are associated to the closest clusters.
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Figure 7: Four left plots: clusters obtained by C-funHDD (by color) when K = 4. Four right plots:
normal curves are displayed in grey and detected outliers are in red. Top plots give results for dataseti:
(a) for the first component and (b) for the second. Bottom plots give results for dataset2: (c) for the first
component and (d) for the second.

Figure 8 shows the clusters obtained on one simulation when BIC chooses K = 5. It
confirms that the outliers are grouped together into an additional cluster.

In conclusion, when the number of clusters is free, C-funHDDC tends to create ad-
ditional clusters for the outliers. When the number of clusters is fixed to the number of
clusters of normal curves, without an outlier, then the outliers are assigned to the closest
cluster but well detected as outliers. The next section evaluates more precisely this ability
to detect outliers when K = 4.

4.2.4. Qutlier detection

This section evaluates the ability of C-funHDDC to detect outliers, and the influence
of different parameters: the proportion of outliers; and the level of heterogeneity amongst
data.The number of clusters is fixed to K = 4 and the ECM algorithm is initialized with
trimmed. In order to reduce computing time, the intrinsic dimensions are all fixed to
dy = 2, which corresponds the values selected by grid search in the previous experiments.

Influence of the degree of contamination.. The initial dataset! and dataset?2 contain 5%
of outliers (5 abnormal curves for 1000 normal ones). In this section, this proportion
is gradually increased from 5%o to 20%0 with step 5, by adding the number of outlier2
(initially set to 2). These outliers are not especially associated to one cluster, unlike the
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Figure 8: Clusters obtained by C-funHDD (by color) when K = 5. Top plots give results for dataset!:
(a) for the first component and (b) for the second. Bottom plots give results for dataset2: (c) for the first
component and (d) for the second.

other type of outliers. Our results are given in Figure 9.

As we can see on Figures 9a and 9c, the clustering of normal data is not impacted by
the variation of the number of outliers. Nevertheless, the ability of C-funHDDC algorithm
to detect outliers decreases when their proportion increases (Figure 9b, 9d). The reason
for this phenomenon is that when the proportion of outliers becomes too large, for K
fixed to 4, the model prefers to increase the variance of the clusters and considers the
abnormal curves as normal rather than as an outlier. This is illustrated by Figure 10.
Recall that the variance structure in each cluster k is given by the matrix Ry defined in
(6). Figure 10 plots the value of the trace of the matrices { Ry, k = 1,..., K} with respect
to the proportion of outliers. Indeed, one of the clusters has a variance which increases
with the proportion of outliers.

Now consider the case where the number of clusters is free. Then the BIC criterion
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Figure 9: Adjusted Rank Index for the clustering and for the outliers detection with respect to the degree
of contamination (in per thousand) when K = 4. Top plots give results for dataset!: (a) for the clustering
accuracy and (b) for the outlier detection accuracy. Bottom plots give results for dataset2: (c¢) for the
clustering accuracy and (d) for the outlier detection accuracy.

selects K = 5 and all the outliers are grouped into an additional cluster. This is illustrated
in Figure 11 which provides the ARI results for K = 5. All the abnormal data are
perfectly grouped in the same cluster. Similarly, we can observe the evolution of the
variance within clusters. Figure 12 displays the value of the trace of the covariance
matrices {Ry, k = 1,..., K} with respect to the proportion of outliers. In this setting,
the variances of the 4 clusters containing normal curves remain stable. By contrast, the
variance of the cluster containing the outliers is much higher. This is due to the presence
of two types of outliers (outlier! and outlier2).

Influence of the level of heterogeneity within clusters.. Since the clusters are relatively
well separated in dataset! and dataset?2, we now investigate the influence of the degree to
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Figure 10: Values of trace(Ry) for 1 < k < K with respect to to the proportion of outliers, when K = 4.
Top plot (a) gives results for dataset! and bottom plot (b) for dataset2.
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Figure 11: Adjusted Rank Index for the clustering with respect to the degree of contamination (per
thousand) when K = 5. Plot (a) gives results for dataset! and plot (b) for dataset2. As outliers are
associated to a cluster, the ARI index measures here both clustering accuracy and outlier detection
accuracy.

which they are mixed. The noise variance within each cluster is increased. The variance
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Figure 12: Values of trace(Ry) for 1 < k < K with respect to to the proportion of outliers, when K = 5.
Top plot (a) gives results for dataset! and bottom plot (b) for dataset2.

of variable £(¢) defined in Section 4.1 is increased from 0.25 to 0.85 with a step of 0.2.
For each variance value, 100 samples are simulated and C-funHDDC is performed with
the same setting as selected in the previous experiments. K is fixed at 4. Plots of ARI.
and ARI, with respect to the noise variance are displayed in Figure 13. The change of
the noise within variances does not affect the clustering of the normal data. By contrast,
the ability to detect outliers decreases when the cluster variance increases.

4.8. Comparison with competitors

In this section, C-funHDDC is compared with some competitors according to the
ability of detecting outliers. The competitors are Functional Trimmed (FT) [18] and
Functional Isolation Forest (FIF) [20].

The FT method is defined as the kmeans method applied on the basis expansion
coefficients of the curves, after having removed of proportion « of extreme observations.
This hyper-parameter « has to be set, and there is no automatic way to do that in the

present unsupervised context. Consequently, in the experiments, we use different values
of a =0.001,0.005,0.01, including the true one (0.005).
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Figure 13: Adjusted Rank Index for the clustering and for the outliers detection with respect to the
variance within clusters. Top plots give results for dataset!: (a) for the clustering accuracy and (b) for
the outlier detection accuracy. Bottom plots give results for dataset2: (c) for the clustering accuracy and
(d) for the outlier detection accuracy.

The FIF algorithm is associated with a score that gives the abnormality of each piece
of data. This score depends on a path length which reflects the number of cuts necessary
to isolate a datum. We choose to use L, scalar product of derivatives and to project the
observations on a Gaussian-wavelets dictionary. FIF algorithm uses a threshold to specify
whether the data are normal. To define this threshold, the authors introduced the same
hyper-parameter « (named contamination in the paper). That is, «v is an estimation of the
proportion of outliers in the data set. Here also, we choose 3 values for this contamination
parameter {0.001,0.005,0.01}.

These algorithms are already implemented by the authors. The F'T algorithm is imple-
mented in R. It is available on request from the authors. The FIF algorithm is implemented
in Python and the code can be accessed at: https://github.com/Gstaerman/FIF.
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Note that these two approaches require the knowledge of the proportion of abnor-
mal curves in the dataset to set a “threshold of normality”. This is not the case for
C-funHDDC, which does not require to know the estimation of the proportion of outliers
before declaring that a datum is normal or abnormal. In real data applications, it is not
possible to independently estimate the proportion of outliers. Therefore, the adaptivity
of C-funHDDC procedure is a major advantage with respect to FT and FIF.
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Figure 14: Outlier detection accuracy (ARI,) for C-funHDDC, FT and FIF. Top plots give results for
datasetl: (a) C-funHDDC (b) FT (c) FIF. Bottom plots give results for dataset2: (d) C-funHDDC (e)
FT (f) FIF.

Figure 14 presents the results for the three methods. In the light of these results, the
best performances are obtained with C-funHDDC. FIF and FT perform both correctly
when the proportion of outliers is known, but the results are worse when this proportion
is wrongly fixed.

Dealing with funHDDC.. Finally, we investigate the results of the funHDDC [31] method,
a non-robust clustering method. We consider both simulated datasets. The initialization
of this method is done with kmeans and trimmed. We add the trimmed initialization in
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the algorithm implemented by the authors of [31]. The goal is to see if we get a cluster
that only contains abnormal data. We vary K from 2 to 6 with step 1. The values of
the intrinsic dimension dj are fixed at 2 per cluster as in the previous experiments. The
results are reported in Table 4.

kmeans trimmed
(K) dataset] dataset2 (K) dataset] dataset2
2 8 6 2 26 23
3 2 1 3 9 4
4 14 11 4 42 45
) 29 29 D 14 9
6 47 53 6 9 19

Table 4: funHDDC: best number of clusters selected by the BIC criterion for 100 simulations for each
data set as a percentage, with initialization with kmeans and trimmed. The choice of dj is undertaken
with grid search method. The highest proportions are displayed in bold type.

On the simulated datasets, funHDDC does not correctly choose the number of clusters.
It does not succeed to create a cluster that only contains the abnormal data even though
K =5 or K = 6 is chosen as the number of clusters. With trimmed initialization, it does
not recover in general more than four clusters. This highlights the efficiency of having a
robust approach.

5. Application to real data

5.1. Data and preprocessing

The data under analysis in this section consist of 569 measurements by four sensors.
Figure 2 represents a sample of 148 measurements (one plot per sensor). The acquisition
frequency is 100Hz. The time duration of each measurement is not constant. The number
of observed points for each measurement varies from 2199 to 10675, with a median equal
to 5144. Consequently, a preliminary time normalization is performed so as to bring all
the time periods to [0,1]. This is done by rescaling the time as follows: ¢t = tmtamt—mt”n
where t,,;, and t,,,., are the starting and ending time of each measurement. The functional
data are then reconstructed using a cubic spline basis with 25 basis functions.

In this data set, 45 outliers have been defined by an expert, and our goal is to correctly

detect them without detecting too many false positives.
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5.2. Results

C-funHDDC is applied to the industrial data set by selecting the number K of clusters
and the intrinsic dimension dy by BIC. The range of explored values is {2, 3,4} for K and
it is {2,3,...,10} for di. The range of values is limited to 10 for dj in order to favour
the selection of parsimonious models. The best number of clusters selected by the BIC
criterion is K = 3 with (dy, ds, d3) = (10, 10, 6).

As described in Section 4, when the outliers are numerous, C-funHDDC gathers them
into the same cluster. This cluster becomes a cluster of outliers. This is what happens
in this industrial application. Indeed, no datum is detected as abnormal observation, but
one of the clusters contains all of the outliers. The results are presented in Table 5 as a
confusion matrix.

Predicted .
normal | outlier
Reference
normal 522 2
outlier 0 45

Table 5: Confusion matrix using C-funHDDC model

C-funHDDC detects all outliers, with only 2 false positives. These data are presented
in Figure 15.

In order to evaluate the performance of C-funHDDC, Table 6 and 7 present the results
obtained respectively with F'T and with FIF. The problem with FT and FIF is that they
need to fix the proportion of outliers, which is clearly unknown in real application. In this
application three proportions are used (a € {0.01,0.08,0.15}), among them the true one
(0.08), which is advantageous for FT and FIF. Nevertheless, even with the true proportion
of outliers, the results are relatively poor with F'T and FIF, in particular when comparing
these with the results of C-funHDDC.

a=0.01 a=0.08 a=0.15
Predicted normal | outlier normal | outlier normal | outlier
Reference
normal 524 0 505 19 461 55
outlier 39 6 18 27 14 31

Table 6: Confusion matrix with FT

Finally, Figure 16 displays the functional boxplot based on the band depth concept
[11] for the two first clusters of normal curves. It is done by the function fbplot of the
package fda in R.
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Figure 15: False positive curves normalized in time and amplitude

a=0.01 a = 0.08 a=0.15
Predicted normal | outlier normal | outlier normal | outlier
Reference
normal 521 3 491 33 460 64
outlier 41 4 31 14 22 23

Table 7: Confusion matrix with FIF

The band in magenta is delimited by the 50% deepest curves. The border of this band
is defined as the envelope representing the box in a classical boxplot. The blue curves
denote these envelopes, and a black curve represents the median curve. The functional
boxplot also detect outliers. The red dashed curves are the outliers identify by the func-
tional boxplot. But these curves are not really outliers. These curves represent either a
later increase in the values of the sensors or an earlier decrease in the values compared to
the others.

The first cluster of normal data (cluster 1) differs from the second (cluster 2) when
stabilization (plateau) begins. The curves of cluster 2 stabilize faster than the curves of
cluster 1. We represent in Figure 17 the observations of cluster 3, which is the cluster
of outliers, without the 2 false positives. We also represent the corresponding functional
boxplots. It is clear that these boxplots are very different from those of normal data
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Figure 17: Observations of Cluster 3 (96% of outliers), one plot per sensor.
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6. Conclusion

In this study, we are interested in clustering and in detecting outliers in multivariate
functional data. We propose a contaminated normal mixture model, derived from a
decomposition of the data in functional basis. The model is based on a functional latent
block model. For each cluster, a parameter controlling the proportion of outliers and
one specifying the variance inflation factor from normal data are introduced to take into
account the presence of outliers. The model was initially proposed in [36] and we have
extended it to a multivariate functional framework following [30]. An ECM algorithm
enables us to infer the parameters of the model. Numerical experiments have shown
that C-funHDDC has a very satisfactory behaviour for clustering and detecting outliers
in multivariate functional data. In particular, to our knowledge, it is the only adaptive
procedure with respect to the proportion of outliers for such data.

In the real data application, the outliers form a single cluster. Using a robust approach
makes this possible, while non-robust approaches cannot identify the outliers. We do
not detect any outliers associated with a cluster, but it is likely to happen later in the
application.

A perspective gained by this study suggests the benefits of extending the model to
non-Gaussian distributions. Indeed, considering the coefficients of a projection of func-
tional data the Gaussian assumption may not be satisfied. Forbes & Wainwright [50]
and Punzo & Tortora [51] propose mixture models and mixture models with contamina-
tion, respectively, for some non-Gaussian distributions. An extension to the functional
framework would prove interesting.

Moreover, this work is motivated by an industrial application, where an online proce-
dure is needed. We therefore plan to extend this modeling using scalable clustering and
online mixture, as in [52].
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Appendix A. Proofs

Recall that 0 = {my, Br, ir, 2k, Mk}, and the completed log-likelihood is:
l.(c,z,v,0) =log L.(c,z,v,0)

n K
= 1og [Tz [m (Beglers s 2™ x (1= Bu)gleis e meZe) |

i=1 k=1
n K
- Z Z zik 10g {Wk [Brg(Cis by X)) X [(1 = Br)g(cis UkEk)](l_”ik)} ,
i=1 k=1
Define
n K
z) =Y Y zplogm,
i=1 k=1
n K
écz (07 Zz,V, 0) - Z Z Zik[vikz log /Bk + (1 — Uik) log(]_ _ ﬁk‘)] :
i=1 k=1

gcz’, C,z,v, 9 Z Zzzk Vik IOgg Ciy ks Zk) (1 - Uik) log g<ci7,uk7nkzk)] .
i=1 k=1

Then the completed log-likelihood can be decomposed as follows:
l(c,z,v,0) =1, (c,z)+ l,(c,z,v,0)+ {.(c,2z,Vv,0).

Suppose that the parameters of the model are estimated at the iteration m and denote
0™ the corresponding estimation. Recall that our goal is to maximize Q(0 | ™), where

QO | 60™) =E (L(c,z,v,0) | c,00™).

Appendiz A.1. Ezpectation step

The conditional probability that the observation ¢ belongs to the cluster k of the
mixture, can be expressed as:

tg”__E@k|c“me
[ glen, ™ 2 + (1= B gl ™ )Z(m))]
zhnflVWM@M#%EWU+0—6WUa%wmmﬁ&ﬁﬂ

The conditional probability that the observation ¢ of the cluster k of the mixture is normal
or abnormal can be expressed as:

(m) (m

) s(m)

m m m g(CZ,M Z )

s = Elva | e, 5™, 0™) = EORe ) m) _(m)sa(m)
Bk; g(claluk 72 )+<1_6k )g(C’LJlL’/k‘ 7nk E )
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Appendiz A.2. First Mazimization step (CM1)
At this step, we fix 0, at Gém) and we compute (™) as the value of #; that maximizes

QO [ o).

Estimation of 7y,

Denote Ql(e | g(m)) =E <£c1 (C,Z) | Q(m)) = Z?:l Zli(:l ]E(sz | CZ,Q(m)) log(ﬂ-k) =
SR ZZ(]T 'log(m,). In order to take into account the relation which links {m, k =
1,..., K}, we introduce the Lagrange multiplier by using the function Qz1(#, A | ™)) =

Q1(0 | 0™) — X (Zszl T — 1>. The partial derivative with respect to m; and A are:

0Qr1 & t(zn)
=N k)
87Tk ; Tl

e Z N

By canceling these expressions, we get:

n (m)
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am = Zz—;zk (A.1)

n

Estimation of By
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By differentiating Q2(6 | #)) with respect to 3, we have:
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Estimation of
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The derivative with respect to py is:
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Thereby,
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Estimation of (), and the parameters a;; and b

As in the previous section, let ny be the number of curves which belong to the cluster k,
ng = Z?:l zi,- Let also ny, be the number of normal data in the cluster k. That is, ng, =
> i1 ZikVik- The number of abnormal data in the cluster k is ng —ng, = > 7 | zi(1 —vig).

Recall that the covariance matrix ¥, of the k*® cluster is defined by:

Sp = W iQuR, QW 2
Since the matrices Ry, Q) and W2 are invertible, we can easily write
Sl = WiQuR QW

As [Zi] = W2 | Qul[Rel QLW 2] = | RllQ@Qi W™ = |Ral =TT an TT oy 00 b
we get:

n
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1
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k=1 i=1 =1 l=dy+1
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Since (¢; — i)' W2QuR; QW2 (¢; — i) is a scalar,
(¢ = 1) W QR QWb (e; — uy) = trace ((6i — i) W QR QW (e — ) )
< — ) W2 Qk) (RJQlQ%Wi(Ci—Mk))]
— trace [(R QLW —Mk)) ((c,- - Mk)'W%Qk)] .
to:

Plugging this expression into (A.4) leads

= trace [
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Denote

]. ]- — Y
Hy = n <Z ik (Uzk + 7 k) (e; — pg)' (¢ — Mk)) .
k =1

k

Hence /., can be written as:

K dy, B
1
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Our objective is to maximize /., under the constraint ¢j;qp, = 0 if { # w. It is
equivalent to look for a saddle point of the Lagrange function:

,C(C,Z,V, qkl) 2563 C,Z,V, ‘9 Zwkl qqukl 1) . (A5)
If we differentiate with respect to ¢, we obtain:
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Thus,
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It results that ¢ is an eigenvector of WiH kW%. The associated eigenvalue is A\ =
. . 1 1 .. .
“”;LZ—Z“, which satisfies Ay = ¢, W2 H W 2qy,. Additionally, ¢;,qx, = 0 if | # u.

38



We also deduce from above that trace(W2 H,Wz) = 218:1 Ak, which implies that

Z )\kl = trace(W Hk Z )\kl (A6)

I=d+1

Maximizing /., with respect to gj; is equivalent to minimizing —2¢., with respect to
qri- Recall that

K dy
—20.,(c,z,v,0) = Z {nk ( log(ak) + Z log(by,) ) + ny
=1

k=1 I=dj,+1

)

akl I=dg+1
where S does not depend of (). Reporting expression (A.6) in equation above gives:
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Minimizing —2¢., with respect to gi; is therefore equivalent to minimizing the quantity

Remark that — — b— < 0 (because Y I, ap; > by). As a consequence, £, is an decreasing
function of Ay. So the Ith column ¢;; of the orthogonal matrlx Qk is estimated by the
eigenfunction associated to the [*" highest eigenvalue of W2H W2,

Update of ay
We first differentiate £., with respect to ay,

8£CS(C7Z7V70) Nng Nk qllﬁlWéHkWéle
= — + . 5
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Consequently,
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=0 <— ag; = q;lW%HkW%qkl .
Oay

Finally,
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where
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Update of by,

Similarly,
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Appendiz A.3. Second maximization step (CM2)

At this step, we fix 6; at Q(mH and we compute #" Y as the value of f, that maximizes
Q[ 0).
Let recall the expressions of /,:
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By differentiating the expression ¢., with respect to 7, we have:
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Since n > 1, we rather set

n 4(m) (m) (mA+1)\/5n—1(m+1) (m+1)

. S (1 - g o .

](€ +1) — max {1’ i=1 "ik ( qzk )( (:u)k ()nl) k (C :uk )} ) (A9)
B(’Yk — Y, )

g

References

[1] F. Ferraty, P. Vieu, Curves discrimination: a nonparametric functional approach,
Computational Statistics & Data Analysis 44 (1-2) (2003) 161-173.

[2] J. Ramsay, B. Silverman, Functional data analysis, Springer series in statistics, 2005.

[3] M. Agyemang, K. Barker, R. Alhajj, A comprehensive survey of numeric and symbolic
outlier mining techniques, Intelligent Data Analysis 10 (6) (2006) 521-538.

[4] V. Chandola, A. Banerjee, V. Kumar, Anomaly detection: A survey, ACM computing
surveys (CSUR) 41 (3) (2009) 1-58.

[5] V. Hodge, J. Austin, A survey of outlier detection methodologies, Artificial intelli-
gence review 22 (2) (2004) 85-126.

41



[6] R. Chalapathy, S. Chawla, Deep learning for anomaly detection: A survey, arXiv
preprint arXiv:1901.03407 (2019).

[7] M. Braei, S. Wagner, Anomaly detection in univariate time-series: A survey on the
state-of-the-art, arXiv preprint arXiv:2004.00433 (2020).

[8] R. Fraiman, G. Muniz, Trimmed means for functional data, Test 10 (2) (2001) 419-
440.

[9] A. Cuevas, M. Febrero, R. Fraiman, Robust estimation and classification for func-
tional data via projection-based depth notions, Computational Statistics 22 (3)

(2007) 481-496.

[10] M. Febrero, P. Galeano, W. Gonzalez-Manteiga, Outlier detection in functional
data by depth measures, with application to identify abnormal NOx levels, Envi-
ronmetrics: The official journal of the International Environmetrics Society 19 (4)
(2008) 331-345.

[11] Y. Sun, M. G. Genton, Functional boxplots, Journal of Computational and Graphical
Statistics 20 (2) (2011) 316-334.

[12] M. Hubert, P. J. Rousseeuw, P. Segaert, Multivariate functional outlier detection,
Statistical Methods & Applications 24 (2) (2015) 177-202.

[13] M. Hubert, P. Rousseeuw, P. Segaert, Multivariate and functional classification using
depth and distance, Advances in Data Analysis and Classification 11 (3) (2017) 445~
466.

[14] W. Dai, M. G. Genton, Directional outlyingness for multivariate functional data,
Computational Statistics & Data Analysis 131 (2019) 50-65.

[15] H. Sakoe, S. Chiba, Dynamic programming algorithm optimization for spoken word
recognition, IEEE transactions on acoustics, speech, and signal processing 26 (1)
(1978) 43-49.

[16] T. Giorgino, Computing and visualizing dynamic time warping alignments in R: the
dtw package, Journal of statistical Software 31 (7) (2009) 1-24.

[17] A. Sarda-Espinosa, Comparing time-series clustering algorithms in R using the
dtwclust package, R package vignette 12 (2017) 41.

[18] L. A. Garcia-Escudero, A. Gordaliza, A proposal for robust curve clustering, Journal
of classification 22 (2) (2005) 185-201.

42



[19] J. A. Cuesta-Albertos, A. Gordaliza, C. Matran, Trimmed k-means: An attempt to
robustify quantizers, The Annals of Statistics 25 (2) (1997) 553-576.

[20] G. Staerman, P. Mozharovskyi, S. Clémencon, F. d’Alché Buc, Functional isolation
forest, in: Asian Conference on Machine Learning, PMLR, 2019, pp. 332-347.

[21] F. T. Liu, K. M. Ting, Z.-H. Zhou, Isolation forest, in: 2008 Eighth IEEE Interna-
tional Conference on Data Mining, IEEE, 2008, pp. 413-422.

[22] J. Jacques, C. Preda, Functional data clustering: a survey, Advances in Data Analysis
and Classification 8 (3) (2014) 231-255.

[23] C. Abraham, P.-A. Cornillon, E. Matzner-Lgber, N. Molinari, Unsupervised curve
clustering using B-splines, Scandinavian journal of statistics 30 (3) (2003) 581-595.

[24] J. Peng, H.-G. Miiller, Distance-based clustering of sparsely observed stochastic pro-
cesses, with applications to online auctions, The Annals of Applied Statistics 2 (3)
(2008) 1056-1077.

[25] F. Ieva, A. Paganoni, D. Pigoli, V. Vitelli, Multivariate functional clustering for the
analysis of ecg curves morphology, in: Cladag 2011 (8th International Meeting of the
Classification and Data Analysis Group), 2011, pp. 1-4.

[26] G. M. James, C. A. Sugar, Clustering for sparsely sampled functional data, Journal
of the American Statistical Association 98 (462) (2003) 397-408.

[27] N. A. Heard, C. C. Holmes, D. A. Stephens, A quantitative study of gene regula-
tion involved in the immune response of anopheline mosquitoes: An application of
bayesian hierarchical clustering of curves, Journal of the American Statistical Asso-
ciation 101 (473) (2006) 18-29.

[28] C. Bouveyron, J. Jacques, Model-based clustering of time series in group-specific
functional subspaces, Advances in Data Analysis and Classification 5 (4) (2011) 281-
300.

[29] J. Jacques, C. Preda, Model-based clustering for multivariate functional data, Com-
putational Statistics & Data Analysis 71 (2014) 92-106.

[30] J. Jacques, C. Preda, Funclust: A curves clustering method using functional random
variables density approximation, Neurocomputing 112 (2013) 164-171.

[31] A. Schmutz, J. Jacques, C. Bouveyron, L. Cheze, P. Martin, Clustering multivari-
ate functional data in group-specific functional subspaces, Computational Statistics
(2020) 1-31.

43



[32] A. Punzo, P. D. McNicholas, Parsimonious mixtures of multivariate contaminated
normal distributions, Biometrical Journal 58 (6) (2016) 1506-1537.

[33] A. Delaigle, P. Hall, Defining probability density for a distribution of random func-
tions, The Annals of Statistics 38 (2) (2010) 1171-1193.

[34] S. J. Yakowitz, J. D. Spragins, On the identifiability of finite mixtures, The Annals
of Mathematical Statistics (1968) 209-214.

[35] M. Di Zio, U. Guarnera, R. Rocci, A mixture of mixture models for a classification

problem: The unity measure error, Computational statistics & data analysis 51 (5)
(2007) 2573-2585.

[36] A. Punzo, A. Mazza, P. D. McNicholas, ContaminatedMixt: An R package for fitting
parsimonious mixtures of multivariate contaminated normal distributions, Journal of
Statistical Software 85 (2018).

[37] A.P. Dempster, N. M. Laird, D. B. Rubin, Maximum likelihood from incomplete data
via the EM algorithm, Journal of the Royal Statistical Society: Series B (Method-
ological) 39 (1) (1977) 1-22.

[38] X.-L. Meng, D. B. Rubin, Maximum likelihood estimation via the ECM algorithm:
A general framework, Biometrika 80 (2) (1993) 267-278.

[39] R. P. Browne, P. D. McNicholas, M. D. Sparling, Model-based learning using a
mixture of mixtures of gaussian and uniform distributions, IEEE Transactions on
Pattern Analysis and Machine Intelligence 34 (4) (2011) 814-817.

[40] J. A. Hartigan, Clustering algorithms, John Wiley & Sons, Inc., 1975.

[41] R. B. Cattell, The scree test for the number of factors, Multivariate behavioral re-
search 1 (2) (1966) 245-276.

[42] C. Biernacki, G. Celeux, G. Govaert, Assessing a mixture model for clustering with
the integrated completed likelihood, IEEE transactions on pattern analysis and ma-
chine intelligence 22 (7) (2000) 719-725.

[43] L. Birgé, P. Massart, Minimal penalties for gaussian model selection, Probability
theory and related fields 138 (1-2) (2007) 33-73.

[44] H. Akaike, A new look at the statistical model identification, IEEE transactions on
automatic control 19 (6) (1974) 716-723.

44



[45] G. Schwarz, Estimating the dimension of a model, The annals of statistics 6 (2)
(1978) 461-464.

[46] C. Fraley, A. E. Raftery, How many clusters? Which clustering method? answers
via model-based cluster analysis, The computer journal 41 (8) (1998) 578-588.

[47] C. Bouveyron, E. Come, J. Jacques, The discriminative functional mixture model
for a comparative analysis of bike sharing systems, The Annals of Applied Statistics

9 (4) (2015) 1726-1760.

[48] C. Preda, Regression models for functional data by reproducing kernel hilbert spaces
methods, Journal of statistical planning and inference 137 (3) (2007) 829-840.

[49] W. M. Rand, Objective criteria for the evaluation of clustering methods, Journal of
the American Statistical association 66 (336) (1971) 846-850.

[50] F. Forbes, D. Wraith, A new family of multivariate heavy-tailed distributions with
variable marginal amounts of tailweight: application to robust clustering, Statistics
and computing 24 (6) (2014) 971-984.

[51] A. Punzo, C. Tortora, Multiple scaled contaminated normal distribution and its
application in clustering, Statistical Modelling (2019) 1471082X19890935.

[52] A. Bellas, C. Bouveyron, M. Cottrell, J. Lacaille, Model-based clustering of high-
dimensional data streams with online mixture of probabilistic pca, Advances in Data
Analysis and Classification 7 (3) (2013) 281-300.

45



