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In 1978-79, a series of seminal papers entitled “An introduction to fracture mechanics for engineers” was published by Rod Smith in v.1 of this journal (then known as International Journal of Materials in Engineering Applications).

In 2018, as Materials & Design celebrated its 40th anniversary, the journal is going from strength to strength, increasing its profile and impact in the ever-broader field of materials engineering, whilst retaining its strong focus on mechanical phenomena and characterisation techniques.

It is therefore appropriate and timely to revisit the important topic of toughness testing in this overview, to present the modern developments and frontier approaches at increasingly fine scales.
1 Abstract

The discipline of fracture mechanics was born almost a century ago through the pioneering work of A.A. Griffith, and saw particularly rapid growth in the second half of 20th century when it became an indispensable tool in the development of advanced transportation, civil construction, and energy systems. Forty years ago, Materials & Design published a series of papers devoted to the state-of-the-art in the field of Fracture Mechanics. The present review reflects the lasting legacy and surviving importance of this theme: it is associated with the Virtual Special Issue on nanoscale materials testing and characterisation, and focuses on the modern experimental approaches to fine scale fracture toughness evaluation, with particular emphasis on micro-cantilever bending and micro-pillar splitting. The fundamental aspects of these approaches are overviewed, and their application to a range of systems is described. Implications for further development of these methods are discussed.
2 General introduction

The concept of toughness as the measure of resistance to fracture emerged almost a century ago through the pioneering work of Griffith [1], who identified the crucial role of the energy release rate in determining the structural integrity of brittle materials. Griffith’s work was motivated by two earlier developments: the elastic solution for the stress field around an elliptical void in an infinite plane by Inglis [2], and the development of thermodynamics by Josiah Willard Gibbs [3] that led to the derivation of the Gibbs-Thomson equation, e.g. [4]. Gibbs’ thermodynamics not only allowed rational description of the coexistence and transformation of phases, but also the identification of the critical nucleus size for new phase formation by nucleation and growth. This follows from the analysis of total Gibbs free energy comprising the volume and surface terms:

\[ \Delta G = \Delta g^p \cdot \frac{4}{3} \pi r^3 + \gamma_s \]  

(1)

where \( \Delta G \) stands for the total change in the Gibbs free energy of the system, \( \Delta g^p \) is the specific (per unit volume) Gibbs free energy change due to the phase transformation, \( \gamma_s \) is the specific (per unit area) energy associated with the new interfaces being created, and \( r \) denotes the radius of a spherical nucleus. Differentiation of this expression leads to:

\[ \frac{\partial \Delta G}{\partial r} = \Delta g^p \cdot 4 \pi r^2 + \gamma_s \]  

(2)

Since the phase transformation is associated with the reduction in energy, \( \Delta g^p \) is negative, and the above expression becomes zero at the critical nucleus size,

\[ r^* = \frac{2 \gamma_s}{|\Delta g^p|^3} \]  

(3)

which corresponds to a maximum of \( \Delta G \). Therefore, at \( r < r^* \) it is thermodynamically favourable for the system to reduce energy by dissolving the nucleus, whilst for \( r > r^* \) the nucleus will grow.

The key element of the above derivation is the occurrence within the expression for the free energy of a sum of two terms, each displaying a different dependence on the linear dimension of the nucleus: quadratic for surface energy, and cubic for volume. It
is the combination of these terms that leads to the emergence of a length scale that is related to the critical nucleus size.

Griffith’s approach followed the same logic in application to the process of crack extension. He observed that a body containing a crack and subjected to external or residual stress acts like a spring that stores elastic strain energy. In order for the crack to grow, the volumetric elastic strain energy must be released, and then consumed to create fresh fracture surfaces. Using the usual notation $E$ for Young’s modulus, and $a$ for the length (or half-length) of a planar crack, the total energy change per unit width of the sample was written as:

$$\frac{\Delta G}{b} = -\frac{\sigma^2}{2E} \cdot \pi a^2 + \gamma_s$$

(4)

where $\gamma_s$ retains the meaning of surface energy per unit area. The derivative becomes:

$$\frac{1}{b} \frac{\partial \Delta G}{\partial a} = -\frac{\sigma^2}{2E} \cdot 2\pi a + \gamma_s$$

(5)

and it is found that the critical crack length must satisfy the following Griffith criterion:

$$\sigma^2 \pi a^* = 2\gamma_s E.$$  

(6)

Griffith further re-wrote this relationship as

$$\frac{\sigma^2 \pi a^*}{E} = G_c,$$  

(7)

and introduced the term ‘critical energy release rate’ and ‘material toughness’, which for the elastic-brittle case considered above is given by $G_c = 2\gamma_s$, whilst in the more general situation must include contributions from plastic flow, phase transformation, etc.

Further work by Irwin [5] and others ushered in the alternative measure known as fracture toughness. Unlike Griffith, Irwin placed the focus on the stress-strain distribution in the vicinity of the crack tip, and defining its multiplicative measure, the stress intensity factor. For example, for Mode I, in the local polar coordinates associated with the crack tip, the stress in the crack opening direction is given by:
It is clear that the stress is singular, i.e. tends to infinity as $r \to 0$. Nevertheless, $K_i$ provides a quantitative measure of the severity of this phenomenon, and can be used to assess the propensity of a crack to grow. In fact, a critical value of this parameter, $K_{ic}$, can be assumed a material property, and is called ‘fracture toughness’.

Furthermore, a direct relationship was established between the two measures of resistance to cracking, toughness $G_c$ and fracture toughness $K_{ic}$, which encapsulates the above formulae in the case of plane stress state:

$$
\sigma^2 \pi a^* = G_c E = K_{ic}^2.
$$

In practice, for complex sample shapes, corrective geometric scaling factor $Y$ needs to be introduced.

The central statement of Linear Elastic Fracture Mechanics (LEFM) is the declaration that crack extension occurs when the stress intensity factor $K_i$, expressed in terms of the stress $\sigma$ and crack (half-)length $a$, reaches the critical value $K_{ic}$:

$$
K_i = Y \sigma \sqrt{\pi a} = K_{ic}.
$$

This criterion connects the material property, problem geometry, and loading conditions. It is therefore worth noting that this critical condition can arise either due to increasing applied load, or extension of the crack, or the reduction of material fracture toughness.

Further complexities arise when considering the fracture process as soon as the material response is no longer elastic-brittle, but includes plastic deformation in the vicinity of the crack tip. This clearly alters the stress field, so that elastic equations such as (8) no longer apply. Whilst LEFM framework can be adapted by introducing approximations, it is clear that the energy-based Griffith approach possesses greater generality. Indeed, in the discipline of elasto-plastic fracture mechanics (EPFM) it has been generalised by Hutchinson [6], and Rice and Rosengren [7] in the form of J-Integral that applies to non-linearly elastic materials, as well as many other advances that are referred to and drawn upon in the present overview.
The classical definition of stress (as well as that for strain) as force per area, relies on the consideration of a reference cross-section, or volume. Therefore, a dependence on scale is inherent in the very definition of stress. It is an evident corollary that fracture toughness, e.g. as formulated on the basis of stress distribution analysis, must similarly be a scale-dependent quantity. Therefore, both \( G_c \) and \( K_{IC} \) must show a dependence on the scale of consideration. This does not simply concern different spatial resolution of measurements, but rather the scale-dependent change of the very physical quantities one wishes to determine. The implication here is that in the experimental toughness evaluation, the scale dependence, or the fracture toughness size effect, are inherent phenomena that cannot be overcome merely by the optimisation of measurement techniques. In order to provide appropriate input into deformation and fracture analysis at the chosen scale, toughness determination must be carried out using specimens and tests of corresponding dimensions.

Toughness (and fracture toughness) are coarse-graining properties, in that they provide a measure perceived at certain dimensional scale of the energy dissipation required for crack advance across the sample. This depends on the sum total (integral) taken over the structure and defects present within the material at finer scales. This explains why the presence of fine scale voids or micro-cracks reduces the apparent toughness perceived at the next level of consideration, whilst ductile inclusions or deformation-induced phase transformation ahead of the crack tip (such as in rubber-toughened polymers or in transformation-toughened zirconia) increase the apparent crack propagation resistance of the material.

The above analysis gives the imperative for fine scale toughness testing, through the preparation of miniature specimens containing micro- to nano-scale cracks, the use of ultra-low load, high displacement resolution mechanical testing devices, high resolution imaging, and validation against appropriate models. Toughness size effects arise in single crystal, polycrystalline and amorphous materials due to the interaction between characteristic dimensions, of which the critical crack length that arises in Griffith analysis is one. A whole range of other characteristic length scales can be identified. The most obvious is associated with plastic zone radius: when this becomes comparable with the crack length, ‘interaction’ is observed, in the form of the alteration of apparent toughness. Other significant length scales are the outer sample dimensions, grain size, distance between pre-existing dislocations and the associated strain gradients, etc. In this respect, toughness analysis at the micro-scale
is ‘rich’, i.e. depends strongly on the specific sample geometry and micro-/nanostructure.

In the present review article, we summarise the approaches proposed and applied to tackle the challenges outlined above, with particular emphasis on micro-cantilever and micro-pillar test configurations. We illustrate by example the insights obtained using them, and discuss the implications of these findings for structural design against failure across the scales.

3 Classical indentation-based methods

Sharp indentation-based models for fracture toughness evaluation rely on the direct measurement of the radial cracks originating at the edge of a Vickers (or Berkovich) indentation mark, according to the scheme reported in Fig. 1. The original Lawn-Evans-Marshall (LEM) [8–11] approach leads to the following very well-known equation:

$$K_c = \alpha \cdot \sqrt{\frac{E}{H}} \cdot \frac{P_{\text{max}}}{c^{3/2}}$$  \hspace{1cm} (11)

where $c$ is the average crack length, $H$ the hardness of the material and $P_{\text{max}}$ the maximum load during indentation. The value of the coefficient $\alpha$ has been experimentally quantified for a series of brittle (bulk) materials and found to be $\sim 0.016$ for the Vickers 4-sided pyramidal indenter. Further studies have identified specific coefficients for different indenter geometries [12].
Fig. 1: Example of possible crack geometries under sharp indentation loading. Reproduced with permission from references [13,14].

Since its original development, several studies have shown that the application of the original LEM model was appropriate only for the case of brittle bulk ceramics, where the dimensions of the radial cracks are usually much larger than the size of the indentation mark, the accompanying so-called ‘half-penny’ crack geometry. In cases when crack shape is differs significantly from the half-penny reference, the application of the LEM model could lead to wrong (or at least inaccurate) estimations of fracture toughness.

Several other models have been proposed in the last few decades [13–16], to take different possible crack geometries and material property combinations into account. In particular, the choice of the proper model for determining the indentation fracture toughness depends on the type of the geometry of crack systems, e.g., median, radial, half-penny, cone, or lateral cracks (see Fig. 1), and the geometry of the pyramidal indenter. More recent research efforts have used cohesive-zone finite element modelling (CZ-FEM) to simulate such effects as inelastic densification effects, plastic deformation, crack nucleation and growth during sharp indentation. Such studies [17–19] have shown that the coefficient α from the LEM model actually
depends considerably on the ratio $E/H$ (or, equivalently, $E/\sigma_y$, where $\sigma_y$ is the yield stress), Poisson’s ratio, and the indenter geometry. In particular, the median crack geometry is predominant for brittle materials with $E/\sigma_y \sim 10$, whereas the radial (often referred to as Palmqvist) geometry is the most likely one for metallic-like materials ($E/\sigma_y \sim 100$). Detailed functions for the coefficient $\alpha$ for a wide range of material properties and indenter angles can be found in references [17,18], which can be effectively used for a proper use of indentation based methods for evaluation of fracture toughness.

However, the choice of the most proper model to use can be extremely challenging in practical cases, because of (a) possible uncertainties in the determination of $E/\sigma_y$ ratio and (b) the presence of residual stress in the material. The latter case is crucial for thin films and coatings, where the presence of a compressive residual stress could make it impossible to generate radial cracks after sharp indentation testing. To overcome the evident limitations of the classical indentation-based methods for fracture toughness assessment at the micron-scale, new experimental methodologies have been recently proposed. Such methods normally make use of a nanoindenter to test micro-scale specimens of various geometries, produced by focused ion beam (FIB) machining [20–22]. Specimen geometries can include pillars (shown below), membranes [23–25], micro-tensile specimens [26], double clamped beams [27,28], and single (shown below) and double [29,30] cantilever beams.

In the following chapters, we will review the two most popular experimental approaches for fracture toughness determination at the micro-scale:

- The pillar splitting method, which is based on a sharp nanoindentation of a micro-pillar. This technique is particularly useful for testing of thin ceramic films.
- The micro-cantilever method, which is very versatile and an important tool for the analysis of fracture mechanisms in brittle and semi-brittle materials.

### 4 Micro-pillar splitting

#### 4.1 Introduction

The *micro-pillar splitting* method for fine scale fracture toughness determination was developed by Sebastiani et al. [31] as a complementary small-scale technique for the determination of $K_c$. The method is based on the use of a sharp indenter to indent micro-pillars (fabricated by FIB-milling or otherwise) with an aspect ratio
(height/diameter) larger than 1 (Fig. 2). After the initial setting in trend in the load-depth curve, there follows the usual parabolic Kick’s law for sharp indentation. In sufficiently brittle materials, a crack nucleates underneath the indenter. Once a critical load is reached, the crack extends (pops) out to the pillar surface (Fig. 3).

![Image](image.jpg)

**Fig. 2:** (a) Example of a CrAlN/Si$_3$N$_4$ pillar before splitting. (b) Example of a CrN pillar after splitting. (c) Load-displacement curves for CrN pillars, highlighting the critical load ($P_c$) corresponding to the crack ‘popping out’ to the side surface, and pillar splitting [31].

Under these testing conditions, $K_c$ can be estimated on the basis of the critical splitting load $P_c$, i.e. the load at which a displacement burst is detected in the load-
displacement curve (Fig. 2), the pillar radius $R$, and a calibration coefficient $\gamma$, through the relation:

$$K_c = \gamma \frac{P}{R^{3/2}}$$

(12)

Modelling pillar indentation cracking by CZ-FEM showed that the load drop occurred consistently at a unique value of $P/(K_c R^{3/2})$ for given material [31], thus confirming the validity of Eq. (12) for extracting $K_c$. More details on the derivation and validation of Eq. (12) are reported in [32]. CZ-FEM was also used to determine the coefficient $\gamma$, taking into account crack propagation within the pillar, the indenter geometry, as well as the material properties, namely, Poisson’s ratio $\nu$, and the $E/H$ ratio.

Micro-pillar splitting testing combines the advantages of the standard indentation cracking technique with the ease of application and the high spatial resolution. The measurement of crack length is not required, and residual stresses do not affect the result, because they are completely released by the FIB milling process [31,32]. Here, it is worth mentioning that residual stress can induce cantilever bending [33], and thus may affect the outcome of tests involving that geometry. Furthermore, detailed knowledge of the crack shape and length is a requirement for cantilever techniques (see Chapter 5). In addition, Best et al. [34] suggested that compared to cantilever-based techniques, the effects of ion damage in micro-pillar splitting are significantly reduced (although but not completely avoided), since crack nucleation and growth before instability occur in the core of the pillar, where FIB damage is significantly rather low compared to the micro-pillar side surface (see §6). Lastly, it is worth noting that large pillar arrays can be easily milled to provide significant statistical basis for collecting information on $K_c$, while the complexity of cantilever bending technique often limits the number of available specimens, resulting in a poor statistical analysis. For these reasons, micro-pillar splitting has been recently adopted and applied to different classes of materials, such as bulk silicon (100), ceramic thin films (TiN, CrN), composite multi-layers (CrAlN/Si$_3$N$_4$) [31,32,35,36]. etc. Moreover, this method has also been successfully applied for the estimation of $K_c$ for Al-substituted Li$_2$La$_3$Zr$_2$O$_{12}$ [37] and Li$_x$Mn$_2$O$_4$ oxides used for battery cathode applications [38,39]. These studies will be reviewed in more detail in §4.5.
4.2 Method development and calibration by CZ-FEM

In the previous section, we reviewed the basics for the extraction of fracture toughness using the micro-pillar splitting technique. Although the application of this technique may appear to be rather easy, the quantitative interpretation of the micro-pillar splitting method relies on the use of CZ-FEM to extract the dimensionless coefficient $\gamma$ which relates the fracture toughness $K_c$ to the splitting load $P_c$ and the pillar radius $R$, Eq. (12). In addition it is important to note that $\gamma$ is a material and geometry-dependent quantity, i.e., it varies as a function of $E/H$ and Poisson’s ratio, as well as with the indenter geometry [31]. Therefore, setting the proper $\gamma$ coefficient for a given experiment (indenter geometry and sample material) relies on the knowledge of indenter-sample interaction, and mechanical properties. Inaccuracies in the quantitative fracture toughness determination may also arise from the CZ-FEM procedures, where the models adopted typically assume ideal geometries for both the indenter and micro-pillar. However, experience shows that rather accurate results can be obtained by using pillars with low taper angle and sharp indenters (with small tip radius).

The identification of coefficient $\gamma$ was initially carried out for a limited set of intrinsically brittle materials (including TiN, CrN and CrAlN/Si$_3$N$_4$), for a Berkovich indenter geometry (with the face angle of 65.3°), and a constant Poisson's ratio equal to 0.25. FEM simulations were carried out using ABAQUS software (v6) for perfectly cylindrical pillars of isotropic material with an elastic-perfectly plastic behavior (no work hardening). Cohesive elements were installed along each of the indenter edges on a plane perpendicular to the free sample surface. With this geometry, the crack growth is dictated by material properties, loading conditions, and pillar geometry, but it was constrained to remain within the defined crack plane according to the cohesive element definition. A MAXS criterion (maximum stress) was used for the onset of debonding, and a fracture energy criterion was used for crack nucleation [31,32]. It is worth mentioning here that the adopted input parameters for CZ-FEM could be an additional source of uncertainty for the calculated gamma coefficient. This issue surely deserves a more comprehensive parametric FEM study in the future.
Fig. 3: (a,b) Crack geometries in a representative pillar splitting test just before and just after the instability load, respectively [32]. (c) $\gamma$ (gamma) coefficient as a function of $E/H$ for different tip geometries. The solid and empty symbols represent, respectively, FEM simulations and experimental data [35].

Fig. 3 reports the crack geometries predicted by the finite element simulations just before (a) and just after (b) the critical instability load $P_c$ for the same material. It can be observed that the crack propagates along the cohesive element planes, while a load drop is observed once the crack reaches the pillar edge [32]. After validation of this methodology, CZ-FEM has been further improved taking into account the effect of the substrate, whilst investigating ceramic materials with different $E/H$, but constant
Poisson’s ratio equal to 0.25. For different substrates (with $E$ varying from 2 up to 200 GPa), it has been found that the critical load is very weakly dependent on the substrate elastic properties [32]. This enables the application of pillar splitting on thin films deposited on more compliant substrates.

Fig. 3c includes additional FE results for values of $\gamma$ in the $E/H$ range from 5 to 31, and different indenter geometries, including a Berkovich tip (65.3°) and cube corner (35.3°) [35]. The results for the Berkovich tip (red dots) are the same as those in [32], in which $\gamma$ increases from 0.145 ($E/H = 7.0$) up to 0.4 ($E/H = 31$). A similar trend is observed for other indenter geometries, with a shift to higher $\gamma$ values for sharper indenters. These results are in good agreement with the analogous trend reported in Ref. [17] for the function $f(H)$ that relates $K_c$ to the applied load and crack length during standard nanoindentation experiments using the LEM model. The $\gamma$ coefficient values calculated for indenter geometries with inter-face angles of 55°, 45°, and 35.3° (cube corner) were verified assuming the “true” constant fracture toughness obtained using the Berkovich indenter, for which the $\gamma$ coefficient had already been validated [35]. In Fig. 3c, it can be observed that the $\gamma$ coefficient estimated with this method (open symbols) is in good agreement with the trend of $\gamma$ obtained from FEM calculations with different indenter geometries (closed symbols).

To expand further the application range of the micro-pillar splitting method, the effect of Poisson’s ratio was investigated for different $E/H$ ratios for Berkovich indenter specifically [35]. Poisson’s ratio was varied from 0.20 to 0.30 for the $E/H$ interval between 7 and 23, while it has been varied from 0 up to 0.40 for $E/H$ equal to 31. A weaker dependence of $\gamma$ on Poisson’s ratio was reported for the $E/H$ interval 7-23, in which the variation of $\gamma$ was ± 0.03, whereas a larger effect was found for $E/H$ equal to 31, for which the variability of $\gamma$ was around ± 0.05 with respect to the estimated value considering $\nu = 0.25$. All results for the values of $\gamma$ are tabulated in [35].

### 4.3 Effects of indenter geometry and positioning accuracy

In this section, we review the effect of the indenter angle and the positioning accuracy on the estimates of fracture toughness by micro-pillar splitting. Along with expanding the range of materials that can be investigated, this aspect provides information about the accuracy of $K_c$ estimate as a function of distance of indent from the pillar center.
The effect of the indenter angle has been studied in [35], in which different indenters were investigated with angles ranging from 65.3° (Berkovich) to 35.3° (cube corner). Fig. 4a shows load-depth curves for Si (100) pillars with different indenter geometries, along with a load-depth curve for Berkovich indentation in bulk Si. The splitting load varied as a function of the indenter geometry from 16.14 mN for the Berkovich tip down to 5.11 mN for the sharper cube-corner indenter. Furthermore, the load-depth curves obtained for bulk Si (100) and for the micro-pillar using the Berkovich indenter were found to be very similar, showing only a slight divergence near the splitting load. Similar trends were observed for TiN and CrN thin films, for which residual stresses were released during micro-pillar fabrication [31,32].

Fig. 4b shows the splitting load as a function of the indenter angle for the three materials. In general, for a given diameter, the splitting load increases linearly for larger indenter angles. The sharper indenter provokes a reduction in the splitting load because of the large stress intensification. More interestingly, the slope of the splitting load as function of the indenter angle is found to be almost independent of the pillar diameter, respectively, 5 µm for TiN and Si and 3 µm for CrN. As a result, 5 µm diameter TiN pillars (which were investigated in [35]) show a splitting load which is linearly shifted toward larger values with increasing pillar diameter according to Eq. (12).

The extraction of $K_c$ for different indenter geometries was done using the splitting loads $P_c$ in Fig. 4b and the $\gamma$ coefficients reported in Fig. 3c for different indenter geometries. In Ref. [35] it was found that the value of $K_c$ is independent of the indenter angle. This represents a preliminary validation of the CZ-FEM, while suggesting that $\gamma$ is not too sensitive to frictional effects, which often become more pronounced for sharper indenters. Thus, cube-corner indenters, which induce cracking at much lower loads than Berkovich indenters, can be used effectively in pillar splitting experiments.
Fig. 4: (a) Experimental results for pillar splitting of Si (100). The effects of the indenter geometry on the splitting load are highlighted. (b) Average splitting load as a function of the indenter angle for each of the three materials [35].

One of the advantages of using sharper indenters is the possibility to expand the pillar splitting method to materials which exhibit higher $K_c$. Smaller micro-pillar radii would have been required in order to achieve lower splitting loads, according to Eq. (12). Therefore, the use of a sharper indenter reduces the minimum required pillar diameter to obtain crack initiation, which is possibly of great interest for brittle intermetallic materials and high-temperature $K_c$ assessment discussed elsewhere in this review.
A significant advantage of the micro-pillar splitting with respect to other small-scale techniques is the possibility to carry out *ex situ* nanoindentation testing [31,32]. This improves the applicability of this technique for industrial needs aiming to extract $K_c$ for bulk materials and coatings. However, to perform accurate micro-pillar splitting testing, the indent must be placed as precisely as possible at the micro-pillar center [31,32]. This enables crack propagation imposed by the indenter geometry, and ensures that correct value of $K_c$ is obtained from the $\gamma$ coefficient extracted from CZ-FEM. Inaccuracy in the position can arise also during *in situ* (SEM) testing which allows very accurate positioning of the indenter above the pillar in one direction (X-axis, across SEM beam), but reduced accuracy in the depth (Y-axis, along SEM beam) due to sample tilt.

For these reasons, Lauener *et al.* [36] investigated the effect of the indent positioning on the fracture toughness value extracted by micro-pillar splitting. Fig. 5 reports apparent $K_c$ values as a function of indent distance from micro-pillar center. Two different indenter geometries were used for this experiment. The investigation was performed on pillars with a diameter of 5 µm, using two different cube corner indenters with tip radii of ~500 and ~200 nm. For both indenters the evaluated fracture toughness remained unchanged for indents offset from the micro-pillar center by distances up to 350 nm, corresponding to up to 14% of the pillar radius. However, the sharper indenter caused the load instability at lower stress intensity, as might be expected. At larger offsets, the apparent $K_c$ values decreased from 0.8 down to 0.2 MPa m$^{1/2}$ as the edge of the pillar was approached. This trend can be explained considering that for large off-center indenter positioning (i.e. > 0.2 fraction of pillar radius), Eq. (12) is no longer valid, since the critical load $P_c$ is reduced. The propagation distance for one of the cracks formed from indenter facet edge to the pillar side surface is reduced, while for the other two these are increased [36]. In the same study, the authors also showed that the critical load for instability was practically insensitive to the indenter tip speed within the range 2-50 nm/s.
4.4 Practical guidelines for method application

The use of pillar splitting method to extract $K_c$ has so far been adopted for ceramic materials, for which a crack can nucleate and propagate easily upon indentation. As a matter of fact, the necessary condition for the application of Eq. (12) is that the critical load for unstable crack propagation be reached and clearly identified in the experimental load-displacement curve. The method has been successfully applied to several nitrides (i.e. CrN, TiN, CrAlN/Si₃N₄), oxides, single-crystal Si, and selected materials from other classes for which brittle mechanical behavior has been reported (Fig. 6).

The method has also been attempted for metallic materials for the case of bulk metallic glass (BMG) [32]. However, neither crack nucleation nor unstable propagation was observed. This result has been confirmed for a range of pillar diameters between 2 µm and 15 µm, all with a fixed aspect ratio of 1.0. The deformation of BMG samples occurred mostly by the propagation of discrete shear bands that were visible as a series of serrations in the load–displacement curve. BMGs can exhibit large values of fracture toughness (>50 MPa m$^{1/2}$), so that in order to nucleate a crack by pillar splitting, larger loads or the use of large pillar diameters is required, in accordance with Eq. (12).
Fig. 6: A practical selection map showing that this method could be reliably applied to ceramics and some intermetallics [32].

A more detailed study of the conditions for crack nucleation and propagation lead to the establishment of a simple equation for the minimum diameter of micro-pillar required to achieve splitting during testing:

$$d = \sqrt{2\chi \cdot \frac{K_c^2}{H^2}}$$  \hspace{1cm} (13)

where $K_c$ is expressed in MPa m$^{1/2}$, $H$ in GPa, and $d$ in µm. Here $\chi$ is a coefficient that depends on the indenter geometry (equal to 2.2 \cdot 10^4 for a Vickers indenter, with linearly decreasing values for sharper indenter angles [35]). According to the same reference, the $\chi$ coefficient becomes equal to 1.0 \cdot 10^4 for a cube-corner indenter, thus allowing for the estimation of the critical pillar diameter also for the case of cube-corner. One may assume a maximum possible micro-pillar diameter of 100 µm as a limit that could be achieved using modern FIB systems, including plasma systems. It then becomes clear from Eq. (13) that in order to have unstable splitting by a cube-corner indenter the $K_c/H$ ratio should be lower than 0.8 (which roughly corresponds to $K_c/HV \sim 0.008$, if Vickers hardness HV is measured in kgf/mm$^2$).

Fig. 7 Is a chart for commercial engineering bulk materials showing possible materials classes and families for which toughness can be evaluated by indentation splitting with the maximum micro-pillar diameter of 100 µm. It is clear from this plot...
that, even using a cube-corner indenter, the pillar splitting method is limited to technical and non-technical ceramics, brittle glasses and (in a few cases) ceramic-matrix composites.

![Ashby selection chart identifying those materials with $\frac{K_c}{HV}<0.008$, which is the estimated minimum threshold for having unstable crack propagation during a pillar splitting experiment.](image)

The limitation related to FIB milling could be overcome by using other machining methods to produce larger pillars, which would also expand the method’s applicability to high temperature testing in which materials exhibit greater plasticity and toughness.

### 4.5 Applications

So far, we presented the key elements for the extraction of the fracture toughness using the pillar splitting method. In this Section, we review some potential applications of the technique and explore the implications for practical design.

The first example we draw on is the work of Mughal et al. [38,39] in which pillar splitting was carried out on Li$_x$Mn$_2$O$_4$ battery cathode materials in order to analyze the effect of state-of-charge (SoC) on fracture toughness. Remarkably, the authors managed to fabricate micro-pillars of crystalline oxides embedded in a polymeric matrix, see Fig. 8. Moreover, they found that $K_c$ decreased as the SoC increased with an overall decrease of 53% from 0% SoC to 100% SoC (namely, from 0.26 to
0.49 MPa·m$^{1/2}$) following a linear trend (Fig. 8c). The reason for the decrease has been associated with the reduction of Li$^+$ and Mn$^{4+}$ ions, and also with the reported change of the lattice parameter. This study has clear implications for practical design of batteries by providing useful data for micromechanical models to predict cathode life cycle and the overall battery performance.

Fig. 8: (a,b) FIB-milled micro-pillars before and after splitting of Li$_x$Mn$_2$O$_4$ crystals embedded in polymeric matrix; (c) fracture toughness as a function of lattice parameter [39].

A similar approach was used by Wang et al. [37], who studied the fracture toughness of garnet structured Al-substituted Li$_7$La$_3$Zr$_2$O$_{12}$ (Al:LLZO) which is a solid state electrolyte with high ionic conductivity that is a promising candidate for all-solid-state lithium batteries. They found that the local $K_c$ value obtained via micro-pillar splitting tests was 0.99 ± 0.05 MPa m$^{1/2}$, which is in good agreement with the reported global toughness value of 1.19 MPa m$^{1/2}$. Liu et al. [40] studied the mechanical properties of aluminosilicate (N440) fibers used to reinforce SiC matrix. Specifically, they managed to mill micro-pillars in the fiber and matrix separately to carry out local tests. Using
this approach, the fracture toughness of the SiC matrix and the N440 fiber were found to be $2.26 \pm 0.07$ and $2.85 \pm 0.04$ MPa m$^{1/2}$, respectively. These results further validate the quality of the method, while expanding its applicability range for different classes of materials with complex architecture, such as composites.

More recently, the method was demonstrated to be capable for high-throughput statistical characterisation of heterogeneous materials and coatings in real industrial environments. In the recent work by Bolelli et al. [41], micro-pillar splitting method was used to monitor the evolution of fracture toughness of a Thermally Grown Oxide (TGO) layer in a thermally sprayed YSZ/NiCoCrAlY Thermal Barrier Coating (TBC) multilayer system subjected to thermal cycling fatigue. A critical thickness for the TGO was identified for the first time, above which the fracture toughness of the TGO decreases remarkably.

In another recent paper [42], the high-temperature fracture toughness of industrial PVD hard coatings was evaluated by micro-pillar splitting over a wide range of temperatures from RT to 500 °C. It was shown that, compared to ion-beam notched geometries, this approach reduces the likelihood of Ga+ ion impregnation during specimen preparation and is therefore a highly suitable method for ceramics fracture testing at high temperatures.

## 5 Micro-cantilever testing

### 5.1 Introduction

As early as 2005, indentation experiments using micro-cantilever geometry were reported for coatings by Di Maio and Roberts [43], and for TiAl alloys by Halford et al. [44]. The original approach was then applied to various geometries, testing conditions, sizes and materials. Different geometries such as cantilevers, double-cantilevers and clamped beams were tested in many studies. The results of fracture toughness evaluation obtained using different geometries were compared to each other, e.g. for Si by Jaya et al. [45]. In the following discussion of micro-cantilever testing we report different specimen geometries reported in literature, and review their application to determining the properties of individual phases and testing in harsh environments. Based on our own work, we also present the application of LEFM, CTOD and EPFM approaches to the evaluation of fracture toughness of NiAl.
5.2 Specimen and notch fabrication

With the flexibility of FIB-SEM instruments enabling a variety of possible testing setups, many different cantilever geometries have been reported in literature. Often FIB milling was used solely for sample preparation, although the use of other techniques has also been reported, e.g. chemical etching [46], femtosecond laser ablation [47] or micro electrical discharge machining [48], allowing efficient manufacture of specimens. Fig. 9 provides an overview of a few studies with different cantilever geometries and notching techniques. Rectangular beams are the most common case. However, due to the need for FIB undercuts, those cantilever types can typically only be prepared at free sample surfaces. As presented by Di Maio and Roberts [43], Armstrong et al. [49] and Žagar et al. [50], beams can also be placed in the centre of a sample piece, producing pentagonal or triangular cross-sections. Milling starter notches using FIB is also the classical route, as shown in the examples in Fig. 9. However, natural cracks can also be used in rare cases, as demonstrated by Wurster et al. [51], who prepared cantilevers with FIB notches, compared the measured fracture toughness to specimens with natural cracks, and concluded that good (sharp) FIB notches lead to similar fracture toughness values. There have been manifold successful attempts reported in relation to the notch design. Usually straight through FIB notches are used, as shown in Fig. 9b. However, thin ligaments or material bridges close to the free cantilever surfaces have been proposed [46] to produce sharp starter notches in brittle materials. Detailed investigations on how to perform tests in this case are reported in [52]. Also chevron-notches are used in rectangular [53] and triangular beams [50,54], and even in a bowtie micro-beam, as shown by Cui and Vinci [55] to create stable crack propagation in brittle materials such as fused silica, alumina, and Si. The effects of notch milling currents and ion types on fracture toughness were investigated by Best et al. [56]. They found that fracture toughness varied when Xe- or He-ions were used instead of Ga-ions, and discussed this finding in terms of the interaction of ions with the sample material. However, it should be noted that there is agreement that the notch depth and tip radius are factors of principal importance when it comes to fracture toughness determination.
Fig. 9: SEM images taken from literature to show different cantilever and notch configurations for fracture toughness testing. (a) Oxide beams fabricated by a combined approach using wet-chemical etching and FIB; a crack with constant crack length is introduced by FIB with thin remaining material bridges at the free surfaces to produce sharp starter cracks, after [46]. (b) Pentagonal cantilevers with straight through thickness notches in Cu to test Bi-embrittled grain boundaries, after [49]. Rectangular cantilevers with (c) a natural pre-crack (not prepared by FIB) in a tungsten single crystal after testing, after [51] and (d) a chevron-notch prepared in fused quartz after testing, after [53].

5.3 Finite-element simulations of crack and cantilever design

Finite element (FE) modelling serves as an important technique for the development of testing geometries, the corresponding geometry functions, and the understanding of the effects of aspect ratios and notch geometries, as well as material plasticity. Although cantilever dimensions tend to vary somewhat due to the use of FIB fabrication, validity must be ensured for the geometry functions that are used for fracture toughness evaluation. For the rectangular cantilever with a straight through notch it was shown that slight deviations in width, thickness and bending length do not significantly influence the geometry function of the micro-cantilever expressed in terms of the argument of crack length to width ratio [46,57,58]. In order to determine the dimensional effects, e.g. the influence of the thickness to width ratio B/W on the geometry function f(a/W), 2D FE simulations were performed for two different
cantilever aspect ratios for NiAl, which were H:L:W:B = 2:5:2.1:1.7 and 2:5:2.1:1.3 as shown in Fig. 10. Matoy et al. [46] suggested to use the geometry factor for precise aspect ratios of H:L:W:B = 2:5:2.1:1.7. Due to FIB preparation it is almost impossible to control the dimensions perfectly. Therefore, different aspect ratios as well as moment arms were simulated to see if these could affect the resultant geometry factor values. The calculated geometry factors f(a/W) were quite consistent, and the derived cubic polynomial expression for the geometry function was:

\[ f(a/W) = 1.52 + 24.18 \cdot (a/W) - 48.42 \cdot (a/W)^2 + 77.61 \cdot (a/W)^3 \]  

(14)

The geometry function shows very good agreement with literature values given in [46,58] and demonstrate that small deviations of the aforementioned aspect ratios do not exert significant influence. This allows the cantilever geometry to be used for a broad spectrum of dimensions. This was also confirmed by Brinckmann et al. [59], who investigated the influence of elastic anisotropy on the calculated geometry function values. Their conclusions were that for metals with moderate anisotropy, the difference from isotropic material behaviour amounted to less than 5%. Furthermore, the error due to anisotropy was of the same order of magnitude as deviations originating from geometrical inconsistencies due to FIB milling. However, as shown by Mueller et al. [53] and Žagar et al. [50], for chevron-notched specimens the effects of geometry can be more severe, and compliance calibration curves need to be acquired for each specimen to account for precise dimensions.

![Fig. 10: (a) SEM image of a fractured cantilever in a NiAl single crystal, (b) FE model for the determination of the geometry function, shown in (c) for different a/W aspect ratios [57].](image)

As illustrated in Fig. 11a, Brinckmann et al. [52] performed a large number of FE simulations to investigate the effect of pre-crack geometry on the apparent fracture toughness in the case of brittle material behaviour. The results are important for two reasons. Firstly, the preparation of straight-through notches may intentionally or
unintentionally result in rounded pre-crack corners or remaining material bridges. This may also imply non-uniform crack length and crack length to specimen width ratio, typically not accounted for in geometry function determination using 2D models.

Secondly, the stress distribution at the crack tip depends on the exact shape of the pre-crack and defines the point of crack initiation and instability. Therefore, precise knowledge of maximum stress location is important.

Fig. 11: FE simulations as tool to guide crack design and link simulations with experiments. (a) Effect of material bridges, straight through notch and “over-fibbing” on the ($\sigma_{11}$) stress distribution ahead of a crack in a rectangular cantilever, after [52] and (b) comparison of simulated and experimental fracture data of chevron-notched tungsten single crystal cantilevers showing plastic deformation and stable crack propagation, after [48].

FE simulations can also be used for comparison with experimental data. An example concerns crack growth and crack tip plasticity in confined volumes, as studied for tungsten single crystals by Bohnert et al. [48], illustrated in Fig. 11b. Crack model
was based on crystal plasticity constitutive law to mimic small-scale deformation behaviour, also containing cohesive zone elements are placed in the crack ligament. This enabled crack growth prediction for different notch types as a function of cantilever geometry.

**Cantilever stiffness and stable crack growth**

During cantilever bending, cleavage and instantaneous cracking may occur for many brittle materials. Once plastic yielding or other energy dissipating processes occur at the crack tip, stable crack growth is generally observed. These phenomena can be analysed by measuring the stiffness of the cantilever during the experiment: a growing crack corresponds to an increase in the $a/W$ ratio, and decreasing bending stiffness.

The correlation between notched cantilever stiffness and the $a/W$ ratio, based on FE calculations performed [60] the stiffness variation can be plotted as shown in Fig. 12a, which shows the geometry function dependence on the $a/W$ ratio for the particular geometry given by H:L:W:B = 2:5:2:1:1.7. For comparison, the analytical solution of a clamped rectangular beam with corresponding dimensions is also shown, with the correlation between the stiffness $k$ and the geometrical dimensions calculated according to beam theory:

$$W' = W - a = \sqrt[3]{\frac{4kl^3}{BE^3}}, \quad (15)$$

The stiffness values for the two geometries were normalized with respect to the maximum value. It is apparent that decrease in stiffness with increasing $a/W$ ratio that is visible for both approaches is more pronounced for the clamped beam, which is explained by the existing support for the notched cantilever. Here, the width $W$ is reduced by the respective notch length. Only at very large $a/W$ ratios when both structures become very slim, the stiffness values are comparable. It is concluded that the stiffness reduction due to the change in the $a/W$ ratio representing crack growth depends strongly on the boundary conditions and sample geometry.

It is also apparent that the use of clamped beam analytical solution underestimates the crack growth significantly. For various stiffness decreases, the notched configuration always provides larger $a/W$ ratios and hence returns larger crack
lengths than the analytical solution. This re-emphasizes the need for detailed knowledge of the geometry and model boundary conditions to determine correct crack length from stiffness values. 2D model is only valid for a homogeneously advancing crack front: if the crack front is not straight, then more sophisticated models must be used to obtain correct effective stiffness values, in agreement with the conclusion by Alfreider et al. [29] who performed similar investigations. Additionally, they tested the predictions of their model for various materials and microstructures, and found good agreement between their adapted model and experimental stiffness measurements.

Fig. 12 FE simulations to correlate cantilever stiffness with crack length for specimens with straight-through notches: (a) Stiffness decrease as a function of individual a/W ratios for the tested geometry, where the support is ca. four times thicker than the thickness B of the cantilever and for the analytical solution of a fixed beam according to Eq. 15, after [60]. In (b) it is shown how simulation results match experimental data for different materials and a/W ratios [29]. Note that the axes are switched in (b) with respect to (a).
5.4 Testing of individual microstructural components

One of the big advantages of micro-scale over macro-scale mechanical testing is the possibility of testing single microstructural constituents. Materials with complex or hierarchical microstructures such as polycrystals, composites, or bones can be investigated in detail using local testing techniques. On the other hand, the simplest case of a single crystal with known crystallographic orientation can also be considered. Tungsten is a model material with nearly perfect elastic isotropy. As a consequence, many fracture studies using micro-cantilevers focused on investigating the response of tungsten. Wurster et al. [51] were the first to develop a J-Integral procedure adapted to the micro-scale, in order to analyse semi-brittle fracture processes and calculate the fracture toughness of materials with non-negligible plastic zones. Combined numerical and experimental investigations on W single crystals were performed by Bohnert et al. [48,62] and Schmitt et al. [63] by means of micro-cantilevers. The aim was to determine the fracture toughness and to describe the local fracture behaviour of their specifically oriented specimens. Armstrong and co-workers studied the mechanical properties of ion-irradiated W [64], also investigating the fracture properties and finding a clear correlation between ion implantation and fracture toughness, which lied in the range of 5-10 MPa·m$^{1/2}$. Ast et al. [65] and Alfreider et al. [61] studied crack initiation in W single crystals and determined continuous crack resistance curves. Due to non-negligible crack tip plasticity depending on specimen orientation and sample size, efforts were also made to understand the evolution of plastic zones by means of in situ high-resolution electron backscatter diffraction (HR-EBSD) measurements [66,67]. Size-dependent fracture toughness and crack resistance behavior were studied [65].

To investigate fracture of individual grain boundaries, Kupka and Lilleodden [68,69] performed notched micro-cantilever bending experiments in combination with finite element (FE) simulations. They determined critical fracture loads and characteristic stiffness values, which were normalized by means of simulations carefully adapted to the experiments. Armstrong et al. [70,71] used micro-cantilevers to understand stress corrosion cracking and oxidized grain boundaries. Graded (Pt, Ni) Al bond coats were investigated with respect to local fracture toughness determination by Jaya et al. [27]. The authors used a combined experimental and modelling approach to calculate the fracture toughness in individual zones of the coating by means of edge-notched doubly clamped micro-beams and discussed amongst others the effects of sample
geometry and the local microstructural changes on their results. Webler et al. [72] investigated the effects of local chemical gradients on the fracture toughness in NiAl bond coat systems. They performed electron-backscatter diffraction mapping of the coatings and milled specimens in differently oriented grains. Due to thermal treatment, gradients in chemical composition were achieved, and fracture toughness was determined as a function of local chemistry and cantilever orientation.

Not only coatings and thin films are of interest in current research. It is worth drawing on a further example of microstructural component testing, namely, single interfaces investigated by Matoy et al. [73]. They determined critical energy release rates for different interfaces between silicon oxide and a metallic thin film. Micro-component interfaces were also intensively studied by Hirakata et al. [74], Kawei [75] and Takahashi et al. [76]. They considered interface plasticity and crack initiation between a brittle Si substrate and a thin plastically deforming Cu layer in situ in the transmission electron microscope (TEM), and determined the stress distribution at the interface in combination with FE modelling. Hydrogenated amorphous carbon (a-C:H) coatings and interfaces were studied by Schaufler et al. [77]. The interfacial fracture strength and toughness of two a-C:H coatings with Cr adhesion layer on a steel substrate were determined directly using micro-cantilever bending experiments as shown in Fig. 13.
The coating conditions for the two systems were essentially the same, only slight modifications were made in the adhesion layer. These changes resulted in an entirely different delamination behaviour, ranging from HF1 (excellent) to HF6 (poor adhesion) according to the Rockwell C adhesion test. The well-adhered interface between the adhesion layer and the a-C:H was found to have a fracture strength and toughness value close to the a-C:H coating itself. For bulk a-C:H, a bending strength close to the theoretical strength was found, indicating that the tested volume was defect free. Changing the process conditions reduced the bending strength by ~40%, leading to strong delamination and a catastrophic behaviour during Rockwell C testing. An interfacial fracture toughness value of ca. 2 MPam$^{1/2}$ was found for the well-adhered coating, exceeding even that of pure a-C:H.

5.5 Adaptation of testing conditions to realistic environments

For many applications it is insufficient to perform mechanical tests quasi-statically, in air or vacuum at room temperature. Strain and loading rate effects, temperature and the testing environment may significantly alter the fracture behaviour in terms of fracture initiation and propagation. Hydrogen-assisted cracking and hydrogen embrittlement were investigated by Costin et al. [78], Deng and Barnoush [79] and Rogne et al. [80]. In Fig. 14a it is shown how hydrogen embrittles the specimens,
reducing crack tip plasticity, as demonstrated by EBSD analysis. When specimens were tested in vacuum in the absence of hydrogen, significant crack tip opening displacements were observed in the SEM images accompanied by significant plastic deformation associated with an increase in the kernel average misorientation (KAM) angles observed. Local micron-scale testing approaches were needed to correlate hydrogen-affected crack kinetics with specific microstructural constituents. Only by testing selected, well-defined and representative material volumes of small size can effects such as hydrogen embrittlement be understood. Takahashi et al. [81,82] studied hydrogen embrittlement inside an environmental TEM and noticed that the fracture process became more brittle when the amount of hydrogen gas was increased. They investigated grain boundaries in polycrystalline Ni₃Al samples and Si-Cu interfaces.

Fig. 14: Hydrogen embrittlement and hydrogen-assisted cracking are important research fields and local fracture approaches are needed to understand the
interaction of cracks with microstructure. (a) SE micrographs and EBSD measurements on FIB prepared cross-sections of single crystals of the intermetallic compound FeAl showing a more brittle failure in the case of hydrogen charging, a1)-a3), and a more ductile behaviour, when specimens are H-free, b1)-b3), after [79]. The shown scale-bar is 500 nm. (b) Ion-induced SE micrograph of a micro-cantilever in acicular ferrite before testing to investigate its intrinsic susceptibility to hydrogen-assisted cracking, after [78].

Temperature effects on fracture behaviour were discussed by Best et al. [34] for CrN coatings. They conducted both micro-cantilever and micro-pillar splitting, as well as double beam cantilever tests up to 500 °C, and discussed the effects of Ga-ion notching and Ga diffusion at elevated temperatures on fracture toughness. Jaya et al. [83] investigated the brittle-to-ductile transition (BDT) behaviour of Si single crystals at the micro-scale, and found a gradual increase of fracture toughness with temperature. Fracture initiation and temperature effects on the fracture of Si beams were also studied by Hintsala et al. [28], who found a steady increase in the critical stress intensity factors from 300 °C upwards. Crack resistance behaviour and fracture toughness were analysed for α-Fe single crystals by Snartland et al. [84] for different crack systems at room temperature and -75 °C. Ast et al. [58] investigated the BDT behaviour of tungsten single crystals in the temperature range from -90 °C to 250 °C at the micro-scale. It could be shown that increased temperature enables thermally activated processes and plays a decisive role in fracture mechanics in the context of crack tip plasticity in confined volumes.

For further reading on recent progress in small-scale fracture testing, the reader is referred to two recently published review articles. Dehm et al. [85] summarize in a more general way in situ small-scale testing approaches for the determination of interface and fracture properties. Pippan et al. [86] discuss in detail the fundamental aspects, that need to be considered when conducting small-scale fracture tests.

In order to embed the discussion further in the microstructural aspects of materials being studied, the plastic zone and its interplay with specimen dimensions and the microstructure are addressed in more detail in the following section.

5.6 The influence of the plastic zone on fracture in micron-sized specimens

According to Irwin [5] the plane strain plastic zone radius $r_{pl}$ in front of a crack tip in a homogeneous material is given by:
The macroscopic yield stress $\sigma_y$ and the stress intensity factor $K_I$ determine the formation of the plastic zone decisively. In macro-scale specimens like compact tension (CT) samples, Fig. 15a, the process or plastic zone is small with respect to the sample geometrical dimensions. Only at the free surfaces a stress state develops that approaches the plane stress idealisation.

\[ r_{pl} = \frac{1}{3\pi} \left( \frac{K_I}{\sigma_y} \right)^2 \]  

Upon miniaturising the specimen to micron dimensions, the size of the plastic zone may become comparable with that of the specimen. For brittle materials, Fig. 15b, generally characterized by low fracture toughness and high yield or fracture strength, this plastic zone is negligible, and inter- or trans-granular cleavage fracture dominates. Certain semiconductors, bcc metals and also biomaterials show fracture patterns influenced by thermally activated deformation at the crack tip, Fig. 15c. Extrinsic parameters like temperature and loading rate, as well as intrinsic parameters like crystallographic orientation, purity, fibre orientation etc. determine the fracture and deformation behaviour by influencing yield strength and fracture toughness. For most metals, Fig. 15d, the plastic zone becomes so large that fracture

---

**Fig. 15:** Schematics for the description of the plastic zone ahead of the crack tip (a) in a compact tension specimen and in a single crystal (SX) micron-scale specimen showing (b) brittle fracture, (c) dislocation-controlled micro-cleavage and (d) an entirely ductile behaviour with dislocation nucleation from the crack tip and from active sources.
is inhibited due to enhanced crack tip plasticity. Therefore, small-scale yielding (SSY) approximation in fracture mechanics cannot be applied anymore.

In the following, the scenario presented in Fig. 15c will be treated in more detail in the particular context of micro-cantilever geometry. Fig. 16a illustrates that depending on sample size, the plastic zone may cover only a small portion of the sample volume in larger samples (see cantilever 1).

**Fig. 16**: The development of plastic zones in loaded micro-cantilevers: (a) although cantilever size may change, plastic zone size remains the same for given severity of loading, (b) strain gradient effects, (c) effect of additional plastic pre-straining, (d) testing of single phase or grain boundaries and (e) testing of multiple grains; after [65].

With decreasing sample size and under the assumption of a size-independent yield stress, the theoretical plastic zone according to Eq. (16) expands through a significant portion of the specimen (cantilever 2). Finally, upon further miniaturization the plastic zone spreads over the entire specimen. Dislocations are able to leave the crystal at all free surfaces, changing thus the mechanical response of the sample and the stress state. It is known from micro-pillar compression testing that the yield and flow stresses tend to increase when the sample dimensions are decreased [87–92]. The size of the plastic zone which depends on the yield stress according to Eq. (16), is consequently decreased when the dimensions reach a critical length. For small-scale samples, microstructural effects in combination with inhomogeneous loading conditions and strain gradients must also be considered. Plastic strain gradients acting at the crack tip and creating large shear strains $\gamma_{pl}$ (Fig. 16b) can become
important once the sample dimensions are significantly decreased [93]. Furthermore, an increased inherent dislocation density (Fig. 16c) can additionally affect plastic zone expansion. Grain boundaries (Fig. 16d and e) acting as obstacles for dislocation motion may also affect crack tip plasticity and are known to influence the fracture behaviour strongly [68].

5.7 Fracture mechanics analyses of notched micro-cantilevers

Evaluation according to LEFM

In order to determine reliably the plane strain fracture toughness $K_{1c}$, according to linear-elastic fracture mechanics (LEFM), several requirements must be fulfilled specified in various standards [94–96]. Ideally, atomically sharp notches have to be investigated, obtained by fatigue pre-cracking, which is often not possible at micron length scales. Fracture toughness values are generally referred to as “qualified” values at this scale, and presented with the subscript “q” to indicate that not all conditions were fulfilled. According to [94], fracture toughness can be determined as follows:

$$K_{1q,LEFM} = \frac{F_q L}{BW^{3/2}} f(a/W)$$  \hspace{1cm} (17)

The geometrical dimensions are illustrated in Fig. 10a. The critical load $F_q$ can be determined according to [55], $L$ is the moment arm between the notch and the loading point or line (when a wedge-type indenter is used, e.g.), $B$ is the beam thickness, $W$ is the beam width and $f(a/W)$ is a dimensionless geometry function that can be determined for various notched beam geometries analytically or by FE simulations [46,57].

Evaluation according to EPFM

Evaluation of the J-Integral

If the conditions for small-scale yielding stated in ASTM standard E 399 [95] are not fulfilled, elastic-plastic fracture mechanics (EPFM) needs to be chosen to describe fracture behaviour. The reason is that the plastic zone is too large for reliable determination of fracture toughness according to LEFM. One technique, which was adapted to the micro-scale for the first time by Wurster et al. [25], is the $J$-integral technique. The approach conventionally applied for macroscopic testing and described in ASTM standard E 1820 is illustrated in Fig. 17a. Partial unloading
segments are used after specific displacement intervals to determine the contact stiffness, from which the corresponding beam stiffness is then calculated. Decreasing stiffness is correlated with crack growth, with the quantity $A_{pl}$ characterising the amount of dissipated plastic energy. Furthermore, for each cycle $i$, the current force $F_q$ is recorded. Since certain geometrical requirements from the standard developed for macroscopic testing cannot be transferred to the micro-scale, the results are again denoted by the subscript “q”.

By superimposing a constant amplitude sinusoidal oscillation of a few nm on the applied indenter tip displacement as illustrated in Fig. 17b, the contact stiffness can be measured continuously throughout the bending tests [23]. In this case one full oscillation represents a loading cycle. The $J$-Integral is calculated continuously, allowing a record of crack resistance curve ($R$-curve) to be obtained for materials showing plasticity during fracture [97].

\[
J_{(i)} = J_{el,(i)} + J_{pl,(i)} =
\]

\[
= \left( \frac{K_{q,i(i)}}{E} \right)^2 (1 - \nu^2) + \frac{A_{pl(i)} - A_{pl(i-1)}}{B(W - a(i-1))} \left[ 1 - \gamma \frac{a(i) - a(i-1)}{(W - a(i-1))} \right]
\]

\[\text{Fig. 17: Schematic load-displacement curves to describe the J-Integral testing procedure: (a) method with partial unloading segments to determine the contact stiffness } k_i \text{ and the relevant quantities } A_{pl,i} \text{ and } F_{q,i} \text{ and (b) continuous stiffness technique which allows continuous recording of the contact stiffness.}\]
where $K_{Iq(i)}$ is determined as shown in Eq. 17, $\nu$ is Poisson’s ratio, $E$ is Young’s modulus, $\eta$ and $\gamma$ are a constants, which depend on the geometry and which can be set to 1.9 and 0.9, respectively, for the single edge bend specimen. $A_p$ is defined as the area under the force-displacement curve excluding the elastic contribution.

Whether the $J$-Integral is determined continuously or by partial unloading sections, a continuous or discontinuous crack resistance curve can be generated, respectively. From such a curve, a critical $J$-Integral value $J_q$ for the onset of stable crack propagation is determined. Various suggestions have been made about how to determine $J_q$ at the micro-scale. Bohnert et al. [48] proposed to rely on the measurement of the crack tip opening displacement (CTOD), which they determine directly from SEM images of the deformed specimens. Using this technique, the construction or blunting line with the slope corresponding to the yield stress is shifted by half of the CTOD. The intercept of this line with the $R$-curve yields $J_q$. This promising approach based on a clear physical background was adopted in further studies [61,79]. However, it requires detailed knowledge of the blunting behaviour and the yield stress, with the further major drawback being that the blunting line is constructed in the FIB-affected region. Another approach is to determine the blunting line directly from the $R$-curve [51,60]. This requires the initial data trend to be linear, which may not always be the case. Finally, using a vertical line at a fixed point in the crack propagation (depending on the test length scale) offers an easy way of comparing specimens of similar size [97]. Once $J_q$ is determined, the fracture toughness can be calculated according to:

$$K_{Iq,f} = \frac{J_q E}{(1 - \nu^2)}$$  \hspace{1cm} (19)

**Evaluation of CTOD**

Another macroscopic EPFM testing technique that can be adapted to the micro-scale is the crack tip opening displacement (CTOD) method. According to the ASTM standard E1290 [96], the crack mouth opening displacement (CMOD) has to be determined in order to calculate a critical crack tip opening displacement $CTOD_c = \delta_c$. 
For rather brittle materials this is characterized by the onset of unstable crack extension with no significant prior stable crack propagation. For a more ductile material having a pronounced plastic zone around the crack tip, this critical value can be estimated at the first attainment of a force plateau. Again, not critical but qualified values are derived, as certain standard requirements are not fulfilled. The CTOD is separated into an elastic and a plastic component similarly to the previous section for the J-Integral approach. The elastic part is again obtained by the LEFM formulations, whilst for the plastic part a hinge model is applied, as proposed in [98]:

\[ \delta_q = \delta_{q,el} + \delta_{q,pl} = d_n \frac{K_{I,0.95}^2 (1 - v^2)}{\sigma_y E} + \frac{r_{pl} (W - a_0)v_{pl}}{r_{pl} (W - a_0) + a_0} \]  \hspace{1cm} (20)

Here \( d_n \) is a dimensionless factor, which depends according to [99] on the strain hardening exponent \( n \) and on the ratio of \( \sigma_y/E \), and \( \sigma_Y \) is an effective yield strength, which is half of the sum of yield strength and maximum flow stress. The hinge model incorporates the plastic rotational factor which is ca. 0.44 for the single-edge bend SE(B) geometry, and which can be applied for the cantilever geometry in the first approximation. From the recorded Force-CMOD curves the plastic part of the displacement \( v_{pl} \) is obtained by constructing a line parallel to the loading line. This procedure to determine \( \delta_q \) values is called the basic test method and provides only an approximation for the fracture toughness in the case of a ductile material. More accuracy is achieved by R-curve testing, for which the stiffness needs again to be recorded. Fracture toughness can be calculated from the following equation, according to [56]:

\[ K_{I,\delta} = \frac{\sigma_Y E \delta_q}{\sqrt{d_n (1 - v^2)}}. \]  \hspace{1cm} (21)

The determination of critical CTOD values strongly depends on the yield stress \( \sigma_y \) of the material, which can be strongly influenced by size effects at the micro-scale. It was shown for unnotched micro-cantilevers at the same length scale that smaller beams showed a higher yield strength than larger beams [100–102]. It becomes apparent that plastic deformation takes place in a very confined area. This leads to the generation of strong strain gradients in the case of bending of thin beams and to higher yield stresses in the samples.
5.8 Example of fracture toughness evaluation: soft and hard oriented B2-NiAl

In the following, we focus on the evaluation procedures for micro-cantilever bending experiments based on our previous work on single crystals of semi-brittle intermetallic compound B2-NiAl \([57,60,97]\). It is a suitable model material for understanding fundamental fracture processes in which plasticity is involved, and for establishing new evaluation techniques. Depending on orientation, NiAl may show brittle fracture at ambient conditions. Literature data from macroscopic fracture tests is available \([103–105]\), which allows for comparison between different length scales. NiAl is anisotropic, and fracture toughness values are presented for “hard” and “soft” orientations for micro-cantilevers in Fig. 18.

![Diagram of microcantilevers with indication of the “soft” and “hard” orientation in NiAl single crystals.](image)

**Fig. 18**: Schematic drawings of microcantilevers with indication of the “soft” and “hard” orientation in NiAl single crystals.

For specimens loaded in the “soft” orientation along the \(<110>\) direction, values obtained are \(3-4\) MPam\(^{1/2}\). \(K_{\text{IC}}\) values of \(5-7\) MPam\(^{1/2}\) are reported for crystals loaded along the “hard” \(<100>\) orientation \([104]\). Lowest energy dislocations with a \(<100>\) Burgers vector cannot be activated, and a significantly higher yield strength is observed in experiments than when the sample is loaded along a soft orientation \([106]\). The cleavage fracture occurs on \{110\}-type planes, unlike for other body centred cubic materials like \(\alpha\)-Fe, W and Cr etc. \([103]\). The \(<110>\) loading axis was chosen for testing the soft orientation.

**Anisotropic stress field around loaded crack tips**

Although equations \((18-21)\) contain only two elastic constants \(E\) and \(\nu\) are needed in the case of isotropy, elastically isotropic material behaviour cannot always be assumed. The respective equations become more complex and contain elastic...
constants $C_{ij}$ in the case of elastic anisotropy. In the following, an example is shown for cubic NiAl with the anisotropy factor of 3.7, and elastic constants given in Table 1.

<table>
<thead>
<tr>
<th>$C_{11}$ (GPa)</th>
<th>$C_{12}$ (GPa)</th>
<th>$C_{44}$=$C_{66}$ (GPa)</th>
<th>$E^*_{\text{plane strain}}$ (GPa) soft</th>
<th>$E^*_{\text{plane strain}}$ (GPa) hard</th>
<th>$E^*_{\text{plane stress}}$ (GPa) soft</th>
<th>$E^*_{\text{plane stress}}$ (GPa) hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>199</td>
<td>137</td>
<td>116</td>
<td>170</td>
<td>195</td>
<td>125</td>
<td>151</td>
</tr>
</tbody>
</table>

In order to use EPFM for an anisotropic material, the factor $E/(1 - \nu^2)$ in the case of plane strain, and $E$ in the case of plane stress must be exchanged by factors denoted as $E^*_{\text{plane strain}}$ and $E^*_{\text{plane stress}}$, respectively. These factors take into consideration both the elastic constants and the orientation of the cantilevers. For the rectilinear anisotropic case, fracture toughness is calculated applying the linear-elastic stress theory for the field around a crack tip according to Sih and Liebowitz [108,109]:

$$K_{ic} = G_{ic}^{1/2} \left[ \frac{S_{11} S_{22}}{2} \left( \frac{S_{22}}{S_{11}} \right)^{1/2} + \frac{2S_{12} + S_{66}}{2S_{11}} \right]^{-1/4} , \quad (22)$$

Here $S_{ij}$ are the reduced elastic compliance constants in the case of plane strain and <100> crack orientation. When the crack and specimen orientation is changed, the coordinate system has to be rotated and the respective compliance constants have to be recalculated. The values for $E^*_{\text{plane strain}}$ and $E^*_{\text{plane stress}}$ for NiAl for the “soft” and “hard” orientation are also listed in Table 1.

**Evaluation according to LEFM**

Three load-displacement curves for micro-cantilevers in the soft orientation, tested *in situ* in the SEM and showing brittle fracture are presented in Fig. 19a. Due to slight variations in the sample dimensions, some of the cantilevers appear stiffer compared to others. By using Eq. 17, the load is normalized with respect to the sample geometry. Good matches is observed for the initial elastic loading part, as shown in Fig. 19b. However, some scatter is apparent at larger displacements, where the
deviation from the linear behaviour is seen. If only LEFM were applied, the final point of each curve would represent the respective $K_{iq}$ value. However, since $F_{max}/F_{0.95} > 1.1$ [95], LEFM is not applicable. However, fracture behaviour can be compared well between samples, and fracture toughness estimated to be $K_{iq,LEFM} = 2.1 \pm 0.3 \text{ MPa}\cdot\text{m}^{1/2}$.
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**Fig. 19:** (a) Force-displacement curves for soft-oriented cantilevers. The unloading slopes were estimated to be the same as the individual loading slopes. Slight changes in the geometrical dimensions like moment arm or beam width cause different force levels and displacements until the point of brittle fracture. Therefore, the respective stress intensity factors as a function of the “Relative displacement until fracture” are shown in (b).

**Evaluation according to EPFM – J-Integral**

The results of a slightly larger cantilever from a hard oriented NiAl crystal showing significant crack tip plasticity are shown in Fig. 20. Initially, there is a linear elastic loading segment followed by a remarkable hardening regime. The experiment was stopped at a bending displacement of ~6 µm. The continuously measured cantilever stiffness remained constant for the first 1.5 µm of displacement, which is beyond the
elastic loading. Then it continuously drops during the course of the experiment indicating stable crack propagation. The fact that a drop in stiffness is linked to crack propagation can be confirmed by testing unnotched cantilevers. These cantilevers show a constant stiffness level in both the elastic and plastic loading sections of the experiment. Towards the end of the test, six partial unloading segments were performed. The corresponding cantilever stiffness data is illustrated as hollow square symbols in Fig. 20b. An excellent agreement is found between the two methods.

Continuous crack resistance curves can be plotted as shown in Fig. 20c. A constant initial cantilever stiffness means that the crack length stays constant, and the J-Integral increases steeply in the beginning due to the plastic component. Once the stiffness decreases, the resistance to crack propagation rises and the crack propagates stably until the experiment is stopped. At that point the propagated crack length is calculated to be around 1.2 µm, which matches crack length measurements from SEM images after testing, as shown in Fig. 20a.

Presently there is a lack of standard procedures to define the onset of fracture from crack resistance curves. Pippan et al. [50] propose a practical approach to define J_q or J_i values with the help of blunting lines derived from macroscopic fracture testing. However, detailed knowledge of the crack tip blunting, the size-dependent yield stress and the slope of the R-curve in the blunting regime are required for this. As shown for NiAl in the hard orientation in Fig. 20c, it is difficult to define precisely the initiation of fracture. Therefore, a criterion of 200 nm of stable crack propagation was chosen and J_q was defined as the intercept of a vertical line and a fit according to the ASTM standard [56]. Although this definition is not meant to serve as a standard routine for the definition of fracture initiation, it allows for an easy and straightforward comparison of tested cantilevers of similar size.
Fig. 20: (a) SEM image of a hard oriented NiAl cantilever after fracture, (b) load-displacement curve, continuous and discontinuous cantilever stiffness from continuous stiffness measurement (CSM) signal and partial unloading, respectively and (c) crack resistance curve with fit for the determination of $J_q$ at a critical crack length of 200 nm.

**Evaluation according to EPFM – CTOD**

CTOD was measured indirectly by evaluating CMOD from in situ images or videos taken during testing in the SEM, as shown in Fig. 21. For the soft orientation, only limited CMOD and hence little crack growth was observed, followed by brittle abrupt failure. A more pronounced CMOD was observed for the hard orientation which
displayed a constant force plateau. Since the geometries of tested cantilevers were quite similar, it is concluded that the crack mouth opens further for the hard orientation and higher forces are also achieved, in agreement with the results presented before. This leads to higher plastic CMOD $\nu_{pl}$ and higher fracture toughness for the hard orientation, as shown in the overview plot in Fig. 22. A force plateau was reached for the hard orientation due to two opposing effects: strain hardening leads to a further increase in the force, but as crack growth takes place, cross-sectional area is diminished leading to a decrease in force. The basic testing procedure, as described in [96], is to take the onset of this force plateau as the start for crack growth which seems to be a reasonable criterion regarding the respective SE micrographs. Yet, this onset of a constant force might depend on the sample size which would then lead to size dependent fracture toughness $K_{I,c}$. To determine the fracture toughness from the CTOD data, the value of yield strength is needed. From nanoindentation experiments Iqbal et al. [57] derived the micro-scale yield strength for NiAl and returned a value of ca. 1.8 GPa, which is slightly higher than literature data for the hard orientation, and an order of magnitude higher than reported for the soft orientation [110].
Fig. 21: (a) Force-CMOD curves for the hard and soft orientation and (b) corresponding SEM images. The soft orientation showed brittle fracture whereas a constant force plateau was obtained for the hard orientation. The begin of the force plateau (II) was taken as final data point for the determination of $v_{pl,hard}$. Note the apparent crack growth from image (II) to (III). After testing, the samples were tilted to allow for an inclined observation of the fracture surfaces.

**Overview of fracture toughness of NiAl**

The fracture toughness evaluation of NiAl single crystals according to different techniques is summarized in Fig. 22 for the two orientations and two different specimen sizes. The smaller micro-cantilevers have a H:L:W:B dimensions of ca. 2:7:2.5:2 and the larger ones (see Fig. 20a) 4:30:9:7 (in microns). The data is compared to macroscopic fracture toughness data by Bergmann and Vehoff [104], evaluated by LEFM using large specimen sizes.
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Fig. 22: Overview of fracture toughness data as evaluated by means of the different techniques; “p.u.” means partial unloading; literature data taken from [104] and “small” and “large” characterize the different cantilever sizes, which were investigated in the studies presented here.

At all length scales and for all evaluation techniques, the soft orientation shows lower fracture toughness compared to the hard orientation. Because of its inherent brittleness and low amount of crack tip plasticity, the results for the soft orientation match well for the micro-scale testing techniques. Applying CTOD and LEFM techniques, a somewhat lower bound for the fracture toughness is obtained of ca. 1.9 MPam$^{1/2}$, in good agreement with literature. J-Integral technique delivers a higher value with $K_{Iq} = 3.5$ MPam$^{1/2}$, because R-curve testing could not be performed for the soft orientation due to finite crack growth prior to spontaneous failure. In this way, only the basic J-Integral approach was chosen leading to a possible overestimation
of the fracture toughness. The conclusion can be drawn that a lower and an upper bound of the fracture toughness were set with the presented evaluation methods in the case of the soft <110> orientation at the micro-scale.

For the hard orientation, it is clearly visible from Fig. 22 that LEFM strongly underestimates the fracture toughness at the micro-scale due to pronounced crack tip plasticity. Whilst in larger four-point-bend specimens, small-scale yielding (SSY) conditions are fulfilled, this does not hold true for micro-cantilevers. Applying CTOD approach and the J-Integral method, the calculated fracture toughness appears to be in the same range as for macroscopic specimens, i.e. 6.9 MPam^{1/2}. As there is a direct physical link between CTOD and the J-Integral [99], it is logical that both methods lead to the same value of approximately 8 MPam^{1/2}.

**Size of the plastic zone and measurement limitations**

When investigating fracture processes in confined volumes, where crack tip plasticity predominates, it is important to follow and interpret the plastic zone evolution. The basic theoretical estimate by Irwin in Eq. (16) shows the dependence on \( \sigma_y \) and \( K_I \). Macroscopic yield and flow stress values are generally remarkably lower than micro- and nano-scale compression or tensile testing data [87,111]. Therefore, one may expect more ductile behaviour, because the plastic zone size scales inversely with the square of yield strength. However, fracture toughness values close to macroscopic values were measured in the case of NiAl single crystals due to the size effects [57].

In that context, the applicability of testing standards ASTM E 399 [95], ASTM E 1820 [94] and ASTM E 1290 [96] need to be addressed. They provide a rather conservative interpretation of fracture toughness evaluation using macroscopic samples, and impose many requirements for successful testing. If LEFM were to be applied, the following dimensional requirements need to be met:

\[
\left\{ \frac{a}{B} \right\} \geq 2.5 \left( \frac{K_{Iq}}{\sigma_y} \right)^2 \approx 25 r_{pl,plane\ strain}
\]  

(23)

The minimum requirements for \( a, B \) and the ligament length (W-a) are designed to ensure that the plastic zone is sufficiently small for fracture to be K-controlled. Supposing a fracture toughness and a yield strength as indicated in this study, the
calculated dimensions for a, B and \((W-a)\) should be approximately an order of magnitude larger than the dimensions of the NiAl micro-cantilevers shown above. If EPFM were to be applied, the restrictions become less severe:

\[
\left\{ \frac{B}{W-a} \right\} > 10 \frac{J_q}{\sigma_y},
\]

This shows that pronounced crack tip plasticity or large-scale yielding may lead to limitations in the interpretation of fracture toughness measurements. Applying macroscopic and microscopic yield stress data of NiAl of ca. 1.4 GPa [110] and 1.8 GPa [57], respectively, and a \(J_q\) value for the hard orientation of 200 N/m [97], characteristic lengths of 1.4 \(\mu\)m and 1.1 \(\mu\)m respectively can be calculated using Eq. (24). These lengths are just below critical cantilever dimensions and prove the validity of EPFM in the case of NiAl at the micro-scale. This is also the reason why the microscopic data compare well to the macroscopic data in Fig. 22. Furthermore, it is worth noting that no apparent differences were observed when testing the smaller samples under vacuum conditions and comparing their results to larger beams tested in air. However, this should not be taken as a general rule, as the outcome is likely to depend strongly on the sample size and material. For example, for W single crystals with the crack system in the \(<100\>{\{100}\}\ orientation, a strong size dependence of fracture behaviour was observed [65]. The smallest investigated cantilever size in that study with the dimensions in the submicron regime failed by brittle cleavage and displayed fracture toughness of only 1.5 MPa\(\cdot\)m\(^{1/2}\), which agrees well with the Griffith theory of an ideally brittle crack. With increasing specimen size, a gradual increase in plastic deformation and hardening behaviour was noticed. Only for larger cantilever sizes with \((W-a)\geq 3 \, \mu\)m, J-Integral evaluation led to a fracture toughness close to the macroscopic data from literature. This effect of decreasing fracture toughness with size was also found by Preiß et al. [24] for freestanding Au films with the thicknesses of a few hundred nanometres, which exhibited brittle behaviour and a fracture toughness as low as 2 MPa\(\cdot\)m\(^{1/2}\).

Finally, it should be kept in mind that the description of the plastic zone even within the framework of EPFM remains based on continuum mechanics considerations. The local stress distribution in micro-scale fracture specimens may be entirely different, also leading to a different shape of the plastic zone, as can be shown by in situ single crystal deformation mapping by HR-EBSD [67]. Studies using discrete dislocation
dynamics simulations as well as advanced HR-EBSD measurements in combination with FIB-slicing approach are currently under way to elucidate the shape of the plastic zone in small-scale specimens. Also, high-resolution Digital Image Correlation (DIC) is a promising tool to understand the strain field around the crack tip in more detail. These numerical and analytical techniques in combination with micro-mechanical testing will be key to further successful understanding of micro-scale fracture toughness evaluation in materials showing non-negligible crack tip plasticity.

6 The influence of FIB milling on fracture toughness

FIB milling has been widely accepted as a key technique for micro- to nano-scale sample preparation, due to its nanometre precision and minimally disturbing nature. However, it may potentially induce damage in the sample by inducing ion implantation, altering surface chemistry, and modifying free volume. These effects become very important for micro-scale specimens. Numerous studies have been devoted to the assessment of sample damage due to FIB milling, e.g. [56,112–118]. In [119] it was shown for silicon that ion beam at acceleration voltages up to 30 keV affects the material to the depths of the order of 50 nm. Detailed TEM-based analysis of crack propagation through FIB-milled samples demonstrated that the artificial FIB-milled crack behaves in the manner similar to natural cracks. Ast et al. [65] demonstrated for tungsten single crystals that crack propagation was not significantly altered in the FIB-affected region. There is further evidence of rather limited material modification under the regimes relevant to micro-scale sample fabrication [120].

In order to analyze the impact of FIB damage on the fracture behavior, Best et al. [34] carried out microscale fracture toughness tests on CrN thin films using different techniques, including single and double cantilever bending, as well as micro-pillar splitting. Fig. 23a illustrates the effect of Ga-ion milling current on fracture toughness evaluation by micro-cantilever bending. Apparent fracture toughness increased at large Ga ion currents used to fabricate the notch for crack propagation in cantilevers. The value of $K_c$ for micro-cantilevers notched at 1 pA ion current was according to the authors close to the one determined by pillar splitting (~3.0 MPa m$^{1/2}$). They concluded from their measurements that notching with higher currents led to an increase in fracture toughness caused by penetrating Ga ions. Compared to the other applied techniques in their study, specific micro-pillar geometry enabled crack
nucleation and propagation in the core of the pillar, which was minimally affected by ion damage during sample preparation, especially at large pillar diameters.

Fig. 23: a) Fracture toughness of CrN micro-cantilevers as a function of gallium ion current during notching. SEM images of FIB-polished cross sections of notches milled at 1 pA and 100 pA (inset, scale bar 100 nm), and HR-SEM images of the fractured cantilever surface post-fracture for 1 and 100 pA ion currents (scale bar 500 nm), after [34]. b) Variation of $K_c$ as a function of pillar size for different production methods with indenter geometry (CC – cube corner, Berk – Berkovich) and $\gamma$ coefficient [36].

The fracture toughness trend in Fig. 23a could also be understood in the context of recent studies on the quantification of FIB-induced damage in silicon [119], in which the authors used the combination of experiments and modelling to evaluate the FIB-induced inelastic strain (eigenstrain) associated with silicon amorphisation at the periphery of the pillar. Noticeably, the induced residual strain in the pillars was found
to increase with increasing FIB milling currents. Therefore, the observed effect of FIB damage on pillar splitting may be associated with residual stress field affecting the critical load for crack instability, even though crack nucleation occurs in the center of the pillar.

On the other hand, it is important to consider sample preparation effects that may also influence fracture toughness evaluation. Material bridges at the two notch sides, which are meant to produce sharp starter cracks as discussed previously and as also used by Best et al. [34], and also slightly blunt crack tips [121] can lead to an overestimation of the fracture toughness. Whether toughening effects by ion-sample interaction take place, or whether notch preparation effects play an important role has to be examined in detail in specific context of experimental set-up realization and material.

A detailed study of the effect of FIB damage for the extraction of $K_c$ in silicon by pillar splitting performed by Lauener et al. [36] was mentioned earlier. The authors investigated the variation of $K_c$ for pillars with different diameters, milled using different ions (Xe⁺, Ga⁺), see Fig. 23b. A comparison with pillars prepared by photolithography (without the use of FIB) was also carried out. FIB machining was found to produce an increase in the measured toughness, especially for smaller pillars. As the pillar size was increased (> 5 μm), the results from pillars prepared by FIB milling appear to converge towards the constant plateau matching the data for lithography pillars. Moreover, Fig. 23b shows that FIB milling affects mainly the external surface of the pillar, with the increase of $K_c$ being correlated with reducing pillar diameter, and therefore a larger surface/volume ratio. This effect is more pronounced (nearly twice) for Xe ions, which are heavier, induce more damage, and greater effect on the crack propagation.

To sum up this section, one of the key advantages of pillar splitting is related to the more limited FIB damage (in comparison to micro-cantilever testing), which affects mainly the external surface of the pillar leading to a limited influence on the crack propagation. However, the effects from FIB-induced residual strains can be expected to be present pillar splitting, especially for smaller diameters and those materials that show amorphisation due to FIB milling. In order to reduce ion damage of the surface, pillars should be milled using Ga ions with lowest possible current.
7 Discussion

It has become apparent from the foregoing presentation that the challenges involved in micro-scale toughness evaluation are significant, both practically, i.e. in terms of sample preparation to fabricate the required miniature test specimens, whilst avoiding artefacts associated with material modification, and correct application of load; and in terms of interpretation through simulation and analysis, given the variety of deformation modes, and the frequently encountered impossibility of ensuring compliance with existing testing standards. It is therefore worthwhile posing again the question as to the practical benefits and improved insights that are garnered that make it worthwhile.

The development of micro- and nano-technologies in the course of the last four decades brought with it the inevitable improved understanding of the deformation and failure mechanisms at these scales, and how these affect the overall structural integrity and performance of components and assemblies. Accepting this, there arises the wish to use these insights to achieve better, more efficient and reliable designs.

One area of application where the methods reviewed here make a crucial difference concerns microelectronic circuits, where the inexorable drive towards miniaturization and 3D integration brought about the use of Through Silicon Vias (TSV’s) as a means of interconnecting different circuit layers [123]. Since the connecting wire (typically Cu) is different from the surrounding material (typically Si) in terms of thermal expansion coefficient, stiffness, and hardness, significant residual stresses arise during operation. These may drive the processes of crack initiation and propagation within TSV that ultimately limit the durability and performance of the assembly. Attempts to apply conventional macro-scale fracture mechanics analyses to such systems run into limitations that have already been touched upon in the above review: even if classical approaches are used for analysis (which in itself is subject to debate), key parameters describing the material resistance to crack propagation must be obtained experimentally. There is no possibility of doing it at the macroscopic scale, due to the fact that component assembly exerts pronounced effects on the structure of materials and interfaces. Therefore, micro-scale *in situ* testing must be used.
Another area where micro-scale toughness testing is required concerns alloys used in the fabrication of aeroengine components, such as Ti-6Al-4V. In recent years the importance of so-called “facet fatigue” phenomenon has been highlighted [124]. This concerns the initiation of cracks at grain boundaries between grains with different crystal orientation with respect to applied loading. This mode of failure is particularly important under conditions of dwell, when sustained exposure to tensile stress may lead to local strain accumulation and crack initiation. Although the ultimate aim of ensuring structural integrity of macroscopic components is being pursued, it is the micro-scale fracture processes that determine the outcome, via the principle of the “weakest link”. Here again, local fracture toughness testing offers answers that cannot be obtained otherwise.

There are many other contexts in which similar observations can be made, which explained the reasons for the growing popularity of the subject of the present review with researchers. It is clear that although conventional macro-scale methods served us well for many decades, there is an increasing realization that in many situations size effects arise that limit our ability to perform reliable re-scaling from conventional millimeter laboratory dimensions down to the micro- to nano-scale phenomena [125]. This situation is not entirely dissimilar to the challenge faced by researchers in civil engineering, where reliable prediction of the integrity of large structures needs to be made on the basis of smaller scale tests – with the distinction downscaling of testing is actually possible, as the present review amply demonstrates. The present report is aimed at helping researchers take advantage of the possibilities presented by the modern fine-scale experimental approaches, which is both necessary and exciting.

8 Conclusions
The review presented above provided a snapshot of the current landscape in the field of fracture toughness evaluation at the micro- to nano-scale. This direction of research is firmly embedded in the well-established disciplines of Linear Elastic Fracture Mechanics (LEFM) and Elastic-Plastic Fracture Mechanics (EPFM). The paradigm of hierarchically structured materials [122] postulates that physical quantities such as toughness may undergo discontinuous scaling transitions when the characteristic dimensions of consideration change in a way that invokes different fundamental physical laws describing the response of material to loading, and manifest themselves in the mode of deformation. In the case of toughness, the
evaluation of this physical quantity using miniature samples of a few micrometers in size and smaller requires the fabrication of miniature specimens subjected to very low loads, resulting in the deformation response that is dominated by microstructural features such as grain boundaries, interfaces, dislocations, and other defects. As a consequence, the apparent values of toughness that are deduced from these experiments may differ from macroscopic values obtained by averaging (or, more precisely, by coarse graining) across larger volumes. The results reveal micro-scale inhomogeneity of structure and properties that have hitherto not been appreciated before, but which in turn represent a manifestation of the underlying structures that are present at even finer scale.

Two specific methods of toughness evaluation have formed the focus of the present review. These are micro-pillar splitting and micro-cantilever bending. In both cases, the fabrication of specimens is often accomplished by ion beam milling, which engenders certain properties of the samples. Namely, the inevitable implantation of ions and the accompanying ion beam modification of material structure introduces layers of altered material, which, despite being rather thin (~50nm in thickness, as a guide), may modify the material response compared to that of parent, or virgin material. Whilst every attempt has been made to minimize this effect, and various means of verifying the correctness of deductions about the underlying material were used, further effort is required to exclude the influence of sample preparation on the results.

The first method reviewed in the present study was the micro-pillar splitting approach. This method obviates the necessity of creating a pre-crack that is used to initiate fracture, and thus minimizes the influence of ion beam milling on the results. However, it has been shown that the method in its current form is suitable for materials that display a certain combination of strength and fracture toughness. Furthermore, the calibration of key conversion parameter $\gamma$ is required for the evaluation. Nevertheless, this method has already shown its versatility and efficiency, and will undergo further development, particularly in application to coatings and spatially resolved $K_{lc}$ mapping studies.

Micro-cantilever bending as a means of toughness evaluation has matured into a well-established technique that allows precisely located and spatially resolved measurements able to reveal the influence of thin films, grain boundaries and other
features on the local fracture toughness of material. Various mathematical representations useful in the evaluation of toughness were presented, and examples of application of this technique were given.

Reviewing the progress made since the seminal papers on fracture mechanics were published in *Materials & Design* forty years ago, it is abundantly clear that the evaluation of material resistance to fracture at the macroscopic scale has matured into a robust discipline that underpins mechanical design and structural integrity calculations in a number of important technological fields, from aerospace to power generation to chemical engineering. Fracture toughness determination and crack propagation testing procedures became codified in a number of standards that ensure reliability and repeatability of results. However, the application of these methods to micro- to nano-scale test pieces presents a number of challenges, including sample fabrication and manipulation, data interpretation, and standardization. The authors of this review are active in advancing knowledge in this field, in close collaboration with theorists and specialists in materials modelling at ever finer scales.
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