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Quantization of classical spectral curves

via topological recursion

1Bertrand Eynard*�, 2Elba Garcia-Failde*� �, 3Olivier Marchal§, 4Nicolas Orantin¶

Abstract

We prove that the topological recursion formalism can be used to quantize any generic
classical spectral curve with smooth ramification points and simply ramified away from poles.
For this purpose, we build both the associated quantum curve, i.e. the differential operator
quantizing the algebraic equation defining the classical spectral curve considered, and a
basis of wave functions, that is to say a basis of solutions of the corresponding differential
equation. We further build a Lax pair representing the resulting quantum curve and thus
present it as a point in an associated space of meromorphic connections on the Riemann
sphere, a first step towards isomonodromic deformations. We finally propose two examples:
the derivation of a 2-parameter family of formal trans-series solutions to Painlevé 2 equation
and the quantization of a degree three spectral curve with pole only at infinity.
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1 Introduction

1.1 Topological recursion and quantum curves

Witten’s conjecture [49], proved by Kontsevich [37], built a bridge between two seemingly differ-
ent areas of mathematics: the theory of integrable systems and enumerative geometry. It states
that a specific generating function of intersection numbers on the moduli space of Riemann sur-
faces is actually a tau function for the integrable KdV hierarchy. More precisely, the generating
series

ZKont(ℏ, t) := exp

[ ∞∑
h=0

ℏ2h−2
∞∑
n=0

22−2h−n

n!

∑
d∈Nn

⟨τd1 . . . τdn⟩h,n
n∏
i=1

(2di − 1)!! t2di+1

]

is a tau function provided that

⟨τd1 . . . τdn⟩h,n =

∫
Mh,n

ψd11 . . . ψdnn

denotes the intersection numbers of the first Chern classes ψi := c1(Li) of the cotangent bundle
at the ith marked point over the moduli space of stable curves of genus h with n smooth marked
points. Through the integrable side of this duality, this conjecture naturally leads to a third
field of mathematics, the theory of differential equations. In order to see it, let us consider the
Airy function Ai(λ) solution to the Airy equation(

d2

dλ2
− λ

)
Ai(λ) = 0.

For λ positive and real, it admits an asymptotic expansion, as λ→ ∞, of the form

log Ai(λ) − S0(λ) − S1(λ) =

∞∑
m=2

Sm(λ),

where S0(λ) := −2
3λ

3
2 , S1(λ) := −1

4 log λ− log(2
√
π) and

∀m ≥ 2 , Sm(λ) :=
λ−

3
2
(m−1)

2m−1

∑
h≥0 , n>0

2h−2+n=m−1

(−1)n

n!

∑
d∈Nn

⟨τd1 . . . τdn⟩h,n
n∏
i=1

(2di − 1)!! .

This means that the asymptotic expansion of the Airy function is itself a generating func-
tion of intersection numbers. We may even keep track of the Euler characteristics of the sur-
faces enumerated by introducing a formal parameter ℏ through a rescaling of λ. The function
ψKont(λ, ℏ) := Ai(ℏ−

2
3λ) satisfies (

ℏ2
d2

dλ2
− λ

)
ψKont(λ, ℏ) = 0

and admits an asymptotic expansion of the form

logψKont(λ, ℏ) − ℏ−1S0(λ) − S1(λ) =
∞∑
m=2

ℏm−1Sm(λ).
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In the spirit of mirror symmetry, this defines a map between a problem of enumerative geometry
and the study of solutions to a differential equation. This same problem of computing Gromov–
Witten invariants of the point can be considered from a last perspective. The intersection
numbers ⟨τd1 . . . τdn⟩h,n as well as their generating series ZKont(ℏ, t) and ψKont(λ, ℏ) can be
computed by the topological recursion [19, 29]. This formalism, originally developed in the
context of matrix models, allows to associate such generating functions to any initial data given,
in particular, by an algebraic curve called spectral curve. When considering the algebraic curve

y2 − x = 0

as initial data, the topological recursion gives ZKont(ℏ, t) and ψKont(λ, ℏ) as output. From this
point of view, the topological recursion quantizes the classical spectral curve y2 − x = 0 into
the differential equation

(
ℏ2 d2

dλ2
− λ
)
ψKont(λ, ℏ) = 0, which is often referred to as the associated

quantum curve.

One may naturally wonder if this is a general phenomenon. The topological recursion has
been proved to solve many problems of enumerative geometry ranging from the enumeration
of maps [7, 25, 29, 30] to the computation of Gromov–Witten invariants whenever the ambi-
ent space has a semi-simple cohomology [23]. From its origin in random matrix theory, it is
expected that the topological recursion can be used as a quantization procedure for quantizing
any algebraic curve. In its simplest form, this conjecture can be summarized as follows. Given
an algebraic equation P (λ, y) = 0, called the classical spectral curve, the topological recursion
produces a wave function ψ(λ, ℏ) which is conjectured to be solution to a differential equation
Pℏ
(
λ, ℏ ∂

∂λ

)
ψ(λ, ℏ) = 0, where Pℏ(λ, y) → P (λ, y), as ℏ → 0 and the pole structure of Pℏ(λ, y) is

independent of ℏ. In the present paper, we prove this conjecture for meromorphic Higgs fields
when the base curve is the Riemann sphere P1.

This conjecture has been proved in many particular cases in the literature. Until recently,
the conjecture had been proved only in examples where the classical spectral curve is a genus
zero cover of the Riemann sphere [13, 14, 15, 18, 20, 21, 32, 34, 41, 46, 47, 50]. These works
culminated with the general proof of the conjecture by [6], when the spectral curve has genus 0.
In this simpler setup, the wave function ψ(λ, ℏ) is simply a WKB type formal series in ℏ.

When the spectral curve does not have vanishing genus, it is expected that the wave function
cannot be such a simple formal series anymore but rather a formal trans-series in ℏ [24, 28]
involving so-called non-perturbative corrections as explained in Section 6.2. This makes its
study as well as the proof of the existence of a quantum curve annihilating it much more
involved. However understanding this higher genus context is fundamental for some of the most
important applications of this quantization procedure. For example, it is conjectured that the
asymptotics of the wave functions obtained by quantization of the A-polynomial associated to
a knot recover some of its invariants [4, 11, 12, 31, 42, 43]. In general, such an A-polynomial
defines a spectral curve of non-vanishing genus and addressing the issue of its quantization is
absolutely necessary. A first step in this direction has been achieved by K. Iwaki who proved
in [33] that one can quantize an elliptic curve of the form y2 = λ3 + tλ + c, obtaining on the
way a two-parameter trans-series solution to the Painlevé 1 equation. This result was then
generalized to any hyper-elliptic curve by the authors in [27, 40], including the computation of
similar two-parameter solutions to the six classical Painlevé equations.

1.2 Main results

The present article aims at proving the quantum curve conjecture for any algebraic
curve. For this purpose, one considers any classical spectral curve defined by an equation of

5



the type

P (λ, y) =
d∑
l=0

(−1)lyd−lPl(λ) = 0, with P0(λ) = 1,

where d is an arbitrary positive integer and (Pl(λ))l∈J1,dK are arbitrary rational functions subject
to some minor technical admissibility assumptions presented in Definition 2.5. This classical
spectral curve shall always be considered as a cover of P1 through the map x : (λ, y) → λ. From

this classical spectral curve, a divisor D =
s∑
i=1
αi[pi] on the spectral curve and a choice of cycles

(Definition 2.10), we build a perturbative wave function

ψ(D, ℏ) := exp

(∑
h≥0

∑
n≥0

ℏ2h−2+n

n!

∫
D
· · ·
∫
D

(
ωh,n(z1, . . . , zn) − δh,0δn,2

dx(z1)dx(z2)

(x(z1) − x(z2))2

))
,

where the differential forms {ωh,n}h≥0,n≥0 are obtained by the topological recursion (Defini-
tion 3.1). Note that these differential forms and thus the perturbative wave functions im-
plicitly depend on the filling fractions ϵ (Definition 2.11) associated to a choice of Torelli
marking. This perturbative wave function is complemented by an additional set of functions
{ψl,i(D, ℏ)}l≥1, i∈J1,sK in Definition 5.4.

We then prove in Theorem 5.1 that, for an arbitrary divisor D, the previous wave functions
are solutions to a system of differential equations mimicking the Knizhnik–Zamolodchikov (KZ)
equations of conformal field theories,

ℏ
αi

dψl,i(D, ℏ)

dx(pi)
= −ψl+1,i(D, ℏ) − ℏ

∑
j ̸=i

αj
ψl,i(D, ℏ) − ψl,j(D, ℏ)

x(pi) − x(pj)

+
∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(pi); z) ψ(D, ℏ)

+

(
1

αi
− αi

)[ ∑
(h,n)∈N2

ℏ2h+n+1

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

d

dx(pi)

(
Q̂

(l)
h,n+1(pi; ·)

(dx(pi))
l

)]
ψ(D, ℏ),

where the differentials Q̃
(l)
h,n and Q̂

(l)
h,n are defined in Lemma 4.1 and Definition 4.2 respectively.

With the aim of building a solution to a quantum curve, we then specialize the divisor to
a two point divisor D = [z] − [∞(α)], where ∞(α) is any point of the classical spectral curve in
the fiber above infinity. Since the (ψl,1(D = [z] − [p2], ℏ))l≥0 have essential singularities when

x(p2) → ∞, we regularize them and build regularized functions
(
ψreg
l (D = [z] − [∞(α)], ℏ)

)
l≥0

that are solution to a simpler version of the KZ equations stated in Theorem 5.2. We are able
to express some of the terms of the resulting equation in terms of the action of a set of linear
operators to get Theorem 5.3

ℏ
d

dx(z)
ψreg
l ([z] − [∞(α)]) + ψreg

l+1([z] − [∞(α)]) = L̃l(x(z))
[
ψ(reg)([z] − [∞(α)])

]
,

where L̃l(x(z)) are multi-linear operators defined in Section 5.4.

In Definition 6.2, following [24], we introduce the non-perturbative partners of the regularized

perturbative wave functions
(
ψ∞(α)

l,NP (z, ℏ, ϵ,ρ)
)
l≥0

inspired by formal Fourier transforms

∑
n∈Zg

exp

(
2πi

ℏ

g∑
i=1

njρj

)
ψreg
l ([z] − [∞(α)], ℏ, ϵ + ℏn).
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Remark that g is the genus of the classical spectral curve considered so that the perturbative
and non-perturbative wave functions coincide when the genus is vanishing. On the other hand,
if g > 0, these non-perturbative wave functions are formal trans-series in ℏ of the form (6-48),
while the perturbative ones are only simple formal WKB series.

These definitions allow to state the main result of this article. In Theorem 7.3, we prove that

the non-perturbative wave functions
(
ψ∞(α)

l,NP (z, ℏ, ϵ,ρ)
)
l≥0

can be used to define a d× d matrix

Ψ̌(λ, ℏ) (Definition 7.2) solution to a linear differential equation

ℏ
∂Ψ̌(λ, ℏ)

∂λ
= Ľ(λ, ℏ)Ψ̌(λ, ℏ),

where the Lax matrix Ľ(λ, ℏ) is a rational function of λ with the same pole structure as the
coefficients (Pl(λ))l∈J1,dK of the classical spectral curve considered as input. Moreover, each entry

of the first line of Ψ̌(λ, ℏ) is directly connected to the non-perturbative wave functions by

Ψ̌1,j(λ, ℏ) := ψ∞(α)

0,NP (z(j)(λ), ℏ, ϵ,ρ), ∀ j ∈ J1, dK,

where z(j)(λ) denotes the preimage of λ ∈ P1 on the classical spectral curve such that z(j)(λ) →
∞(j) as λ→ ∞. These entries are thus solution to a “quantum curve” (Definition 7.1):[(

ℏ
d

dλ

)d
+

d∑
l=1

bl(λ, ℏ)

(
ℏ
d

dλ

)d−l]
ψ(λ, ℏ) = 0.

We then prove in Theorem 7.1 that the coefficients (bl(λ, ℏ))dl=1 of this quantum curve have
the same pole structure as the coefficients (−1)lPl(λ) of classical spectral curve in addition
to apparent singularities. Moreover, we prove in Theorem 7.2 that these coefficients bl(λ, ℏ)
have a well defined ℏ → 0 limit that coincide with (−1)lPl(λ), hence justifying the terminology
“quantum curve”. These coefficients can be computed explicitly through the asymptotics of the

wave functions
(
ψ∞(α)

l,NP (z, ℏ, ϵ,ρ)
)
l≥0

around its singularities.

We finally apply this quantization procedure to two genus 1 classical spectral curves of
respective degrees 2 and 3. In particular, we recover in the first case a two-parameters solution
of Painlevé 2 equation and show how one can compute the coefficients of the quantum curve
explicitly.

1.3 Organization of the article

This paper is organized as follows.

� In Section 1.4, we introduce a few notations used throughout the paper.

� In Section 2, we define the set of classical spectral curves we shall consider in this paper as
initial data for the topological recursion. We introduce very few admissibility conditions
making the rest of the presentation less technical and easier to read. We introduce local
coordinates on this classical spectral curve and associated spectral times that may be
considered as deformation parameters of the classical spectral curve. This leads to the
definition of admissible initial data for the topological recursion in Definition 2.10.

� In Section 3, we remind the reader of the definition of the topological recursion as well as
a few properties that are used in the paper.
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� In Section 4, we derive a set of loop equations satisfied by the output of the topological
recursion. These loop equations are one of the main ingredients to derive the quantum
curve.

� Section 5 is devoted to the derivation of a set of equations playing the role of Knizhnik–
Zamolodchikov (KZ) equations in the context of two dimensional conformal field theories.
For this purpose, we first define a set of perturbative wave functions for a generic divisor
in Section 5.1 and then prove that they satisfy a set of KZ equations in Section 5.2. In
Section 5.3, we derive these KZ equations for a two point divisor based at infinity after a
necessary regularization of the wave functions. In Section 5.4, we introduce a set of linear
operators acting on the wave functions in order to write the KZ equations under a simpler
form. In many cases, this leads to an expression of the KZ equations as PDE’s involving
evolutions with respect to the parameters defining the classical spectral curve. Section 5.5
presents the monodromy properties of the regularized perturbative wave functions.

� In Section 6, we define the non-perturbative partners to our wave functions and prove
that they satisfy an ODE by regrouping them to define a d × d matrix that is solution
to a linear differential equation with rational functions as coefficients. We first define the
non-perturbative wave functions making use of symbolic theta functions in Section 6.1,
provided the heuristic motivation that they correspond to formal Fourier transforms of the
perturbative ones after exchanging two summations. We further study their properties as
trans-series in ℏ in Section 6.2. In Section 6.3, we use these properties in order to show that
we can express the result of the action of the linear operator introduced in the preceding
section in terms of derivatives with respect to a point in the base curve only. Theorem 6.2
thus shows that the non-perturbative wave functions are solutions to a system of ODE’s
with coefficients that are rational functions. We linearize this system in Section 6.4 and
introduce a compatible system including the action of the linear operators introduced
above. The compatibility of this system allows us to prove the non-existence of poles at
ramification points of this system in Section 6.6.

� In Section 7, we study the compatible Lax system. We first derive an associated quantum
curve before emphasizing the possible existence of apparent singularities. After character-
izing the properties of the quantum curve in Theorem 7.1, we apply a gauge transformation
in order to obtain another linear Lax system without any apparent singularities and with
poles only at the singularities of the initial classical spectral curve. We finally study the
characteristic polynomial of this system and present it as a deformation of the classical
spectral curve, allowing to interpret our result as a ℏ-family of connections on the base
curve P1.

� Section 8 presents two examples of respective degrees 2 and 3. In particular, the degree
2 example gives rise to a 2-parameters solution of the Painlevé 2 equation. We use these
examples to show how one can compute the coefficients of the quantum curve in practice.

� Section 9 is a general conclusion presenting some of the possible generalizations of the
present article that could lead to future works.

1.4 General notations

In this short section, we review some general notations that will be used in the article.
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� N = {0, 1, . . . } is the set of all non-negative integers. N∗ is the set of positive integers:
N∗ = {1, 2, . . . }.

� For any set A, we denote by |A| the cardinality of A. In particular |∅| = 0.

� For any k ∈ N and two sets A and B: A ⊆
k
B means that A is a subset of B of cardinality

|A| = k.

� We denote by P1 the Riemann sphere.

� For any set A, we denote S(A) the set of partitions of A. We shall denote the length
(i.e. the number of blocks) of a partition µ ∈ S(A) as l(µ) in order to avoid confusion
with |A|.

� For any integer n ≥ 1, we denote Sn the symmetric group of J1, nK.

� For any Riemann surface Σ, let M0(Σ) and M1(Σ) be the C-vector spaces of meromorphic
functions and 1-forms on Σ. Let Mk(Σ

k) be the C-vector space of meromorphic differ-
entials on the k-fold product of the curve. We denote M(Σ) :=

⊕
k≥0

Mk(Σ
k) the induced

graded algebra. For ω1 ∈ Mn(Σn) and ω2 ∈ Mm(Σm), we will often denote their product
by simply ω1ω2 := ω1 ⊠ ω2 ∈ Mn+m(Σn+m) to lighten notation.

� For any matrix A, we shall denote At its transpose.

2 Admissible spectral curves

In this section, we recall the concept of spectral curve as initial data for the topological recursion
that we will recall in the next section. We assume some admissibility conditions that make
the curve generic enough in order to proceed to a less technical quantization procedure. We
introduce local coordinates on the space of curves that can be seen as deformation parameters
of the spectral curve.

2.1 Classical spectral curves

Let N ∈ N be a given non-negative integer.

Definition 2.1 (Classical spectral curves). Let Λ1, . . . ,ΛN be N distinct points on P1 \ {∞}
and let Hd(Λ1, . . . ,ΛN ,∞) be the Hurwitz space of covers x : Σ → P1 of degree d defined as the
Riemann surface

Σ :=
{

(λ, y) | P (λ, y) = 0
}
,

where x(λ, y) := λ and

P (λ, y) =

d∑
l=0

(−1)lyd−lPl(λ) = 0, (2-1)

with each coefficient (Pl)l∈J1,dK being a rational function with possible poles at λ ∈ P :=

{Λi}Ni=1

⋃
{∞} and P0 = 1.

We define a classical spectral curve as the data of the Riemann surface Σ and its realization
as a Hurwitz cover of P1 and we shall denote it (Σ, x). ⋆
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In this article, we wish to consider classical spectral curves where the rational functions Pl(λ)
have a fixed pole structure. For this purpose, let us define a subspace of this Hurwitz space
obtained by fixing the degree of the rational functions Pl at their poles.

Definition 2.2 (Classical spectral curves with fixed pole structure). For l ∈ J1, dK, let r
(l)
∞ and

r
(l)
Λi

, i ∈ J1, NK, be some non-negative integers. We consider the subspace

Hd

((
Λ1, (r

(l)
Λ1

)dl=1

)
, . . . ,

(
ΛN , (r

(l)
ΛN

)dl=1

)
,
(
∞, (r(l)∞ )dl=1

))
⊂ Hd(Λ1, . . . ,ΛN ,∞)

of covers x such that the rational functions (Pl)l∈J1,dK are of the form

Pl(λ) :=
∑
P∈P

∑
k∈S(l)

P

P
(l)
P,k ξP (λ)−k, for l ∈ J1, dK, (2-2)

where we have defined

∀ i ∈ J1, NK : S
(l)
Λi

:= J1, r(l)Λi
K and S(l)

∞ := J0, r(l)∞ K, (2-3)

and the local coordinates {ξP (λ)}P∈P around P ∈ P are defined by

∀ i ∈ J1, NK : ξΛi(λ) := (λ− Λi) and ξ∞(λ) := λ−1. (2-4)

⋆

In the rest of the article, we fix the tuples (r
(l)
∞ )dl=1 and (r

(l)
Λi

)dl=1 of degrees once and for all
and only consider classical spectral curves in

Hd

((
Λ1, (r

(l)
Λ1

)dl=1

)
, . . . ,

(
ΛN , (r

(l)
ΛN

)dl=1

)
,
(
∞, (r(l)∞ )dl=1

))
.

Let us remark that these spaces have a very complicated topology. However, we shall consider
only a formal neighborhood of a point in such a space so that we can avoid discussing its topology.

Definition 2.3 (Curve punctured at the poles). We define the classical spectral curve Σ with
poles removed as

ΣP = Σ \ x−1(P). (2-5)

⋆

Definition 2.4 (Ramification points and critical values). We denote by R0 the set of all rami-
fication points of the cover x, and by R the set of all ramification points that are not poles (i.e.
not in x−1(P)),

R0 :=
{
p ∈ Σ | 1 + orderp dx ̸= ±1

}
, (2-6)

R :=
{
p ∈ Σ | dx(p) = 0 , x(p) /∈ P

}
= R0 \ x−1(P). (2-7)

We shall refer to their images x(R) as the critical values of x. ⋆

In general, the topological recursion could be applied to any classical spectral curve presented
above. However, in this article we shall restrict to a simpler, yet very large, class of classical
spectral curves. These are technical assumptions to avoid curves that are not generic enough.
We believe that these additional assumptions can be lifted without changing the main structure
of the upcoming proofs but would make computations more technical and eventually make the
present article harder to read. Thus, we leave such non-generic cases for future works.

10



Definition 2.5 (Admissible classical spectral curves). We say that a classical spectral curve
(Σ, x) is admissible if it satisfies the following conditions.

� The Riemann surface Σ defined by P (λ, y) = 0 is an irreducible algebraic curve, i.e. P (λ, y)
does not factorize.

� All ramification points a ∈ R are simple, i.e. dx has only a simple zero at a ∈ R.

� Critical values are distinct: for any (ai, aj) ∈ R×R such that ai ̸= aj then x(ai) ̸= x(aj).

� Smooth ramification points: for any a ∈ R, dy(a) ̸= 0 (i.e. the tangent vector
(dx(a), dy(a)) to the immersed curve {(λ, y) | P (λ, y) = 0} is not vanishing at a).

� For any pole p ∈ x−1(P) ramified, the 1-form ydx has a pole of degree rp ≥ 3 at p, and
the corresponding spectral times (defined below) satisfy tp,rp−2 ̸= 0.

⋆

2.2 Local coordinates, spectral times and admissible initial data

We may consider x and y as two meromorphic functions Σ → P1. From this perspective, x
has poles only in the fiber x−1 (∞) while the meromorphic one form ydx has poles in x−1 (P).
Thanks to the covering x : Σ → P1, we can define canonical coordinates on Σ.

2.2.1 Canonical local coordinates

Definition 2.6 (Canonical local coordinates). Let P ∈ P1 and p ∈ x−1(P ). We first define a
sign ϵP by canonical coordinates on P1 near P by,

if P ̸= ∞ , ϵP := 1 and if P = ∞ , ϵP := −1. (2-8)

Then, we define the canonical local coordinate near any p ∈ x−1(P ) as

ζp(z) = ξP (x(z))
1
dp , dp = orderp(ξP ). (2-9)

The set {dp}p∈x−1(P ) is called the ramification profile of P . We have∑
p∈x−1(P )

dp = d. (2-10)

We call
ℓP =

∣∣x−1(P )
∣∣ (2-11)

the length of the ramification profile of P . Generic unramified points P ∈ P1 have the ramifica-

tion profile {
d︷ ︸︸ ︷

1, 1, . . . , 1}. Generic critical points have a ramification profile {2,

d−2︷ ︸︸ ︷
1, 1, . . . , 1}. ⋆

Let us look at the canonical coordinates for poles P ∈ P. For P = ∞, we denote its
preimages

x−1(∞) =
{
∞(α)

}
α∈J1,ℓ∞K

, ξ∞ =
1

x
, (2-12)

ζ∞(α) = x
− 1

d
∞(α) , d∞(α) = deg∞(α) x. (2-13)
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For i ∈ J1, NK, we denote the preimages of Λi as

x−1(Λi) =
{
Z

(α)
i

}
α∈J1,ℓΛi

K
, ξΛi = x− Λi, (2-14)

ζ
Z

(α)
i

= (x− Λi)

1
d
Z
(α)
i , d

Z
(α)
i

= order
Z

(α)
i

(x− Λi). (2-15)

The labeling of the points in each fiber can be defined independently for each pole in P and can
be chosen arbitrarily once and for all.

2.2.2 Spectral times

Using these local coordinates, we may write the expansion of the 1-form ydx around any pole
p ∈ x−1 (P).

Definition 2.7 (Spectral times).

ydx =

rp−1∑
k=0

tp,kζ
−k−1
p dζp + analytic at p. (2-16)

Our assumption of admissible classical spectral curves requires that

∀ p ∈ x−1(P), rp ≥ 3, and tp,rp−2 ̸= 0. (2-17)

In the rest of the article, we shall refer to the coefficients (tp,k)p∈x−1(P),k∈J0,rp−1K, as spectral

times (also called KP-times (Kadomtsev–Petiashvili) in the literature, cf. [26]). ⋆

Definition 2.8 (Local potentials). It is convenient to define the negative part of the Laurent
series expansion of ydx at its poles, and integrate it. We thus define, in punctured neighborhoods
of every pole p ∈ x−1(P),

dVp :=

rp−1∑
k=0

tp,kζ
−k−1
p dζp, (2-18)

so that the singular part of ydx at p ∈ x−1 (P) is given by dVp. We define an anti-derivative in
the universal cover of Σ \ x−1(P)

∀ p ∈ x−1(P) , Vp := −
rp−1∑
k=1

tp,k
k
ζ−kp + tp,0 log(ζp). (2-19)

Remark that because of the log, Vp is defined only on a universal cover of a neighborhood of p.
⋆

Note that the coefficients of the expansion of the function y around different points in the
same fiber x−1(λ) are not independent and are constrained by

∀ l ∈ J1, dK : Pl(λ) =
∑

β⊆
l
x−1(λ)

∏
z∈β

y(z). (2-20)

In particular, this implies that ∀ l ∈ J1, dK,

∀ i ∈ J1, NK : r
(l)
Λi

≤ max
β⊆

l
x−1(Λi)

(∑
p∈β

rp

)
,
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r(l)∞ ≤ max
β⊆

l
x−1(∞)

(∑
p∈β

(rp − 2)

)
. (2-21)

These upper bounds are far from optimal but sufficient for our purpose. We shall see in the
examples of Section 8 how they can be improved case by case. An optimal bound can be written
in general by referring to the Newton polytope of our polynomial P (λ, y), but this would require
the introduction of cumbersome notations that we choose to avoid in the present work.

2.2.3 Bergman kernel

A last crucial ingredient for the definition of the topological recursion is a differential form often
referred to as a “Bergman kernel”1, or also fundamental second kind differential.

Definition 2.9 (Bergman kernel). Let (Σ, x) be an admissible classical spectral curve of genus
g. For any symplectic basis (Ai,Bi)gi=1 of H1(Σ,Z), let

B(Ai,Bi)
g
i=1 ∈ H0(Σ2,K⊠2

Σ (2∆))S2 ⊂ M2(Σ
2)

be the unique symmetric (1 ⊠ 1)-form on Σ2 with a unique double pole on the diagonal ∆,
without residue, bi-residue equal to 1 and normalized on the A-cycles by

∀ i ∈ J1, gK ,
∮
z1∈Ai

B(Ai,Bi)
g
i=1(z1, z2) = 0. (2-22)

⋆

With the definitions above, we may finally define a set of initial data for the topological
recursion.

Definition 2.10 (Admissible initial data). We call admissible initial data ((Σ, x), (Ai,Bi)gi=1)
a pair consisting of (Σ, x) an admissible classical spectral curve of genus g in the sense of
Definition 2.5, and a set of cycles, that must be chosen as follows.

� Let o be a generic smooth point of Σ \ x−1(P).

� For each p ∈ x−1(P), let Cp be a small circle around p.

� We choose a set of homology chains Co→p of boundary ∂Co→p = [p] − [o], which do not
intersect each other, and such that

Cp′ ∩ Co→p = δp,p′ . (2-23)

� A basis of H1(Σ\x−1(P),Z), obtained by completing the set of {Cp}p∈x−1(P) with 2g cycles
denoted {Ai,Bi}gi=1, satisfying

∀ p ∈ x−1(P), ∀ i ∈ J1, gK , Ai ∩ Co→p = 0 = Bi ∩ Co→p,

∀ (i, j) ∈ J1, gK2 : Ai ∩ Bj = δi,j , Ai ∩ Aj = 0 , Bi ∩ Bj = 0.

� The projection H1(Σ \ x−1(P),Z) → H1(Σ,Z) sends {Ai,Bi}gi=1 to a symplectic basis of
H1(Σ,Z), which we shall call also {Ai,Bi}gi=1 by abuse of language. A symplectic basis of
H1(Σ,Z) is called a Torelli marking of Σ.

1This Bergman kernel mostly studied by Bergman and Schiffer [3] should not be confused with the Bergman
kernel classically used in operator theory.
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⋆

Remark 2.1. Admissible initial data consists of three different parts. The first part, an admissible
classical spectral curve, allows in particular to define a set of ramification points together with a one
form ydx. But it does not allow to define a Bergman kernel unambiguously. This is the reason why it
has to be supplemented by a Torelli marking, i.e. a symplectic basis (Ai,Bi)

g
i=1 of H1(Σ,Z), allowing to

define B(Ai,Bi)
g
i=1 without ambiguity. In our process of quantizing the classical spectral curve, this choice

of Torelli marking can be thought of as a choice of polarization from a geometric quantization point
of view. The last part consisting in {Cp, Co→p} leaves the (ωh,n)h≥0,n≥0 generated by the topological
recursion invariant except for ω0,0 fixing the normalization ambiguity in the definition of so-called wave
functions giving rise to a solution of the quantum curve as we shall see later.In order to avoid cumbersome
notations, we shall note ((Σ, x), (Ai,Bi)

g
i=1) some admissible initial data, implicitly keeping in mind that

they also come with a choice of contours {Cp, Co→p}.

The choice of a Torelli marking provides natural coordinates to describe the holomorphic
part of the meromorphic form ydx (the polar parts of ydx being described by the spectral times
in Definition 2.7).

Definition 2.11 (Filling fractions). Let ((Σ, x), (Ai,Bi)gi=1) be some admissible initial data.
We define ϵ := (ϵi)

g
i=1 the tuple of filling fractions by

∀ i ∈ J1, gK , ϵi :=
1

2πi

∮
Ai

ydx.

(This is well defined because ydx is holomorphic on Σ \x−1(P), and Ai ∈ H1(Σ \x−1(P),Z).) ⋆

Remark 2.2. In many cases, the set of spectral times (in fact a subset of independent spectral times not
constrained by relations) together with filling fractions: {tp,k}p∈x−1(P),k∈J0,rp−1K

⋃
{ϵi}gi=1 can be used to

define local coordinates on the space of classical spectral curves seen as a Hurwitz space equipped with a
Frobenius manifold structure (see [16]). In particular, this allows to consider families of classical spectral
curves with fixed pole structure and deformations relatively to these coordinates. Such point of view
goes beyond the purpose of the present article in which we only consider some given and fixed admissible
initial data. However, it would provide a natural framework to make the connection with isomonodromic
deformations and integrable systems.

3 Topological recursion

In this section we recall the topological recursion construction of a family of differentials as-
sociated to some admissible initial data and give the properties that will be relevant for our
purpose.

3.1 Definition

Definition 3.1 (Topological Recursion). For any admissible initial data ((Σ, x), (Ai,Bi)gi=1), let
us define the family of differential forms {ωh,n}h≥0,n≥0 using the topological recursion [29]

ω0,1 := ydx, ω0,2 := B(Ai,Bi)
g
i=1 ,

and, for (h, n) ∈ N × N∗ such that 2h − 2 + n > 0, we define ωh,n ∈ H0(Σn,K⊠n
Σ (−(6h − 6 +

4n)Rn))Sn ⊂ Mn(Σn)2 inductively by

ωh,n+1(z0, z) :=
∑
a∈R

Res
z→a

1

2

∫ z
σa(z)

ω0,2(z0, ·)
ω0,1(z) − σ∗aω0,1(z)

W̃(2)
h,n+1(z, σa(z); z), (3-1)

2For i ∈ J1, nK, let pi : Σn → Σ be the natural projection on the ith factor. We shall then denote Rn =
n
⊔
i=1

p−1
i (R).
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where σa is the Galois involution permuting the two sheets of the cover Σ meeting at a simple
ramification point a and

W̃(2)
h,n+1(z, z

′; z) := ωh−1,n+2(z, z
′, z) +

∑
A ⊔B = z, s ∈ J0, hK

(s, |A|) /∈ {(0, 0), (h, n)}

ωs,|A|+1(z,A)ωh−s,|B|+1(z
′, B),

with z := (z1, . . . , zn) ∈ Σn.
Finally, we define

ω0,0 :=
1

2

 ∑
p∈x−1(P)

tp,0υp −
∑

p∈x−1(P)

Res
z→p

V̂p(z)y(z)dx(z) +

g∑
i=1

ϵi

∮
Bi

ydx

 ,
ω1,0 := − 1

24
log

(
(τB(x(R)))12

∏
a∈R

Y (a)

)
,

∀h ≥ 2 : ωh,0 :=
1

2 − 2h

∑
a∈R

Res
z→a

ωh,1(z)Φ(z),

where Φ(z) is any anti-derivative of ω0,1(z), i.e. dΦ(z) = ω0,1(z) 3, while

∀ a ∈ R : Y (a) := lim
z→a

y(z) − y(a)√
x(z) − x(a)

,

τB is the Bergman τ -function [36] only depending on the critical values (Xa = x(a))a∈R defined
by

∀ a ∈ R :
∂τB
∂Xa

= Res
z→a

B(Ai,Bi)
g
i=1(z, σa(z))

dx(z)
,

and

V̂p(z) := Vp(z) − tp,0 log(ζp) = −
rp−1∑
k=1

tp,k
k
ζ−kp ,

and eventually for any generic base point o ∈ Σ4, and op an arbitrary point in a small disc
neighborhood of p in which is defined the local coordinate ζp,

∀ p ∈ x−1(P) : υp :=

∫ p

op

(ydx− dVp) − Vp(op) +

∫ op

o
ydx,

where the integral o→ op is given by the homology chain Co→p chosen in admissible data. Note
that υp is independent of op. See [29, 26] for details. ⋆

Remark 3.1. To uniformize notations and names, we shall refer to the (ωh,0)h≥0 as 0-forms (indeed
they are not differentials but rather complex numbers).

Remark 3.2. There exists a generalization [5] of the topological recursion that allows for ramification
points of higher orders. However, since we chose to consider only admissible classical spectral curves in
the present article, we do not need it in the present setup.

3Note that (ωh,0)h≥2, are independent of the choice of anti-derivative.
4Note that ω0,0 is independent of this base point.
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3.2 Properties of differentials produced by the topological recursion

The differentials (ωh,n)h,n≥0 satisfy many properties [29]. Let us review a few of them that are
useful for the content of the article.

� For h ≥ 0, n ≥ 2, the differentials ωh,n are invariant under permutations of their n ar-
guments, i.e. they are differentials on the n-fold symmetric product of the curve Σ in
Mn(Σn).

� ω0,1(z1) may only have poles at x−1(P). ω0,2(z1, z2) may only have poles at z1 = z2. For
(h, n) ∈ N×N∗\{(0, 1), (0, 2)}, ωh,n(z1, . . . , zn) may only have pole at zi ∈ R, for i ∈ J1, nK.

� The differentials (ωh,n)h,n≥0 may also be considered as functions of the parameters defining
the admissible classical spectral curve, namely as functions on the corresponding Hurwitz
space (see [22, 26] for example for a more detailed explanation). In particular, one may
consider locally the space of classical spectral curves obtained by varying the values of
periods {ϵi}gi=1. To some extent, for any (h, n) ∈ N2, ωh,n+1 can be understood as a
generating series for the derivatives of ωh,n with respect to these parameters and one has
the following result

∀ (h, n) ∈ N2, ∀ i ∈ J1, gK :
∂

∂ϵi
ωh,n(z1, . . . , zn) =

∮
z∈Bi

ωh,n+1(z, z1, . . . , zn). (3-2)

3.2.1 Ramification points at poles

In the definition of topological recursion, we take residues at a ∈ R, i.e. only at ramification
points that are zeros of dx and that are not in x−1(P). However the points of P could also be
ramified (and this is the case for many interesting examples of spectral curves, for instance the
Airy curve y2 = x). In [6] it was noticed that to derive the quantum curve, one should also
include residues at all ramification points, including those in x−1(P). However, thanks to our
hypothesis on admissible spectral curve, and thanks to the following lemma, including or not
such residues makes no difference.

Lemma 3.1 (Ramified points at poles). Let (ω′
h,n)h,n≥0 be the topological recursion differential

forms defined by taking residues at all a ∈ R0 (i.e. all ramification points, so including a ∈
x−1(P)). If, for all ramification points p ∈ x−1(P), we have rp ≥ 3 and tp,rp−2 ̸= 0, then
ω′
h,n = ωh,n for all (h, n) ∈ N2. Moreover, ωh,n with (h, n) ̸= (0, 1), (0, 2) have poles only at

R = R0 \ x−1(P).

Proof. In Appendix A.4. The proof relies on the fact that there is a denominator with ydx in
the residue formula, and if the pole of ydx is of degree ≥ 3, it cannot be compensated by other
factors, and the residue vanishes because the integrand has no pole.

4 Loop equations

As explained in equation (2-20), the rational functions (Pl(λ))l∈J1,dK are the lth elementary

symmetric polynomials of the ω0,1(z) for z ∈ x−1(λ). There exist other symmetric algebraic
combinations of the differentials (ωh,n)h,n≥0 taken at all preimages x−1(λ) that give rise to
interesting rational functions. This fundamental result is commonly referred to as a set of loop
equations to recall its origin from the study of Hermitian random matrices. This section is
devoted to the derivation of a specific set of d loop equations.
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4.1 Definitions

In order to write down the loop equations, let us introduce a few convenient notations following
the ones of [6].

Definition 4.1. Given admissible initial data and the corresponding {ωh,n}h,n≥0 defined by the
topological recursion, let us define, for any tuple of integers (h, n, l) ∈ N3,

Q
(0)
h,n+1(λ; z) := δh,0δn,0,

∀ l ≥ 1 : Q
(l)
h,n+1(λ; z) :=

∑
β⊆

l
x−1(λ)

∑
µ∈S(β)

∑
l(µ)⊔
i=1

Ji=z

∑
l(µ)∑
i=1

gi=h+l(µ)−l

l(µ)∏
i=1

ωgi,|µi|+|Ji|(µi, Ji)

 ,

where λ is a point in P1 and z := (z1, . . . , zn) a vector of n points in Σ. We remind the reader
that S(β) denotes the set of partitions of the set β while l(µ) denotes the number of blocks of

the partition µ ∈ S(β). The expression Q
(l)
h,n+1(λ; z) is a differential in λ and (zi)i∈J1,nK, with

possible poles at λ ∈ P ∪ x(R), zi ∈ R and when zi ∈ x−1(λ). ⋆

Remark 4.1. Observe that by definition, we have for all (h, n) ∈ N2,

Q
(l)
h,n+1(λ; z) = 0, for l ≥ d+ 1. (4-1)

Remark 4.2. Observe that since we take a sum over all subsets of l preimages β ⊆
l
x−1(λ), this is

clearly a symmetric function of the preimages, and thus is obviously a rational fraction of λ multiplied
by (dλ)l.

Definition 4.2. In the same way, given admissible initial data and the corresponding
{ωh,n}h,n≥0 defined by the topological recursion, let us define, for any tuple (h, n, l) ∈ N3,

Q̂
(0)
h,n+1(z; z) := δh,0δn,0,

∀ l ≥ 1 : Q̂
(l)
h,n+1(z; z) :=

∑
β⊆

l
(x−1(x(z))\{z})

∑
µ∈S(β)

∑
l(µ)⊔
i=1

Ji=z

∑
l(µ)∑
i=1

gi=h+l(µ)−l

l(µ)∏
i=1

ωgi,|µi|+|Ji|(µi, Ji)

 ,

where one only considers points in the fiber above x(z) that are different from the point z on Σ.
The possible poles of these differential forms are at z such that x(z) ∈ x(R) and z ∈ x−1(P),
and at zi ∈ R ∪

(
x−1 (x(z)) \ {z}

)
. ⋆

Remark 4.3. Remark that we also have by definition that

Q̂
(l)
h,n+1(z; z) = 0, for l ≥ d. (4-2)

Remark 4.4. In the previous definitions, note that, even if µi and Ji are sets, the evaluation
ωgi,|µi|+|Ji|(µi, Ji) is well-defined because the differentials (ωh,n)h,n≥0 are symmetric in their n argu-
ments.

Notice that, with respect to their first variable, Q̂
(l)
h,n+1(z; z) is a differential on Σ while

Q
(l)
h,n+1(λ; z) is a differential on the base curve P1. Let us finally define the generating functions

of the previous differentials
{
Q

(l)
h,n+1

}
(h,n,l)∈N3

and
{
Q̂

(l)
h,n+1

}
(h,n,l)∈N3

.
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Definition 4.3. Given admissible initial data, we define, for any (h, n) ∈ N2,

Qh,n+1(λ, y; z) :=
∑
l≥1

(−1)lyd−l
Q

(l)
h,n+1(λ; z)

(dλ)l
=

d∑
l=1

(−1)lyd−l
Q

(l)
h,n+1(λ; z)

(dλ)l
,

Q̂h,n+1(z, y; z) :=
∑
l≥1

(−1)lyd−l
Q̂

(l)
h,n+1(z; z)

(dx(z))l
=

d∑
l=1

(−1)lyd−l
Q̂

(l)
h,n+1(z; z)

(dx(z))l
. (4-3)

⋆

4.2 Examples

In order to better understand the origin of these definitions, let us write down explicitly the

expression of Q
(l)
h,n for some low values of h, n or l.

� For (h, n) = (0, 0), we recover the coefficients of the polynomial equation defining the
classical spectral curve,

∀ l ≥ 1 , Q
(l)
0,1(λ) =

∑
β⊆

l
x−1(λ)

∏
z∈β

ω0,1(z) = Pl(λ) (dλ)l . (4-4)

(Pl)l∈J1,dK are the elementary symmetric functions of the roots of the algebraic equation

P (λ, y) = 0 in y. Note that for all l ≥ 1, Q
(l)
0,1(λ) may only have poles at λ ∈ P.

� For (h, n) = (0, 1), we obtain

∀ l ≥ 1 , Q
(l)
0,2(λ; z1) =

∑
β⊆

l
x−1(λ)

∑
z∈β

ω0,2(z, z1)
∏
z̃∈β
z̃ ̸=z

ω0,1(z̃). (4-5)

Note that for all l ≥ 1, Q
(l)
0,2(λ; z1) may only have poles at λ ∈ P (because of the factors

involving ω0,1) and when z1 ∈ x−1(λ) (because of the factors involving ω0,2).

� For l = 1 and (h, n) ∈ N2, we obtain

Q
(1)
h,n+1(λ; z) =

∑
z∈x−1(λ)

ωh,n+1(z, z). (4-6)

4.3 Loop equations

Definition 4.1 and the properties of the {ωh,n}h,n≥0 allow to prove one of the fundamental
properties of the objects built by topological recursion: the loop equations.

Theorem 4.1 (Loop equations [6]). For any (h, n, l) ∈ N3 and any z ∈ (Σ \ R)n, the function

λ 7→ Q
(l)
h,n+1(λ;z)

(dλ)l
has no poles at critical values.

Proof. The proof of this theorem was already given in [6] for the case when Σ has genus 0.
However, the proof does not use the vanishing genus assumption and can be directly transposed
to the higher genus case. For the sake of completeness, we reproduce in Appendix A the main
steps of this proof for the general case at hand.
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These loop equations take a particularly simple form for l = 1, as we saw in equation (4-6).
As a consequence of Theorem 4.1, they read∑

z∈x−1(λ)

ωh,n+1(z, z) = δn,0δh,0P1(λ)dλ+ δn,1δh,0
dλ dx(z1)

(λ− x(z1))2
, (4-7)

and provide interesting properties for the {ωh,n}h≥0,n≥1.

Let us emphasize that, for any (h, n, l) ∈ N2 × N∗,
Q

(l)
h,n+1(λ;z)

(dλ)l
is a rational function of λ.

From this perspective, it can be expressed through its partial fraction decomposition. We shall
now describe its pole structure as a first step. A priori, from its definition, it could have poles

at λ ∈ x(R), λ ∈ P or λ ∈
n⋃
i=1

{x(zi)}. The loop equations allow us to rule out the possibility

of having any pole at λ ∈ x(R). Let us now study the behavior of this rational function as
λ→ x(zi), for i ∈ J1, nK. It is governed by the following lemma.

Lemma 4.1 ([6]). For all (h, n, l) ∈ N3, and z := (z1, . . . , zn) ∈ Σn such that x(zi) ̸= x(zj) for
any i ̸= j, the functions

Q̃
(0)
h,n+1(λ; z) := Q

(0)
h,n+1(λ; z) = δh,0δn,0,

∀ l ≥ 1 : Q̃
(l)
h,n+1(λ; z) :=

Q
(l)
h,n+1(λ; z)

(dλ)l
−

n∑
j=1

dzj

 1

λ− x(zj)

Q̂
(l−1)
h,n (zj ; z \ {zj})

(dx(zj)l−1

 (4-8)

are rational functions of λ that have no poles at critical values and no poles at λ ∈
n⋃
i=1

{x(zi)}.

Proof. Let us rewrite here the proof of [6]. The proof is obvious for l = 0. Let us now consider

l ≥ 1. Q̃
(0)
h,n+1(λ; z) is obviously a rational function of λ. From Theorem 4.1,

Q
(l)
h;n+1(λ;z)

(dλ)l
has no

pole at critical values λ ∈ x(R). Let us now study its behavior as λ→ x(zj), for some j ∈ J1, nK.
If zj is generic, λ→ x(zj) implies that exactly one of the preimages x−1(λ) = {z(1), z(2), . . . , z(d)}
of λ tends to zj , let us say it is z(1) → zj . In all the terms in (4.1), the only term that can have
a pole at z(1) → zj is a factor ω0,2(z

(1), zj). In particular notice that ω0,2(z
(i), zj) with i ̸= 1 has

no pole at z(1) → zj . The only singular term at z(1) → zj in the sum of equation (4.1) defining

Q
(l)
h,n+1(λ; z1, . . . , zn) is thus

Q
(l)
h,n+1(x(z(1)); z1, . . . , zn)

(dλ)l
= ω0,2(z

(1), zj)
Q̂

(l−1)
h,n (z(1); z \ {zj})

(dλ)l
+O(1). (4-9)

Let us write it as

ω0,2(z
(1), zj)

Q̂
(l−1)
h,n (z(1); z \ {zj})

(dλ)l

=
dλdx(zj)

(λ− x(zj))2

Q̂
(l−1)
h,n (z(1); z \ {zj})

(dλ)l
+

(
ω0,2(z

(1), zj) −
dλdx(zj)

(λ− x(zj))2

)
Q̂

(l−1)
h,n (z(1); z \ {zj})

(dλ)l

=
dx(zj)

(λ− x(zj))2

Q̂
(l−1)
h,n (z(1); z \ {zj})

(dλ)l−1
+O(1)
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= dzj

 1

λ− x(zj)

Q̂
(l−1)
h,n (z(1); z \ {zj})

(dλ)l−1

+O(1)

= dzj

 1

λ− x(zj)

Q̂
(l−1)
h,n (zj ; z \ {zj})

(dx(z1)l−1

+O(1)

+dzj

 1

λ− x(zj)

Q̂(l−1)
h,n (z(1); z \ {zj})

(dλ)l−1
−
Q̂

(l−1)
h,n (zj ; z \ {zj})

(dx(z1)l−1

+O(1)

= dzj

 1

λ− x(zj)

Q̂
(l−1)
h,n (zj ; z \ {zj})

(dx(z1)l−1

+O(1). (4-10)

This proves that Q̃
(0)
h,n+1(λ; z) = O(1), i.e. has no pole at λ = x(zj).

For future reference, let us notice that for all (h, n, l) ∈ N3, Q̃
(l)
h,n+1(λ; z) is a rational function

of λ, and a differential 1-form in zi for all i ∈ J1, nK.

5 Perturbative wave functions and KZ equations

In this section we encode all the topological recursion differentials into objects called perturbative
wave functions and we use the loop equations from the previous section to build a system of
operators that annihilate these wave functions. These operators can often be considered as
derivatives with respect to the moduli (spectral times and filling fractions) and hence provide a
system of PDE’s. However, in the present article we deal with the general case, for which this
interpretation cannot be made straightforward without dealing with the issue of studying the
geometry of the space of classical spectral curves. To avoid this technical difficulty, we prove that
these general operators can be interpreted as integrals over generalized cycles of the classical
spectral curve.

5.1 Perturbative wave functions and partition function

Let ((Σ, x), (Ai,Bi)gi=1) be some admissible initial data.

5.1.1 Divisors and universal cover

The perturbative wave functions that will be defined in this section will not be defined as
functions of a point on Σ, but rather of a point on the universal cover of ΣP = Σ \ x−1(P), and
in fact, of a set of such points, encoded in a divisor. The differential forms that we will integrate
are the TR differentials (ωh,n)h,n≥0, that are known to have vanishing residues at every pole
p /∈ x−1(P). More concretely, ω0,1 only has poles at P, ω0,2 has a pole with vanishing residue
and all the other (ωh,n)h,n≥0 have poles only at ramification points, with vanishing residues [29].

Definition 5.1 (Universal cover). Let Σ̃P be the universal cover of ΣP = Σ\x−1(P), i.e. the set
of homotopy classes of Jordan arcs from a generic basepoint o to z ∈ ΣP . There is a projection
π : Σ̃P → ΣP . Every differential form ω on Σ has a pullback π∗ω on the universal cover, and
local coordinates on Σ can be used as local coordinates on the universal cover. Therefore, in the
purpose of lightening the notations of this article, and as long as there is no possible ambiguity,
which will be mentioned if needed, we shall use the same notation p for a point of the universal
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cover and its projection π(p) on Σ, and we shall use the same notation ω for a form on Σ and
its pullback π∗ω on the universal cover. ⋆

Definition 5.2 (Divisors). Let Σ be a Riemann surface. A divisor D on Σ is a tuple of pairs

((p1, α1), . . . , (ps, αs)) ∈ (Σ × C)s, for some s ∈ N, and is denoted D =
s∑
i=1
αi[pi]. We call αi the

charge of the point pi. The degree of a divisor is defined as the sum of its charges

degD =

s∑
i=1

αi.

The set of points pi’s for which αi ̸= 0 is called the support of the divisor. A divisor is said
generic if all points are pairwise distinct: pi ̸= pj , for all i ̸= j. ⋆

Definition 5.3. Let D be a divisor of s points on the universal cover (p1, . . . , ps) ∈ Σ̃P
s
, of

degree 0. If ω is a meromorphic 1-form on Σ with possible poles at P, the integration on the
divisor D is defined as ∫

D
ω(z) :=

s∑
i=1

αi

∫ pi

o
ω(z),

where o is the basepoint used for the universal cover. Since the degree of the divisor is zero, the
integral does not depend on the choice of the base point o. ⋆

5.1.2 Perturbative wave functions

Definition 5.4 (Perturbative wave functions). Let ((Σ, x), (Ai,Bi)gi=1) be some admissible ini-

tial data and D =
s∑
i=1
αi[pi] a generic divisor on Σ̃P . We define the perturbative wave functions

associated to D by

ψ(D, ℏ) := exp

(∑
h≥0

∑
n≥0

ℏ2h−2+n

n!

∫
D
· · ·
∫
D

(
ωh,n(z1, . . . , zn) − δh,0δn,2

dx(z1)dx(z2)

(x(z1) − x(z2))2

))
.

(5-1)

It is defined as a formal power series times exponential terms of the form e−ℏ−kwk . Namely,

e−ℏ−2ω0,0e−ℏ−1
∫
D ω0,1ψ(D, ℏ) ∈ C[[ℏ]]. (5-2)

More generally, for any l ≥ 1,

∀ i ∈ J1, sK : ψ0,i(D, ℏ) := ψ(D, ℏ),

∀ i ∈ J1, sK , l ≥ 1 : ψl,i(D, ℏ) :=

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h,n+1(pi; ·)
(dx(pi))l

]
ψ(D, ℏ). (5-3)

These are also formal power series in the same space of formal series

e−ℏ−2ω0,0e−ℏ−1
∫
D ω0,1ψl,i(D, ℏ) ∈ C[[ℏ]]. (5-4)

⋆
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To make notations lighter, we will often omit the divisor D and the formal parameter ℏ as
arguments of the perturbative wave functions in expressions where the dependence does not play
any significant role.

The first few orders are

ψ(D, ℏ) = eℏ
−2ω0,0+ω1,0 eℏ

−1
∫
D ω0,1

∏
i<j

(
E(pi, pj)

E0(x(pi), x(pj))

)aiaj
(1 +O(ℏ)) , (5-5)

where E is the prime form on Σ and E0 is the prime form on the base P1,

E0(x, x
′) =

x− x′√
dxdx′

. (5-6)

Remark 5.1. For book-keeping, let us explain where the exponent of ℏ comes from. First, the TR
differentials are homogeneous under the rescaling ω0,1 → ℏω0,1 (i.e. all spectral times tp,k → ℏtp,k and
filling fractions ϵi → ℏϵi); they change to

ωh,n → ℏ2h−2+nωh,n. (5-7)

This explains the power ℏ2h−2+n in the definition of ψ(D, ℏ).
Our goal is then to find an ODE satisfied by ψ(D, ℏ), and the purpose of ψl,i(D, ℏ) is to play a role

similar to (ℏdpi
)lψ, i.e. it is a differential of ψ multiplied by the power ℏl. Q̂

(l)
h,n+1 is made from the

product of l TR differentials, whose total homogeneity weight is
l∑

i=1

(2hi − 2 + |µi| + |Ji|) = 2h + n − l.

Multiplying by ℏl gives an order ℏ2h+n in (5-3).

It will also be useful to introduce an element which is fundamental in the theory of topological
recursion: the partition function, which is independent of any divisor.

Definition 5.5 (Perturbative partition function). Let ((Σ, x), (Ai,Bi)gi=1) be some admissible
initial data. We define the perturbative partition function as the perturbative wave function of
the empty divisor Z(ℏ) = ψ(D = ∅, ℏ), namely

Z(ℏ) := exp

(∑
h≥0

ℏ2h−2ωh,0

)
. (5-8)

Its behavior in ℏ is such that
e−ℏ−2ω0,0Z(ℏ) ∈ C[[ℏ]]. (5-9)

⋆

While the wave functions are meant to be solutions to a differential equation, the partition
function is expected to play the role of an associated tau function from the point of view of
isomonodromic or integrable systems.

5.2 KZ equations for generic divisors

The infinite set of loop equations (Theorem 4.1) involving all values of (h, n, l) ∈ N3 can be
combined into a generating series to form a system of d × s differential equations satisfied by
the wave functions. When interpreting the topological recursion from a conformal field theory
perspective [26, 38], these equations play the role of Knizhnik–Zamolodchikov equations in this
context. Hence, we refer to them as KZ equations in the rest or the paper.

Using Definition 5.4 we deduce the following lemma. For completeness, and since this is a
key step to get the KZ equations, we include below the idea of the proof, although it already
appeared in [6].
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Lemma 5.1. For any z ∈ Σ \
(
R
⋃
x−1(P)

)
and z ∈

[
Σ \

(
R
⋃
x−1(x(z))

)]n
, we have, for all

(h, n, l) ∈ N3,

Q
(l)
h;n+1(x(z); z) = Q̂

(l)
h;n+1(z; z) + Q̂

(l−1)
h−1;n+2(z; z, z) +

∑
A⊔B=z

∑
h1+h2=h

Q̂
(l−1)
h1,|A|+1(z;A)ωh2,|B|+1(z,B).

(5-10)

Proof. The LHS is defined as a sum over β ⊂ x−1(x(z)) in Definition 4.1. This sum can be split
into three subsets giving rise to the three terms in the RHS as follows.

� The terms with z /∈ β give rise to the first term Q̂
(k)
h;n+1(z; z) in the RHS.

� The terms with z ∈ β such that the block µi of the set partition µ ∈ S(β) with z ∈ µi does

not have cardinality equal to 1, |µi| ≠ 1, contribute to the second term Q̂
(k−1)
h−1;n+2(z; z, z)

of the RHS.

� The terms with z ∈ β such that the block µi containing z has cardinality 1 give rise to the
last terms.

This lemma allows to prove the main property satisfied by the perturbative wave functions.

Theorem 5.1 (General KZ equations). Let ((Σ, x), (Ai,Bi)gi=1) be some admissible initial data

and D =
s∑
i=1
αi[pi] a generic divisor. For i ∈ J1, sK and l ∈ J0, d− 1K, we have

ℏ
αi

dψl,i(D, ℏ)

dx(pi)
= −ψl+1,i(D, ℏ) − ℏ

∑
j∈J1,sK\{i}

αj
ψl,i(D, ℏ) − ψl,j(D, ℏ)

x(pi) − x(pj)

+
∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(pi); z) ψ(D, ℏ)

+

(
1

αi
− αi

)[ ∑
(h,n)∈N2

ℏ2h+n+1

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

d

dx(pi)

(
Q̂

(l)
h,n+1(pi; ·)

(dx(pi))
l

)]
ψ(D, ℏ).

Note that if αi = ±1, this reduces to

ℏ
αi

dψl,i(D, ℏ)

dx(pi)
= −ψl+1,i(D, ℏ) − ℏ

∑
j∈J1,sK\{i}

αj
ψl,i(D, ℏ) − ψl,j(D, ℏ)

x(pi) − x(pj)

+
∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(pi); z) ψ(D, ℏ).

(5-11)

Proof. See Appendix B.1.
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5.3 KZ equations for D = [z]− [∞(α)]

For some special choices of divisor D, one can recombine these equations in order to obtain
interesting PDE’s satisfied by the perturbative wave function ψ(D, ℏ). For a generic divisor

D, these PDE’s include differential operators ∂k

∂λk
with k > d (generically up to d2). These

equations are interesting on their own and discussed in [6] for a genus 0 curve and in [26] for
arbitrary genus. However, our aim here is to build a quantum curve. For this purpose, one
is looking for divisors such that the PDE obtained involves only ∂k

∂λk
with k ≤ d. There exist

different ways to obtain such a divisor D5. In the present paper, we shall consider a divisor of
the type D = [z] − [∞(α)], with α ∈ J1, dK. However, a divisor D = [z] − [∞(α)] with α ∈ J1, dK
is not generic because ∞(α) ∈ x−1(P), and the purpose of this section is to prove how we may
extend the previous generic results to this specific case by considering the limit of generic divisors
D = [z] − [p2], when p2 → ∞(α).

Let z ∈ Σ̃P be a generic point. Let α ∈ J1, ℓ∞K. When D = [z] − [p2], the definition of
ψ(D = [z]− [p2], ℏ) involves an essential singularity as p2 → ∞(α). One thus needs to regularize
it by the procedure introduced in [29]. We remind the reader of the functions introduced in
equation (2-19) with p = ∞(α),

V∞(α)(z′) = −
r∞(α)−1∑
k=1

t∞(α),k

k
ζ−k∞(α)(z

′) + t∞(α),0 log(ζ∞(α)(z′)). (5-12)

The definition is such that the singular part of ydx at ∞(α) is precisely given by dV∞(α) . In
order to remove the essential singularity of ψ(D = [z] − [p2], ℏ) when p2 → ∞(α), we multiply
ψ(D = [z] − [p2], ℏ) by exp

(
1
ℏ
(
V∞(α)(z) −

∫ z
p2
dV∞(α)

))
before considering the limit p2 → ∞(α).

This motivates the following definition.

Definition 5.6 (Regularization of the perturbative wave functions [29]). For any α ∈ J1, ℓ∞K,
let us define

ψreg(D = [z] − [∞(α)], ℏ) := lim
p2→∞(α)

ψ(D = [z] − [p2], ℏ)
eℏ

−1V∞(α) (p2)

x(p2) − x(z)

√
dx(p2)

dζ∞(α)(p2)
,

which is worth

ψreg(D = [z] − [∞(α)], ℏ) = exp

(
ℏ−1

(
V∞(α)(z) +

∫ z

∞(α)

(ydx− dV∞(α))

))
1

E(z,∞(α))
√
dx(z)dζ∞(α)(∞(α))

exp

(∑
h≥0

∑
n≥3δh,0

ℏ2h−2+n

n!

∫ z

∞(α)

· · ·
∫ z

∞(α)

ωh,n

)
,

where E is the prime form on Σ. Similarly, for l ≥ 0, we define

ψreg
l (D = [z] − [∞(α)], ℏ) := lim

p2→∞
ψreg
l,1 (D = [z] − [p2], ℏ)

eℏ
−1V∞(α) (p2)

x(p2) − x(z)

√
dx(p2)

dζ∞(α)(p2)

5See for example [40] for a choice of divisor with two points in the fiber above a common λ in the case d = 2.
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=

(∑
h≥0

∑
n≥3δh,0

ℏ2h+n

n!

∫ z

∞(α)

· · ·
∫ z

∞(α)

Q̂
(l)
h,n+1(z; z1, . . . , zn)

dx(z)l

)
ψreg(D = [z] − [∞(α)], ℏ),

where the integrals of Q̂ are convergent because the (zi)i≥1’s that are integrated from p2 → ∞(α)

never belong to a factor ω0,1. ⋆

These objects are defined as functions of z on the universal cover of Σ \ x−1(P), and are
WKB formal series of the formal parameter ℏ but we will often omit them in the notations in
order to make the reading easier.

These regularized functions are solutions to a simpler version of the system of KZ equations
given by equation (5-11).

Theorem 5.2 (KZ equations for regularized wave functions). For any α ∈ J1, ℓ∞K, the regular-
ized wave functions satisfy, for all l ∈ J0, d− 1K ,

ℏ
d

dx(z)
ψreg
l (D = [z] − [∞(α)], ℏ) + ψreg

l+1(D = [z] − [∞(α)], ℏ)

=

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∑
P∈P

∑
k∈S(l+1)

P

ξP (x(z))−k Res
λ→P

ξP (λ)k−1 dξP (λ)

∫ z1=z

z1=∞(α)

· · ·
∫ zn=z

zn=∞(α)

Q
(l+1)
h,n+1(λ; z)

(dλ)l+1

]
ψreg(D = [z] − [∞(α)], ℏ),

(5-13)

where the sets
(
S
(l)
P

)
P∈P,l∈J1,lK

are defined in equation (2-3).

Proof. See Appendix B.2.

5.4 Rewriting KZ equations with linear operators

It was noticed from the beginning of TR in [7, 29] that TR differentials have the properties that
their derivatives with respect to the moduli of the classical spectral curve are integrals similar to
(3-2). In other words we can trade derivatives with respect to moduli, for integrals on Σ. Here,
the right hand side of KZ equations (5-13) contains an integral (a residue), and very often this
can be reformulated as a derivative with respect to moduli of the classical spectral curve. This
route would allow to turn the KZ equation into a PDE involving derivatives with respect to the
moduli which are familiar in the world of integrable systems. Such a PDE could be interesting
by itself, however, our goal is to get a quantum curve, i.e. an ODE. Hence, our aim is to get rid
of the derivatives with respect to moduli or, in our case, to be able to remove the integrals of
the RHS of the KZ equations.

Let us develop here integral operators that mimic the role of derivatives with respect to
moduli. This is based on the theory of generalized cycles introduced in [26] but here we present
a standalone shortened version which is only of notational nature. In the present context,
we could avoid the introduction of these generalized cycles but this would lead to very long
expressions which we believe would be harder to read.
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5.4.1 Generalized integrals

Let us now study the RHS of the KZ equations (5-13) for regularized perturbative wave func-
tions. For this purpose, observe that the residue in (5-13) extracts the Laurent coefficient of

ξP (λ)−k in the expansion of the function
Q

(l+1)
h,n+1(λ;z)

(dλ)l+1 around λ→ P , and since Q
(l+1)
h,n+1(λ; z) is an

algebraic expression of the ωhi,ni
, the Laurent expansion coefficients of Q

(l+1)
h,n+1(λ; z) are algebraic

combinations of the Taylor expansion coefficients of the ωhi,ni
. The Taylor expansion coefficients

of the ωhi,ni
, can themselves be obtained as residues. Let us introduce a few notations in order

to define a set of useful residues following [26].

Definition 5.7 (Generalized cycles). Let o be a reference point in the universal cover of Σ, we
define the set of generalized cycles as

E := {Cp,k}p∈Σ,k∈Z ∪ {Cpo}p∈Σ ∪ {Ai,Bi}gi=1, (5-14)

where the integration of a meromorphic form ω along such cycles is defined as follows.

� ∀ p ∈ Σ, and ∀ k ∈ Z, one defines∫
Cp,k

: ω 7→ Res
p

ζ−kp ω . (5-15)

� Let γ be a Jordan arc from a point o ∈ Σ to a point p ∈ Σ. The integration∫
Cp
o

: ω 7→
∫
γ
ω (5-16)

is ill defined on forms ω that have poles in γ. One extends the definition to such forms as
follows.

– If ω has no pole along γ, we define
∫
Co,p ω =

∫
γ ω.

– If ω has poles along γ, since a meromorphic 1-form can have only discrete poles, we
decompose γ as a sum of arcs such that the poles of ω are at the extremities of the
subarcs, in other words we only need to define the action when p is a pole of ω. For

k ∈ J0, 1 + degp ωK, we define tp,k = Res
p
ζk−1
p ω , and Vp = −

degp ω∑
k=1

tp,k
k ζ−kp , and we

define ∫
Cp
o

ω =

∫ p

o

(
ω − dVp − tp,0

dζp
ζp

)
− Vp(o) − tp,0 ln ζp(o), (5-17)

where we choose the branch of the logarithm such that the cut is in the direction
opposite to the Jordan arc at o.

– The result is independent of how γ is decomposed into subarcs.

– This definition is additive under concatenation of Jordan arcs.

� If γ is a closed Jordan arc on Σ, we define the integral of ω on γ by writing γ as a sum of
open arcs. The result is independent of how we decompose it into open arcs.

⋆
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Remark 5.2. Following [26], one can consider the generalized cycles as elements of the algebraic dual
of the infinite dimensional space of meromorphic forms on Σ. From this perspective, we sometimes use
the following notation

∀C ∈ E , ⟨C,ω⟩ notation
=

∫
C

ω. (5-18)

Our purpose is to use generalized cycles acting only on a small subspace of meromorphic
forms, those generated by the (ωh,n)h,n≥0. In the following we shall need to consider only
generalized cycles of type Cp,k, where p ∈ x−1(P), open Jordan arcs ending at p ∈ x−1(P), and
closed non-contractible Jordan arcs (thus homologically equivalent to combinations of Ai and Bi
cycles). We remark the following: let ω = ωh,n+1(z, z1, . . . , zn) be a TR differential. Considering
its dependence on the first variable ω = ωh,n+1(·, z1, . . . , zn), it has poles only at z ∈ x−1(P)
if (h, n) = (0, 0) or at z1 if (h, n) = (0, 1) with vanishing residue, or at R if 2h + n > 1, with
vanishing residues at R.

Due to vanishing residues, integrals over Jordan arcs γ

⟨γ, ω⟩ =

∫
γ
ω (5-19)

actually depend only on the homotopy class of γ on Σ \ x−1(P). On this subspace we may thus
consider that cycles Ai or Bi in H1(Σ \ x−1(P),Z) define generalized cycles.

In practice, for p ∈ x−1(P) and k ∈ Z,
∫
Cp,k ω extracts the coefficient of (ζp)

k−1 in the

Laurent expansion of ω at p. Another important remark is that only ω0,1 has poles in x−1(P)
and behaves as 

ω0,1

dζ
Z
(α)
i

=

r
Z
(α)
i

−1∑
k=0

t
Z

(α)
i ,k

ζ−k−1

Z
(α)
i

+O(1), around Z
(α)
i ,

ω0,1

dζ∞(α)
=

r∞(α)−1∑
k=0

t∞(α),k ζ
−k−1
∞(α) +O(1), around ∞(α),

(5-20)

so that, for all (h, n) ∈ N2,

∀ i ∈ J1, NK , ∀α ∈ J1, dK , ∀ k ≤ −r
Z

(α)
i

:

∫
C
Z
(α)
i

,k

ωh,n+1(·, z) = 0 ,

∀ i ∈ J1, NK , ∀α ∈ J1, dK , ∀ k ∈ J−r
Z

(α)
i

+ 1, 0K :

∫
C
Z
(α)
i

,k

ωh,n+1(·, z) = δh,0δn,0tZ(α)
i ,−k ,

∀α ∈ J1, dK , ∀ k ≤ −r∞(α) :

∫
C∞(α),k

ωh,n+1(·, z) = 0 ,

∀α ∈ J1, dK , ∀ k ∈ J−r∞(α) + 1, 0K :

∫
C∞(α),k

ωh,n+1(·, z) = δh,0δn,0t∞(α),−k .

(5-21)

5.4.2 Definition of the linear operators acting on TR differentials

The purpose of this section is to rewrite the operators acting on the RHS of the KZ equations
5.2 using the generalized integrals defined in the previous section. In order to be consistent, we
need to define the action of the operators only on a subset of differentials forms that includes
the TR differentials but also linear combinations, products, exponentials, inverses, etc. of such
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quantities. To do so, we first introduce a formal algebra of symbols generated by the TR
differentials and explain how the operators act in this algebra. Then we extend the definitions
of the action similarly to what we would expect for the action of a derivation operator with
respect to spectral times for quantities like exponentials, inverses, etc. that we shall require in
the rest of the article. The main advantage of the symbols formalism is to avoid the definition
of the operators on the whole set of meromorphic differentials that would be challenging.

Definition 5.8 (Algebra of generalized integrals). We define the graded commutative algebra
W̌ over C, as the algebra freely generated by a set of symbols consisting of a pair (h, n) and a
symbol

∫
C1
· · ·
∫
Cn

, labeled by generalized cycles Ci ∈ E , which we denote∫
C1

· · ·
∫
Cn

ωh,n , (5-22)

and quotiented by the linearity relations for cycles
∫
a1C1+a2C2

ωh,n = a1
∫
C1
ωh,n + a2

∫
C2
ωh,n

and distributed in the product

W̌ = C

[{∫
C1

· · ·
∫
Cn

ωh,n

}
h,n≥0

]
/ (cycles linearity relations). (5-23)

We define a linear map, called evaluation map, that associates to a symbol its value in C
following Definition 5.7,

ev : W̌ → C∫
C1
· · ·
∫
Cn
ωh,n 7→

∫
z1∈C1

· · ·
∫
zn∈Cn

ωh,n(z1, . . . , zn),

where the order of integration is from the rightmost to leftmost. ⋆

Let us make some remarks.

� Notice that for all h ≥ 0: ωh,0 is a symbol but is not an element of C.

� The algebra is commutative with respect to addition and multiplication, but the integrals
themselves are not assumed commutative, i.e.

∫
C1

∫
C2

̸=
∫
C2

∫
C1

.

� Since a generalized cycle C might depend on a point z on the universal cover of the
classical spectral curve, the result of the evaluation map can be considered as a, possibly
multi-valued, function on Σ.

Definition 5.9 (Formal algebra). We define the graded ring of formal Laurent power series,
denoted W̌((ℏ)), whose elements are sequences of elements of W̌:

W̌((ℏ)) =

w =
∞∑

k=kmin

ℏkwk , wk ∈ W̌ , kmin ∈ Z

 . (5-24)

The degree of w ∈ W̌((ℏ)) is defined as the smallest non-zero power of ℏ,

w =

∞∑
k=kmin

ℏkwk with kmin ̸= 0 ⇒ degw = kmin. (5-25)

We define the evaluation by acting term-wise, which results in formal power series of multilinear
differential forms. ⋆
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Definition 5.10 (Exponential symbols). We enlarge our algebra with exponential symbols

ew , with w ∈ W̌[ℏ−1], (5-26)

(i.e. only negative or zero powers of ℏ), and we quotient by relations ew1+w2 = ew1ew2 ,

W̃ = W̌((ℏ))
[
{ew}w∈W̌[ℏ−1]

]
/(ew1+w2 = ew1ew2). (5-27)

The evaluation map is defined by acting term-wise. ⋆

Remark 5.3. Observe that in particular 0 ∈ W̌[ℏ−1], so e0 ∈ W̃, which we can call the identify element
1W̃ = e0 of the product in W̃. For every w ∈ W̃, we identify w0 = 1W̃ .

Remark 5.4. Note that if w =

∞∑
k=kmin

ℏkwk, with strictly positive kmin > 0, then the exponential

ew =

∞∑
n=0

1

n!
wn ∈ W̌[ℏ] ⊂ W̌((ℏ))

[
{ew}w∈W̌[ℏ−1]

]
(5-28)

is already defined in W̌((ℏ))
[
{ew}w∈W̌[ℏ−1]

]
and satisfies the quotient relation. That is why we defined

new symbols only for negative powers of ℏ.

While W̃ is large enough to define a symbolic version of the perturbative wave functions, it
does not allow for the definition of the inverse of an element. The existence of the latter is useful
for having a shorter presentation of the derivation of the quantum curve and thus we extend W̃
by defining inverses of its elements.

Definition 5.11 (Inverse symbols). For any symbol w ∈ W̌ \ {0}, we define a symbol 1
w (also

denoted w−1) modding out by the relation

∀w ∈ W̌ \ {0}, w
1

w
= 1W̃ . (5-29)

Finally, we denote

W :=

C
[{∫

C1
· · ·
∫
Cn
ωh,n

}
h,n≥0

,
{

1
w

}
w∈W̌\{0}

]
((ℏ))

[
{ew}w∈W̌[ℏ−1]

]
(cycle linearity relations , w 1

w = 1W̃ , ew1+w2 = ew1ew2)
. (5-30)

⋆

Let us emphasize that the inverse of an element in W is understood from the perspective of
WKB series in ℏ. This means that, for w ∈ W̌[ℏ−1] and wk ∈ W̌, for k ≥ kmin, one has

1

ew
∑

k≥kmin

ℏkwk
= e−wℏ−kmin

∑
l≥0

(−1)l
(

1

wkmin

)l+1
 ∑
k>kmin

wkℏk−kmin

l

. (5-31)

Definition 5.12 (Operators (IC)C∈E acting in W). For a generalized cycle C ∈ E , we define
the linear operator IC : W → W by its action on the symbols,

∀ (h, n) ∈ N2 : IC
[∫

C1

· · ·
∫
Cn

ωh,n

]
:=

∫
C1

· · ·
∫
Cn

∫
C
ωh,n+1. (5-32)
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Notice that
∫
C is the rightmost. We extend the action of the operator to any element of W̌ by

linearity and by the Leibniz rules for products of symbols,

IC [symbol 1 × symbol 2] = (IC [symbol 1]) × symbol 2 + symbol 1 × (IC [symbol 2]). (5-33)

For exponentials, we define for any v ∈ W̌[ℏ−1] and any operator IC , with C ∈ E ,

IC [exp(v)] := (IC [v]) exp(v). (5-34)

It is easy to check that these operators are compatible with quotients and that they satisfy, for
any w ∈ W,

IC
[

1

w

]
= −IC [w]

1

w2
. (5-35)

⋆

It is worth noticing the action of these operators on some specific elements of W. Some
simple computations lead to the following results.

Lemma 5.2 (Action on spectral times). Let the symbolic spectral times be defined by

∀ p ∈ x−1(P) , ∀k ∈ N , tsymbol
p,k :=

∫
Cp,−k

ω0,1, (5-36)

where we use the same notation as the spectral time, thanks to

∀ p ∈ x−1(P) , ∀k ∈ N , ev.tsymbol
p,k = tp,k. (5-37)

We have

∀ (p, p′) ∈ (x−1(P))2 , ∀(k, k′) ∈ N2 , ev.
(
ICp′,k′ t

symbol
p,k

)
=

∫
Cp,−k

∫
Cp′,k′

ω0,2 = kδp,p′δk,k′ . (5-38)

From now on we shall drop the superscript symbol since the evaluation indeed gives the spectral
times.

Remark 5.5. This lemma could give the impression that the operator ICp,k
acts as the differential

operator k ∂
∂tp,k

, but as we already mentioned, the differential operator ∂
∂tp,k

is ill-defined because the

spectral times are not independent. The operator ICp,k
acting in W however is well defined, and is all

that we shall need. But it may be helpful for the reader to keep in mind that the operators IC mimic
some differential operators with respect to moduli.

For k ≥ 1, we can express our canonical local coordinates as evaluations of symbols.

x(z)k = −
d∑

α=1

∫ z

z′′=o(α)

Res
z′→∞(α)

ζ−k∞(α)(z
′)ω0,2(z

′, z′′) = −ev.

(
d∑

α=1

∫
Cz

o(α)

∫
C∞(α),k

ω0,2

)
(5-39)

and

lnx(z) = ev.

(
−

d∑
α=1

∫
Cz

o(α)

∫
C∞(α)

o(α)

ω0,2

)
, (5-40)

where {o(1), . . . , o(d)} = x−1(0). Similarly, for any i ∈ J1, NK,

ln(x(z) − Λi)
−1 = ev.

(
−

d∑
α=1

∫
Cz

∞(α)

∫
C∞(α)

Z
(α)
i

ω0,2

)
, (5-41)
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∀k ≥ 1 , (x(z) − Λi)
−k = ev.

(
d∑

α=1

∫
Cz

∞(α)

∫
C
Z
(α)
i

,k

ω0,2

)
. (5-42)

This allows to define these as symbols, and define a symbolic potential.
Keeping in mind that the IC should mimic derivatives, we have the important lemma that

canonical coordinates are “constant”.

Lemma 5.3. One has, for k ≥ 1,

ev. IC
(
x(z)k

)symbol
= ev. IC lnx(z) = 0, (5-43)

and

∀i ∈ J1, NK , ev. IC
(

(x(z) − Λi)
−k
)symbol

= ev. IC ln (x(z) − Λi) = 0. (5-44)

Proof. Let us consider k > 0, and write

IC
(
x(z)k

)symbol
= −

d∑
α=1

∫
Cz

o(α)

∫
C∞(α),k

∫
C
ω0,3, (5-45)

whose evaluation vanishes thanks to the linear loop equation from Theorem 4.1. The proof is
similar for the other cases.

Further straightforward computations lead to the following properties.

Lemma 5.4 (Operator acting on potentials). Define the symbolic local potentials for α ∈ J1, ℓ∞K

V symbol

∞(α) (z) =
d∑

β=1

∫
C∞(α),0

ω0,1

∫
Cz

o(β)

∫
C∞(β)
o

ω0,2 −
∑
k≥1

∫
C∞(α),−k

ω0,1

∫
Cz

o(α)

∫
C∞(β),k

ω0,2


(5-46)

and for i ∈ J1, NK and α ∈ J1, ℓΛiK,

V symbol

Z
(α)
i

(z) =
d∑

β=1

∫
C
Z
(α)
i

,0

ω0,1

∫
Cz

∞(β)

∫
C
Z
(β)
i

o

ω0,2 −
∑
k≥1

∫
C
Z
(α)
i

,−k

ω0,1

∫
Cz

∞(β)

∫
C
Z
(β)
i

,k

ω0,2

 .

(5-47)
We have, for any p ∈ x−1(P),

ev.V symbol
p (z) = Vp(z), (5-48)

for k ≥ 1,

ev.
(
ICp′,kV

symbol
p (z)

)
= δp,p′ζp(z)−k (5-49)

and, for k = 0,

ev.
(
ICp′

o
dV symbol

p

)
= δp,p′ζp(z)−1. (5-50)

Proposition 5.1 (Commutation of the operators). For any n ≥ 2, for any permutation σ ∈ Sn,
and any element (C1, . . . , Cn) ∈ (E)n, one has for any (h,m) ∈ N2, (C̃1, . . . , C̃m) ∈ (E)m,

ev.IC1IC2 . . . ICn

∫
C̃1

· · ·
∫
C̃m

ωh,m = ev.ICσ(1)
ICσ(2)

. . . ICσ(n)

∫
C̃1

· · ·
∫
C̃m

ωh,m, (5-51)
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if 2h − 2 + n + m ̸= 0. When 2h − 2 + n + m = 0, this implies h = 0, n = 2, m = 0, and we
have the following commutators

∀ p ∈ x−1(P) , ∀ k ≥ 1 : ev.
[
ICp,k , ICp,−k

]
ω0,0 = k,

∀ p ∈ x−1(P) , : ev.
[
ICp

o
, ICp,0

]
ω0,0 = 1,

∀ 1 = 1, . . . , g , : ev.
[
IBi , IAj

]
ω0,0 = 2πi δi,j . (5-52)

Let us now define the symbolic partner to the prime form.

Definition 5.13 (Symbolic prime form). Let D =
s∑
i=1

ai[pi] be a divisor of degree 0 on the

universal cover. We define in W

Esymbol(D) := exp
(
− 1

2

∫
D

∫
D
ω0,2

)
(5-53)

and the base prime form E0(D) as

Esymbol
0 (D) := exp

(
−

s−1∑
i=1

s∑
j=i+1

aiaj

d∑
α=1

∫
D

∫
D+[p

(α)
i ]−[pi]

ω0,2

)
, (5-54)

where we choose d Jordan arcs [p
(α)
i ]−[pi] starting at pi and ending at all preimages x−1(x(pi)) =

{p(1)i , . . . , p
(d)
i }. Their evaluations are linked to the usual prime forms as follows.

E(D) := ev.Esymbol(D) =
s−1∏
i=1

s∏
j=i+1

E(pi, pj)
−aiaj

s∏
i=1

dζpi(pi)
1
2
a2i , (5-55)

with E the prime form on Σ, and

E0(D) := ev.Esymbol
0 (D) =

s−1∏
i=1

s∏
j=i+1

(x(pi) − x(pj))
−aiaj

=
s−1∏
i=1

s∏
j=i+1

E0(x(pi), x(pj))
−aiaj

s∏
i=1

dx(pi)
1
2
a2i , (5-56)

where E0(x, x
′) = (x− x′)/

√
dxdx′ is the prime form on P1. ⋆

Notice that ev.ICEsymbol
0 (D) = 0, i.e. the base prime form is “constant”, while the prime

form on Σ is not: ev.ICEsymbol(D) ̸= 0. From now on, we shall use the same notation for the
base prime form and its evaluation, and treat it as a scalar in W.

5.4.3 Action on regularized wave functions and rewriting of the KZ equations

In order to act with the operators IC on the wave functions, one needs to define a symbolic
version of the latter.

Definition 5.14 (Symbolic perturbative wave function). If D =
s∑
i=1

ai[pi] is a divisor on the

universal cover, we define

ψsymbol(D, ℏ) := exp

∑
h≥0

∑
n≥0

ℏ2h−2+n

n!

∫
D
· · ·
∫
D
ωh,n

 s−1∏
i=1

s∏
j=i+1

(x(pi) − x(pj))
−aiaj ∈ W.

(5-57)
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Equivalently we have,

ψsymbol(D, ℏ) = exp

 ∑
(h,n)̸=(0,2)

ℏ2h−2+n

n!

∫
D
· · ·
∫
D
ωh,n

 Esymbol
0 (D)

1

Esymbol(D)
∈ W.

(5-58)
In the case D = [z] − [p2], and if we want to set p2 = ∞(α), we define the regularized wave

function by just removing the E0 symbol (the only one that is ill-defined at x(p2) = ∞)

ψreg symbol([z] − [∞(α)], ℏ) =

[
ψsymbol([z] − [p2], ℏ)

1

Esymbol
0 ([z] − [p2])

]
p2=∞(α)

. (5-59)

Its evaluation is

ev.ψreg symbol([z] − [∞(α)], ℏ) = exp

 ∑
(h,n) ̸=(0,1),(0,2)

ℏ2h−2+n

n!

∫ z

∞(α)

· · ·
∫ z

∞(α)

ωh,n


exp

(
ℏ−1

(
V∞(α)(z) +

∫ z

∞(α)

(ω0,1 − dV∞(α))

))
1

E(z,∞(α))
√
dx(z)dζ∞(α)(∞(α))

= ψreg([z] − [∞(α)], ℏ). (5-60)

Let us finally define the symbols, for all l ≥ 0,

ψreg symbol
l ([z] − [∞(α)], ℏ) :=

∑
β⊆

l
(x−1(x(z))\{z})

1

l!

 l∏
j=1

ICβj,1

ψreg symbol([z] − [∞(α)], ℏ). (5-61)

⋆

Notice that IC acts on the coordinates, and thus on E0 as if they were scalar. Hence acting
with IC , C ∈ E , we get

IC
[
ψreg symbol(D = [z] − [∞(α)], ℏ)

]
=

(∑
h≥0

∑
n≥0

ℏ2h−2+n

n!
IC
[∫ z

∞(α)

· · ·
∫ z

∞(α)

ωh,n

])
ψreg symbol(D = [z] − [∞(α)], ℏ). (5-62)

Remark 5.6. Note that in terms of formal expansions in ℏ, we get that

ev.
(
ℏ2IC

[
ψreg symbol(D = [z] − [∞(α)], ℏ)

])
remains of the same form as the initial perturbative wave functions, i.e. a WKB series expansion in ℏ of

the form exp
(
ℏ−2f−2 + ℏ−1f−1

) ∞∑
k=0

fkℏk.

It is also important to notice that the symbolic wave functions ψreg symbol
l ([z] − [∞(α)], ℏ)

depend on a point z on the universal cover of Σ because it involves symbols of the form
∫ z
∞(α) ω.

The latter can be interpreted locally around any point z0 through their series expansion∫ z

∞(α)

ω =

∞∑
k=−∞

ζz0(z)k ωk + ln(ζz0(z))ωln, (5-63)
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where the coefficients (ωk)k∈Z and ωln are symbols of the form
∫
Cz0,l

ω. In particular, this

allows to consider the action of d
dx(z) on such symbols acting only on the coefficients ζz0(z)k of

this expansion. Since these local coordinates are constants with respect to the action of the
operators IC , the action of IC on such a Laurent series expansion is interpreted as the action
on the coefficients ωk.

Using the previous definitions, we may use the operators {IC}C∈Eα to write the regularized
KZ equations (5.2) in a simpler form.

Theorem 5.3. For any α ∈ J1, ℓ∞K, the regularized wave functions satisfy the KZ equations for
all l ∈ J0, d− 1K,

ℏ
d

dx(z)
ψreg symbol
l ([z] − [∞(α)]) + ψreg symbol

l+1 ([z] − [∞(α)]) = L̃l(x(z))
[
ψreg symbol([z] − [∞(α)])

]
,

(5-64)
where

L̃l(x(z)) =
∑
P∈P

∑
k∈S(l+1)

P

ξP (x(z))−kL̃P,k,l (5-65)

are the multi-linear operators with L̃P,k,l defined by

L̃P,k,l := ϵl+1
P

[
ξP (x(z))−(l+1)ϵP

l+1∑
ℓ′=0

∑
ν′⊂ℓ′J1,dK

∏
j∈ν′

( r
P (j)−1∑
m=0

tP (j),m

dP (j)

ξ
− m

d
P (j)

P

)
∑

0≤ℓ′′≤ l+1−ℓ′
2

∑
ν′′∈S(2)(J1,dK\ν′)

l(ν′′)=ℓ′′

ℓ′′∏
i=1

ℏ2R(P )ν′′i
d
P

(ν′′
i,+

)d
P

(ν′′
i,−)

∑
ν ⊆
l+1−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′)

∏
j∈ν

(
ℏ2

∞∑
m=1

ξ

m
d
P (j)

P

dP (j)

IC
P (j),m

)]
−k

−ℏδP,∞
ϵl+1
∞

d∞(α)

[
ξ∞(x(z))−(l+1)ϵ∞

l∑
ℓ′=0

∑
ν′⊂ℓ′J1,dK\{α}

∏
j∈ν′

( r∞(j)−1∑
m=0

t∞(j),m

d∞(j)

ξ
− m

d
∞(j)

∞

)
∑

0≤ℓ′′≤ l+1−ℓ′
2

∑
ν′′∈S(2)(J1,dK\(ν′∪{α}))

l(ν′′)=ℓ′′

ℓ′′∏
i=1

ℏ2R(∞)ν′′i
d
∞(ν′′

i,+
)d∞(ν′′

i,−)

∑
ν ⊆
l−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′∪{α})

∏
j∈ν

(
ℏ2

∞∑
m=1

ξ

m
d
∞(j)

∞
d∞(j)

IC∞(j),m

)]
−k

, (5-66)

where we have denoted S(2)(A) ⊂ S(A) the set of partitions of a set A where all blocks have

size 2 and the sets
(
S
(l)
P

)
P∈P,l∈J1,lK

are defined in equation (2-3). For every ν ′′i = {π+, π−} a

pair of distinct indices π+ ̸= π− ∈ J1, dK, we defined

R(P )(π+,π−) := δ
P (π+),P (π−)

ρ
π+−π−
P (π+)(

1 − ρ
π+−π−
P (π+)

)2 (5-67)

34



and ρp is a root of unity

ρp = e
2πi
dp . (5-68)

The subscript [·]−k means keeping only the powers of ξP (x(z))−k in the sum, which implies that

the sums
∞∑
m=1

are in fact reduced to finite sums, since

m

dP (j)

≤ −k + (l + 1)ϵP +
∑

p∈x−1(P )

(rp − 1). (5-69)

After evaluation, these KZ equations read

ℏ
d

dx(z)
ψreg
l ([z] − [∞(α)]) + ψreg

l+1([z] − [∞(α)]) = ev. L̃l(x(z))
[
ψreg symbol([z] − [∞(α)])

]
. (5-70)

Proof. In Appendix B.3. The proof is based on the idea that the residue in Theorem 5.2
extracts Taylor series coefficients, which can themselves be written as generalized cycle integrals,
i.e. actions of operators IC . The Taylor coefficients of ω0,1 and ω0,2 require special treatments
and give the spectral times and the R(P ) factors.

5.5 Monodromies of the perturbative solutions

Some important properties of the regularized perturbative wave functions ψreg
l ([z] − [∞(α)], ℏ)

are given by their behavior when z goes around a cycle γ ∈ π1(Σ \ x−1(P)). Remember that
ψ(D, ℏ) is defined for a divisor on the universal cover, i.e. D is a Jordan arc, starting at ∞(α)

and ending at z ∈ Σ\P. If γ is a closed Jordan arc, starting at z and ending at z, D+γ denotes
another Jordan arc, obtained by concatenation, also starting at ∞(α) and ending at z.

We remind that admissible data consists of the classical spectral curve together with a choice
of a basis of H1(Σ \ x−1(P),Z), made of small circles Cp around the poles p ∈ x−1(P) (they are
equivalent to the generalized cycles 2πi Cp,0), and completed by 2g Jordan loops (Ai,Bi)gi=1, such
that on Σ these 2g Jordan loops are representative of the homology basis cycles (Ai,Bi)gi=1. We
have the following monodromies of the perturbative wave functions along the elements of this
basis.

Lemma 5.5. Let α ∈ J1, dK. One has, for any l ∈ J0, d− 1K,

∀ p ∈ x−1(P) : ψl([z + Cp] − [∞(α)], ℏ) = (−1)
δ
p,∞(α)e

2πitp,0
ℏ ψl([z] − [∞(α)], ℏ), (5-71)

∀ j ∈ J1, gK : ψl([z + Aj ] − [∞(α)], ℏ) = e
2πiϵj

ℏ ψl([z] − [∞(α)], ℏ) (5-72)

and

ψ(D + Bi, ℏ) = exp

( ∑
(h,n,m)∈N3

ℏ2h−2+n+m

n!m!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

m︷ ︸︸ ︷∫
Bi

· · ·
∫
Bi

ωh,n+m

)
. (5-73)

Proof. Let z ∈ Σ \ x−1(P), D = [z] − [∞(α)] and let {z, z(2), . . . , z(d)} = x−1(x(z)). Using that
[ICz(ij),1, ID] = 0, we have

ψl,1(z,D, ℏ) =
∑

2≤i1<···<il≤d

l∏
j=1

dζ
z(ij)

(z(ij))

 l∏
j=1

IC
z
(ij),1

 ψ(D, ℏ). (5-74)
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Notice also that [ICz(ij),1, Iγ ] = 0, for γ = Ai, γ = Bi or γ = Cp. In other words we need to

prove the lemma only for l = 0.
For γ = Ai, we have D ∩ Ai = 0, so we get

ψ(D + Ai, ℏ) = exp

( ∑
(h,n,m)∈N3

ℏ2h−2+n+m

n!m!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

m︷ ︸︸ ︷∫
Ai

· · ·
∫
Ai

ωh,n+m

)
. (5-75)

Notice that if γ = Ai, we have
∫
γ ω0,2(z, ·) = 0, which implies (general property of TR invariants

in [29]) that
∫
γ ωh,n(z1, . . . , zn−1, ·) = 0, for all (h, n) ̸= (0, 1). For (h, n) = (0, 1), we have by

definition ∫
Ai

ω0,1 = 2πi ϵi. (5-76)

This implies that the sum over m has only 2 non vanishing terms: m = 0 and m = 1, which
gives

ψ(D + Ai, ℏ) = e
ℏ−1

∫
Ai
ω0,1ψ(D, ℏ) = e2πi ℏ

−1ϵiψ(D, ℏ). (5-77)

The proof for γ = Cp is similar, the only difference being that

Cp ∩D =
1

2πi
δp,∞(α) , (5-78)

so that
ψ(D + Cp, ℏ) = e

πi δ
p,∞(α) e2πi ℏ

−1tp,0ψ(D, ℏ), (5-79)

leading to the result.
For γ = Bi, we have D ∩ Bi = 0, so we get the result.

Let us now recall that the Bi period of ωh,n+1 is equal to the variation of ωh,n with respect
to ϵi thanks to (3-2). Hence, one can formally interpret (5-73) as

ψ(D + Bi, ℏ) = exp

( ∑
(h,n)∈N2

ℏ2h−2+n

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

∑
m≥0

1

m!

(
ℏ
∂

∂ϵi

)m
ωh,n

)
, (5-80)

where we recognize the action of the shift operator e
ℏ ∂
∂ϵi leading to the notation

ψl([z + Bj ] − [∞(α)], ℏ) = e
ℏ ∂
∂ϵj ψl([z] − [∞(α)], ℏ) = ψl([z] − [∞(α)], ℏ, ϵj → ϵj + ℏ), (5-81)

for all j ∈ J1, gK, where the last equation is to be understood from the point of view of WKB
series.

Remark 5.7. Remark that the KZ equation itself does not depend on z as a point in the universal
cover of Σ but only on its image x(z). This simple observation implies that, for any γ ∈ H1(ΣP ,Z),

ψl([z + γ] − [∞(α)], ℏ) (5-82)

is a solution of the same KZ equation as ψreg
l ([z] − [∞(α)], ℏ), for every l ∈ J0, dK .

More generally, any linear combination of perturbative wave functions shifted by closed cycles obey
the same KZ equation. For any finite family of cγ , the following finite sum satisfies the KZ equations

ψl([z] − [∞(α)], ℏ, {cγ}) :=
∑

γ∈π1(Σ\x−1(P))

cγ ψl([z] + γ − [∞(α)], ℏ). (5-83)

36



6 Non-Perturbative KZ equations and Lax system

We have proved that the topological recursion allows to reconstruct solutions of the associated
KZ type equations. We now wish to build solutions to the same equations but having better
monodromy properties along the (Bi)gi=1 cycles. For this purpose, let us consider the non-
perturbative partners, introduced in [24, 28], to the above perturbative wave functions.

6.1 Definitions and properties

6.1.1 Heuristic motivation

So far, the perturbative wave functions are defined on the universal cover of Σ\x−1(P), and have
non-trivial monodromies. In order to find the quantum curve, we need to find a wave function
with “trivial” monodromies given by a simple phase along any element of π1(Σ \ x−1(P)).
Naively, this could be achieved by considering discrete Fourier transform of the perturbative
wave functions.

We have noticed that any linear combination

ψl([z] − [∞(α)], ℏ, {cγ}) :=
∑

γ∈π1(Σ\x−1(P))

cγ ψl([z] + γ − [∞(α)], ℏ) (6-1)

satisfies the KZ equations. After a monodromy along γ′, it is worth

ψl([z] + γ′ − [∞(α)], ℏ, {cγ}) = ψl([z] − [∞(α)], ℏ, {cγ−γ′}). (6-2)

It has a trivial monodromy along γ′ if cγ−γ′ is proportional to cγ , for example if there exists ρ
in the dual of H1(Σ \ x−1(P),Z), such that

cγ = e
2πi
ℏ ⟨γ,ρ⟩. (6-3)

We thus would like to define

ψ∞(α)

l (z, ℏ, ρ) :=
∑

γ∈H1(Σ\x−1(P),Z)

e
2πi
ℏ ⟨γ,ρ⟩ ψl([z] + γ − [∞(α)], ℏ). (6-4)

Shifts by cycles Ai or Cp are already trivial in the sense that they consist in the multiplication

by a simple phase factor. Thus we only need to take the sum over γ =
g∑
i=1
niBi, which amounts

to ϵi → ϵi + ℏ. We see that formally, this wave function would be a sort of Fourier transform
of the perturbative wave function, i.e. if the perturbative wave function were a function of
ϵ = (ϵ1, . . . , ϵg), we would write

ψ∞(α)

l (z, ℏ; ϵ,ρ) :=
∑
n∈Zg

e

2πi
ℏ

g∑
j=1

ρjnj

ψl([z] − [∞(α)], ℏ, ϵ+ ℏn). (6-5)

Remark 6.1 (Limitations of the Heuristic definition). We recall that

� The filling fraction ϵ = (ϵ1, . . . , ϵg) is not a global coordinate on the space of classical
spectral curves with fixed spectral times, it is only a local coordinate. Hence the set of
classical spectral curves with filling fractions ϵ + ℏZ is not well defined for finite ℏ. It
makes sense only from a formal WKB series point of view.
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� The sum over γ ∈ H1(Σ \ x−1(P),Z), is not a finite sum, it is not necessarily defined in
W.

� All this implies that we shall have to enlarge W to contain such sums. We need to consider
trans-series in ℏ of the form

∑
n∈Zg

∑
r≥0

Fn,rℏre

1
ℏ

g∑
j=1

njvj

, (6-6)

using the usual ordering of trans-monomials which can be seen from the fact that the sum
over r is performed first.

Unfortunately, working with trans-series of the form (6-6) would not allow to derive the
quantum curve directly and we shall consider another ordering of the trans-monomials by first
summing over n ∈ Zg and considering series of the form

∑
r≥0

∑
n∈Zg

Fn,rℏre
1
ℏ

g∑
j=1

njvj
. (6-7)

In our case, the partial sums
∑

n∈Zg

Fn,re

1
ℏ

g∑
j=1

njvj
will give rise to Theta functions through conver-

gent series in the spirit of the trans-asymptotics of [9].

6.1.2 Shifts of the divisors and action on ω1,0 and ω2,0

Before going further, let us study how the shifts of the divisor act on the WKB series defining
the perturbative wave functions. As a formal series in powers of ℏ, with D = [z] − [∞(α)] we
have

ψreg([z] + γ − [∞(α)], ℏ) = e

∑
h≥0

∑
n≥0

ℏ2h−2+n

n!

∫
γ+D···

∫
γ+D ωh,n

= eℏ
−2ω0,0+ω1,0eℏ

−1
∫
D ω0,1e

1
2

∫
D

∫
D ω0,2

eℏ
−1

∫
γ ω0,1e

1
2

∫
γ

∫
D ω0,2e

1
2

∫
D

∫
γ ω0,2e

1
2

∫
γ

∫
γ ω0,2 (1 + ℏC[[ℏ]]) . (6-8)

The admissible data fixes a basis of H1(Σ \ x−1(P),Z) in which one can decompose γ as

γ =
∑

p∈x−1(P)

mpCp +

g∑
i=1

miAi +

g∑
i=1

niBi. (6-9)

We have ∫
γ
ω0,1 = 2πi

 ∑
p∈x−1(P)

mptp,0 +

g∑
i=1

miϵi

+

g∑
i=1

ni

∫
Bi

ω0,1, (6-10)

1

2

∫
γ

∫
γ
ω0,2 = πi

 g∑
j=1

njmj +

g∑
i=1

g∑
j=1

niτi,jnj

 , (6-11)
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where τ is the Riemann matrix of periods of Σ and

1

2

∫
D

∫
γ
ω0,2 = πi

g∑
j=1

njuj(D) =
1

2

∫
γ

∫
D
ω0,2 + πim∞(α) , (6-12)

where uj(D) =
∫
D wj with (wj)

g
j=1 forming a basis of holomorphic differentials on Σ normalized

by 1
2πi

∫
Ai
wj = δi,j .

6.1.3 Definitions

As explained above, only the (Bi)gi=1 cycles give interesting contributions. We shall thus only
consider shifted wave functions of the form

ψreg symbol(D + Bi1 + · · · + Bik , ℏ) = eℏ
−2ω0,0+ω1,0e

ℏ−1(
∫
D ω0,1+

k∑
j=1

∮
Bij

ω0,1)

e
2πi

k∑
j=1

uij (D)

e
πi

k∑
j,j′=1

τij ,ij′

1

Esymbol(D)

(
1 +

∞∑
r=1

ℏrG(r)
(i1,...,ik)

(D)

)
∈ W,

(6-13)

where the coefficients of the ℏ expansion can be explicitly computed. As symbols, a simple
computation shows that they read as follow.

Lemma 6.1. Let r ≥ 0 and k ≥ 0. For any tuple (i1, . . . , ik) ∈ J1, gK (empty if k = 0) we define
the following symbols in W.

� For r = 0, we define

G
(0)
(i1,...,ik)

(D) = δk,0. (6-14)

� For r ≥ 1, we define

G
(r)
(i1,i2,...,ik)

(D) =

r∑
ℓ=1

1

ℓ!

∑
(h1,n1),...,(hℓ,nℓ)

δ

(
r = k +

ℓ∑
j=1

2hj − 2 + nj

)
(
IBi1

. . . IBik

ℓ∏
j=1

(
1

nj !

nj︷ ︸︸ ︷∫
D
· · ·
∫
D
ωhj ,nj

))
stable

, (6-15)

where the subscript “stable” means that after acting with the operators IBj with
Leibniz rules, we exclude from the final sum all symbols that contain a factor

nj︷ ︸︸ ︷∫
D
· · ·
∫
D

mj︷ ︸︸ ︷∫
Bα∞

· · ·
∫
Bαmj

ωhj ,nj+mj
such that 2hj − 2 + nj +mj ≤ 0.

One has, for any (i1, . . . , ik) ∈ J1, gKk,

ψreg symbol(D + Bi1 + · · · + Bik , ℏ) = eℏ
−2ω0,0+ω1,0e

ℏ−1(
∫
D ω0,1+

k∑
j=1

∮
Bij

ω0,1)
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e
2πi

k∑
j=1

uij (D)

e
πi

k∑
j,j′=1

τij ,ij′

1

Esymbol(D)

(
1 +

∞∑
r=1

ℏrG(r)
(i1,...,ik)

(D)

)
∈ W.

(6-16)

Remark 6.2. Notice that G
(r)
(i1,...,ik)

(D) is a finite sum and G
(r)
(i1,...,ik)

(D) = 0, if k > 3r. Indeed if we

want to satisfy stability we must have r =
ℓ∑

j=1

(2hj − 2 + nj +mj) with m1 + · · ·+mℓ = k and each term

is ≥ 1, therefore r ≥ ℓ. In r − k =
ℓ∑

j=1

2hj − 2 + nj , each term is ≥ −2, therefore r − k ≥ −2ℓ, which

implies k ≤ r + 2ℓ ≤ 3r.

These coefficients G
(r)
(i1,i2,...,ik)

(D) are easily computed. Let us present the first few ones.

G
(1)
∅ (D) =

∫
D
ω1,1 +

1

6

∫
D

∫
D

∫
D
ω0,3 , G

(1)
(i1)

(D) =

∫
Bi1

ω1,1 +
1

2

∫
D

∫
D

∫
Bi1

ω0,3, (6-17)

G
(1)
(i1,i2)

(D) =

∫
D

∫
Bi2

∫
Bi1

ω0,3 , G
(1)
(i1,i2,i3)

(D) =

∫
Bi3

∫
Bi2

∫
Bi1

ω0,3 (6-18)

and

G
(2)
(i1,i2)

(D) =
1

2

∫
Bi1

ω1,1

∫
Bi2

ω1,1

+
1

2

∫
Bi1

ω1,1

∫
D

∫
D

∫
Bi2

ω0,3 +
1

2

∫
Bi2

ω1,1

∫
D

∫
D

∫
Bi1

ω0,3

+
1

8

∫
D

∫
D

∫
Bi1

ω0,3

∫
D

∫
D

∫
Bi2

ω0,3

+
1

2

∫
D

∫
D

∫
Bi2

∫
Bi1

ω0,4 . (6-19)

In the following, we use the same notation G
(r)
(i1,...,ik)

(D) for these coefficients both as symbols
and after evaluation, when the context makes clear which one is considered.

Then the method of [24, 28] consists in exchanging the formal summation of powers of ℏ with
the summation over cycles. Remarking that the exponential part with negative powers of ℏ is at
most quadratic in the cycles, and the positive powers of ℏ can be expanded as polynomials outside
of the exponentials, our heuristic motivation would involve the definition of theta functions. Let
us now introduce them as symbols.

Definition 6.1 (Theta symbols). We enlarge the symbol algebra W to an algebra Ŵ by intro-
ducing the following new symbols. Let k ≥ 0 and τ the g × g matrix of symbols with entries
defined by

∀ (i, j) ∈ J1, gK2 : τi,j =
1

2πi

∫
Bi

∫
Bj

ω0,2. (6-20)

For any tuple (i1, . . . , ik) ∈ J1, gKk (empty if k = 0), and any vector v = (v1, . . . , vg) ∈ W̌0[[ℏ]]g,
we introduce the following symbol

Θ(i1,...,ik)(v, τ) =
∑

(n1,...,ng)∈Zg

e
2πi

g∑
i=1

nivi
e
πi

g∑
i,j=1

niτi,jnj
k∏
r=1

nir . (6-21)

40



If k = 0, we just write it Θ∅(v, τ) = Θ(v, τ). We define the degree of the symbol Θ to be zero.
We shall quotient by the following relations. For j ∈ J1, gK,

∀ j ∈ J1, gK, Θ(i1,...,ik)(v + ej , τ) ≡ Θ(i1,...,ik)(v, τ), (6-22)

where

ej =

(∫
Aj

∫
B1

ω0,2, . . . ,

∫
Aj

∫
Bg

ω0,2

)
∈ W̌0[[ℏ]]g. (6-23)

For j ∈ J1, gK,

Θ(

k1︷ ︸︸ ︷
1, . . . , 1,

k2︷ ︸︸ ︷
2, . . . , 2,...,

kg︷ ︸︸ ︷
g, . . . , g)(v + ẽj , τ) ≡ e−vj e−πi τj,j

kj∑
m=0

(−1)m
kj !

m!(kj −m)!

Θ(

k1︷ ︸︸ ︷
1, . . . , 1,

k2︷ ︸︸ ︷
2, . . . , 2,...,

kj−m︷ ︸︸ ︷
j, . . . , j,...,

kg︷ ︸︸ ︷
g, . . . , g)(v, τ),

(6-24)

where

ẽj =

(∫
Bj

∫
B1

ω0,2, . . . ,

∫
Bj

∫
Bg

ω0,2

)
∈ W̌0[[ℏ]]g. (6-25)

We denote this graded ring
Ŵ = W[Θ] / ≡, (6-26)

where the grading is the power of ℏ (we recall that deg Θ(k) = 0).
We define the evaluation of Θ symbols below in Section 6.2.1. ⋆

The operators IC act on elements of Ŵ term by term through their action on elements of
W by using linearity and Leibniz rules. In particular, they act on the symbol Θ as follows:

IC
[
Θ(i1,...,ik)(v, τ)

]
:= 2πi

g∑
i=1

(IC .vi) Θ(i,i1,...,ik)(v, τ) − π2
g∑

i,j=1

(IC .τi,j) Θ(i,j,i1,...,ik)(v, τ).

(6-27)

With these definitions, one can define the non-perturbative partner to the wave functions.

Definition 6.2 (Non perturbative wave function). Let ρ = (ρ1, . . . , ρg) be a constant formal
element of W̌g and D = [z] − [∞(α)]. We define the symbolic non-perturbative wave function

ψsymbol
NP (D; ℏ,ρ) := eℏ

−2ω0,0+ω1,0eℏ
−1

∫
D ω0,1

1

Esymbol(D)

∞∑
r=0

ℏrG(r)(D;ρ) ∈ Ŵ, (6-28)

where

G(r)(D;ρ) :=

3r∑
k=0

∑
i1,...,ik∈J1,gKk

Θ(i1,...,ik)(v, τ)G
(r)
(i1,...,ik)

(D) (6-29)

and where v = (v1, . . . , vg) is the vector in Wg,

vj :=
ρj + ϕj

ℏ
+ µ

(α)
j (z), (6-30)
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where

ϕj :=
1

2πi

∮
Bj

ω0,1 and µ
(α)
j (z) :=

1

2πi

∫
D

∮
Bj

ω0,2. (6-31)

For l ≥ 0, we define

ψ∞(α), symbol
l,NP (z, ℏ,ρ) :=

∑
β⊆

l
(x−1(x(z))\{z})

1

l!

 l∏
j=1

ICβj,1

 ψsymbol
NP (D; ℏ,ρ). (6-32)

We use them to define a d× d matrix

Ψ̂symbol
NP (λ, ℏ,ρ) :=

[
ψ∞(α), symbol
l−1,NP (z(β)(λ), ℏ,ρ)

]
1≤l,β≤d

, (6-33)

where z(β)(λ) denotes the βth preimage by x of λ.
The non-perturbative wave function

ψNP(D; ℏ,ρ) := ev.ψsymbol
NP (D; ℏ,ρ)

= eℏ
−2ω0,0+ω1,0eℏ

−1
∫
D ω0,1

1

E(D)

∞∑
r=0

ℏrG(r)(D;ρ) ∈ Ŵ (6-34)

denotes the result of the evaluation map on the symbolic non-perturbative wave function. Sim-
ilarly, one defines

ψ∞(α)

l,NP (z, ℏ,ρ) := ev.ψ∞(α), symbol
l,NP (z, ℏ,ρ) and Ψ̂NP(λ, ℏ,ρ) :=

[
ψ∞(α)

l−1,NP(z(β)(λ), ℏ,ρ)
]
1≤l,β≤d

.

(6-35)
We define the non-perturbative partition function by

Zsymbol
NP (ℏ,ρ) := eℏ

−2ω0,0+ω1,0

∞∑
r=0

ℏrG(r)(∅;ρ), (6-36)

as well as its evaluated version

ZNP(ℏ,ρ) := ev.Zsymbol
NP (ℏ,ρ). (6-37)

⋆

Remark 6.3. Heuristically, the non-perturbative partition function is the Fourier transform of the
perturbative one

ZNP(ℏ, ϵ,ρ)
formal

:=
∑
n∈Zg

exp

2πi

ℏ

g∑
j=1

njρj

Z(ℏ, ϵ + ℏn). (6-38)

We shall argue below in the examples that ZNP(ℏ,ρ) is formally a Tau-function of some integrable system.
The inverse Fourier transform of ZNP(ℏ,ρ), which is the perturbative partition function, can be seen as
the “Witham averaging” of ZNP(ℏ,ρ), formally replacing all the Θ by 1, i.e. erasing the oscillations.

As we shall see in the examples of Section 8, this non-perturbative partition function is
expected to play the role of isomonodromic tau function of the system built by quantization
of the classical spectral curve. In order to understand this point of view, let us remark that
ZNP(ℏ,ρ) follows from the expansion of ψ∞(α)

0,NP (z, ℏ,ρ) around z → ∞(α). Indeed, one has

∀α ∈ J1, dK : ψ∞(α)

0,NP (z, ℏ,ρ) = eℏ
−1V∞(α) (z)ZNP(ℏ,ρ)

(
1 +O(x(z)−1)

)
, (6-39)

when z → ∞(α), since the divisor D = [z] − [∞(α)] gives vanishing integration constants when
z → ∞(α).
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6.2 Trans-series and properties

In this section, we collect a few properties of the elements of Ŵ which will be useful for the
derivation of the quantum curve.

6.2.1 Evaluation of Theta symbol

Remark that the evaluation ev.τ is the Riemann matrix of periods of Σ with the Torelli marking,
and it is a well known theorem that it is a Siegel matrix, i.e. symmetric τi,j = τj,i and Im τ is
positive definite,

τ = τ t , Im τ > 0. (6-40)

For any Siegel matrix τ , the following sum (called Riemann Theta function)

ΘRiemann(v, τ) =
∑
n∈Zg

e2πi (v,n) eπi (n,τn) (6-41)

is absolutely convergent (uniformly in v in any ball) and is an analytic function of v ∈ Cg.
It has the quasi-periodicity properties:

∀n ∈ Zg , ΘRiemann(v + n, τ) = ΘRiemann(v, τ) (6-42)

and
∀n ∈ Zg , ΘRiemann(v + τn, τ) = e−2πi ((n,v)+ 1

2
(n,τn))ΘRiemann(v, τ). (6-43)

The evaluation map applied to the Theta symbol recovers the Riemann Theta function

ev.Θ(v, τ) = ΘRiemann

(
1

2πi
v, τ

)
and ev.Θ(i1,...,ik)(v, τ) =

1

(2πi )k

k∏
j=1

∂

∂vij
ev.Θ(v, τ).

(6-44)
In other words

ev.Θ(i1,...,ik)(v, τ) =
∑

(n1,...,ng)∈Zg

e

2πi

g∑
i=1

nivi

e

πi

∑
(i,j)∈J1,gK2

niτi,jnj k∏
j=1

nij . (6-45)

6.2.2 Equalities for trans-series

The non-perturbative wave functions and partition functions are elements of Ŵ where the ar-
gument v involves ℏ by taking the form v = ℏ−1ϕ + µ. With this particular evaluation of the
argument of the function Theta, elements of Ŵ take the form of trans-series in ℏ

∞∑
r=0

∑
n∈Zg

ℏre

1
ℏ

g∑
j=1

njϕj

Fr,n, (6-46)

where Fr,n ∈ W̌. The equalities that we shall write down from now on must be understood
as equalities between trans-series, namely the trans-series above is vanishing if and only if the
coefficient Fr,n of each trans-monomial is vanishing for any (r,n).
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An important remark is that the order of trans-monomial does not affect such an equality,
i.e.

∞∑
r=0

∑
n∈Zg

ℏre

1
ℏ

g∑
j=1

njϕj

Fr,n = 0 ⇔
∑
n∈Zg

∞∑
r=0

ℏre

1
ℏ

g∑
j=1

njϕj

Fr,n = 0, (6-47)

but it does not mean that
∞∑
r=0

∑
n∈Zg

ℏre

1
ℏ

g∑
j=1

njϕj

Fr,n and
∑
n∈Zg

∞∑
r=0

ℏre

1
ℏ

g∑
j=1

njϕj

Fr,n are equal as they

are two very different types of formal trans-series.

6.2.3 Action of the operators IC and ℏ grading

As functions of ℏ, these non-perturbative objects are of very different nature compared to their
perturbative counterparts whose logarithms admit a formal series expansion in ℏ. Let us em-
phasize some important properties of these trans-series.

We have observed that the symbolic non-perturbative wave function takes the form

ψ∞(α), symbol
0,NP (z, ℏ,ρ) = eℏ

−2ω0,0+ℏ−1S−1(z)+S0(z)

(
1 +

∞∑
m=1

ℏm Ξ(∞α)
m (z, ℏ,ρ)

)
, (6-48)

where Ξ
(∞α)
m (z, ℏ,ρ) are combinations of derivatives of theta functions of the form

∂nΘ(v,τ )
∂vi1 ...∂vin

∣∣∣
v=ϕ+ρ

ℏ +µ(α)(z)
, whose coefficients are functions of z independent of ℏ. Note that the

dependence of such functions on ℏ only appears from the evaluation of the argument of the theta
function at v = ϕ+ρ

ℏ + µ(α)(z).

In order to prepare the proof of the main theorem, let us see how differential operators act
on this type of trans-series. One has two types of very different behaviors.

� The operator ℏ∂x(z) acts naively by increasing the order in ℏ by one

ℏ
∂

∂x(z)

[ ∞∑
m=1

ℏm Ξ(∞α)
m (z, ℏ,ρ)

]
=

∞∑
m=1

ℏm+1 ∂Ξ
(∞α)
m (z, ℏ,ρ)

∂x(z)
. (6-49)

� On the other hand, the operators IC act both through the explicit dependence of the theta
functions but also through its action on the elements (ϕj)

g
j=1. One has

ℏIC
[ ∞∑
m=1

ℏm Ξ(∞α)
m (z, ℏ,ρ)

]
=

∞∑
m=1

ℏm+1 IC · Ξ(∞α)
m (z, ℏ,ρ)

∣∣∣
ϕ fixed

+

g∑
j=1

IC [ϕj ]

∞∑
m=1

ℏm
∂Ξ

(∞α)
m (z, ℏ,ρ)

∂ϕj

∣∣∣∣∣
ϕj=

1
2πi

∮
Bj
ω0,1

. (6-50)

6.2.4 KZ equations

One of the two important properties of the non-perturbative wave functions is that they satisfy
the same KZ equations as their perturbative partners.
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Theorem 6.1. The symbolic non-perturbative wave functions satisfy the KZ equations

ℏ
dψ∞(α), symbol

l,NP (z, ℏ,ρ)

dx(z)
+ ψ∞(α), symbol

l+1,NP (z, ℏ,ρ) =∑
P∈P

∑
k∈S(l+1)

P

ξ−kP (x(z))
[
L̃P,k,l ψ∞(α), symbol

0,NP (z, ℏ,ρ)
]
. (6-51)

After evaluation, this implies

ℏ
dψ∞(α)

l,NP (z, ℏ,ρ)

dx(z)
+ ψ∞(α)

l+1,NP(z, ℏ,ρ) =
∑
P∈P

∑
k∈S(l+1)

P

ξ−kP (x(z))ev.
[
L̃P,k,l ψ∞(α), symbol

0,NP (z, ℏ,ρ)
]
.

(6-52)

Proof. The proof consists in first showing that another trans-series is solution to these KZ
equations.

From the previous sections, for any n ∈ Zg,

ℏ
d

dx(z)
ψreg symbol
l ([z +

g∑
j=1

njBj ] − [∞(α)]) + ψreg symbol
l+1 ([z +

g∑
j=1

njBj ] − [∞(α)])

=

L̃l(x(z))

ψreg symbol([z +

g∑
j=1

njBj ] − [∞(α)])


 . (6-53)

This implies that the Fourier transforms

∑
n∈Zg

e

2πi
ℏ

g∑
j=1

njρj
ψreg symbol
l ([z +

g∑
j=1

njBj ] − [∞(α)]) (6-54)

are solutions to the KZ equations as trans-series.
Let us remark that from the definition of the non-perturbative wave functions theses Fourier

transforms are the trans-series obtained by exchanging the sum over n ∈ Zg and the WKB series
in the non-perturbative wave functions. Thanks to the equivalence (6-47), this implies that the
non-perturbative wave functions are solutions to the same KZ equations.

6.2.5 Monodromies

The second important property of the non-perturbative wave functions is their simple mon-
odromy properties.

Lemma 6.2. For j ∈ J1, gK, we have

ψ∞(α)

l,NP (z + Aj , ℏ,ρ) = e
2πiϵj

ℏ ψ∞(α)

l,NP (z, ℏ,ρ), (6-55)

ψ∞(α)

l,NP (z + Bj , ℏ,ρ) = e−
2πiρj

ℏ ψ∞(α)

l,NP (z, ℏ,ρ) (6-56)

and ∀ p ∈ x−1(P)

ψ∞(α)

l,NP (z + Cp, ℏ,ρ) = (−1)
δ
p,∞(α) e

2πitp,0
ℏ ψ∞(α)

l,NP (z, ℏ,ρ). (6-57)
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Proof. The proof follows from the same strategy as the one for proving the KZ equations. We
first prove these monodromy properties for the Fourier transforms and then use (6-47) to obtain
the same result for the non-perturbative wave functions.

The properties (6-55) and (6-57) directly follow from the same properties for the perturbative
wave functions which are the coefficients of the Fourier transform. The last property (6-56) for
the Fourier transform directly comes from the definition.

This last property, which states that the non-perturbative wave functions have good mon-
odromies both on the A and B cycles is the reason why we had to introduce the formal Fourier
transform and had to pay the price of working with trans-series. This turns out to be funda-
mental for deriving a quantum curve as we shall see in the next sections.

Remark 6.4. In the following, we will consider not only series of the form (6-48) but products, deriva-
tives, inverse and logarithms of such series. We should always keep in mind that these operations have
to be understood from the point of view of series in ℏ whose coefficients are oscillating terms. For exam-
ple, the inverse of such a series is itself a series in ℏ whose coefficients are products of oscillatory terms
obtained by acting as if one were working with formal series in ℏ.

6.3 From linear operators to rational functions

For any l ∈ J0, d−1K, we wish to replace the operators (L̃P,k,l)P∈P,k∈S(l+1)
P

in the RHS of the KZ

equations by derivatives with respect to x(z) in order to derive a quantum curve. First of all,

let us remark that the action of
∑
P∈P

∑
k∈S(l+1)

P

ξ−kP (x(z))L̃P,k,l on (ωh,n)h,n≥0 in logψsymbol
NP (z, ℏ,ρ)

gives terms of order O(ℏ) except for the result of the action on ω0,0, which gives the coefficient
Pl+1(x(z)) of the classical spectral curve (2-1).

For this purpose, for each P ∈ P, l ∈ J0, d− 1K and k ∈ S
(l+1)
P , one defines

LP,k,l := L̃P,k,l − P
(l+1)
P,k , (6-58)

where the second term is understood as a multiplication operator by a symbol.
Let us define

Ksymbol
P,k,l (λ, ℏ,ρ) :=

ψsymbol
NP (z(1)(λ), ℏ,ρ) . . . ψsymbol

NP (z(d)(λ), ℏ,ρ)[
LP,k,lψsymbol

NP (z(1)(λ), ℏ,ρ)
]

. . .
[
LP,k,lψsymbol

NP (z(d)(λ), ℏ,ρ)
]

...
...[

(LP,k,l)d−1ψsymbol
NP (z(1)(λ), ℏ,ρ)

]
. . .

[
(LP,k,l)d−1ψsymbol

NP (z(d)(λ), ℏ,ρ)
]

(6-59)

and

Csymbol
P,k,l (λ, ℏ,ρ) := ℏ−1Ksymbol

P,k,l (λ, ℏ,ρ) ·
(

Ψ̂symbol
NP (λ, ℏ,ρ)

)−1
, (6-60)

where
(

Ψ̂symbol
NP (λ, ℏ,ρ)

)−1
is defined as a symbol from the adjoint matrix to Ψ̂symbol

NP (λ, ℏ,ρ)

and the inverse of det(Ψ̂symbol
NP (λ, ℏ,ρ)) as a symbol,(

Ψ̂symbol
NP (λ, ℏ,ρ)

)−1
=

1

det(Ψ̂symbol
NP (λ, ℏ,ρ))

Adj
[
Ψ̂symbol

NP (λ, ℏ,ρ)
]
. (6-61)
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For all λ such that Ψ̂NP(λ, ℏ,ρ) is invertible, i.e. for λ such that the Wronskian
det(Ψ̂NP(λ, ℏ,ρ)) is non vanishing, we can define the evaluated version of these objects by

KP,k,l(λ, ℏ,ρ) :=
ψNP(z(1)(λ), ℏ,ρ) . . . ψNP(z(d)(λ), ℏ,ρ)

ev.
[
LP,k,lψsymbol

NP (z(1)(λ), ℏ,ρ)
]

. . . ev.
[
LP,k,lψsymbol

NP (z(d)(λ), ℏ,ρ)
]

...
...

ev.
[
(LP,k,l)d−1ψsymbol

NP (z(1)(λ), ℏ,ρ)
]

. . . ev.
[
(LP,k,l)d−1ψsymbol

NP (z(d)(λ), ℏ,ρ)
]


(6-62)

and

CP,k,l(λ, ℏ,ρ) := ℏ−1KP,k,l(λ, ℏ,ρ) ·
(

Ψ̂NP(λ, ℏ,ρ)
)−1

. (6-63)

In the following, to shorten the notations, we shall most of the time omit the dependence
of the functions considered in ϵ and ρ. However, we should keep in mind that the elements of
the matrices denoted by CP,k,l(λ, ℏ) are functions of ℏ. More precisely, as the non-perturbative
wave functions, they are trans-series in ℏ

CP,k,l(λ, ℏ) =
∑
n≥0

ℏnC(n)
P,k,l(λ, ℏ), (6-64)

whose coefficients C
(n)
P,k,l(λ, ℏ) are combinations of products of derivatives of theta func-

tions. Remark that, contrary to the wave function which had an ℏ-dependent pre-factor
eℏ

−2ω0,0(ϵ)+ℏ−1S−1(z,ϵ)+S0(z,ϵ), the elements of CP,k,l(λ, ℏ) do not involve any ℏ-dependent pre-
factor.

One fundamental point is to understand the properties of these matrices
(CP,k,l(λ, ℏ))

l∈J0,d−1K,P∈P,k∈S(l+1)
P

as functions of λ. This is summed up in the following

theorem.

Theorem 6.2. For any l ∈ J0, d − 1K, P ∈ P and any k ∈ S
(l+1)
P , CP,k,l(λ, ℏ) is a rational

function of λ with possible poles at λ ∈ P, λ ∈ x(R) and λ in the set of zeros of the Wronskian
det Ψ̂NP(λ, ℏ). This means that, as a function of ℏ, CP,k,l(λ, ℏ) is a formal trans-series of the
form

CP,k,l(λ, ℏ) =
∑
n≥0

ℏnC(n)
P,k,l(λ, ℏ), (6-65)

where C
(n)
P,k,l(λ, ℏ) are rational functions of λ.

Proof. Let us first show that CP,k,l(λ, ℏ) is a mono-valued function of λ ∈ P1. One important
point is to understand how the non-perturbative wave functions behave as functions on the base
curve P1. For this purpose, let us describe how π1(P1 \ x(R)) acts on these wave functions.
When λ goes around γ ∈ π1(P1 \ x(R)), a point z ∈ x−1(λ) follows the composition of a non-
contractible path Γ ∈ H1(Σ,Z) and a path going from z to a, possibly distinct, point z′ in the
fiber above λ. This means that, for any j ∈ J1, dK,

∃ (n[γ, j],m[γ, j]) ∈ Z2g , ∃β ∈ J1, dK such that

ψ∞(α)

l,NP (z(j)(λ+ γ), ℏ,ρ) = e
2πi
ℏ

g∑
a=1

(n[γ,j]aϵa+m[γ,j]aρa)
ψ∞(α)

0,NP (z(β)(λ), ℏ,ρ). (6-66)
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This implies that there exists a monodromy matrix Mγ(ℏ) which has the shape of a permutation

matrix with entries of the form e
2πi
ℏ

g∑
a=1

(n[γ,j]aϵa+m[γ,j]aρa)
instead of 1’s such that

Ψ̂NP(λ+ γ, ℏ) = Ψ̂NP(λ, ℏ)Mγ(ℏ) and KP,k,l(λ+ γ, ℏ) = KP,k,l(λ, ℏ)Mγ(ℏ). (6-67)

Since Mγ(ℏ) is invertible, this implies that

CP,k,l(λ+ γ, ℏ) = CP,k,l(λ, ℏ). (6-68)

It is easy to see that the essential singularities of Ψ̂NP(λ, ℏ) compensate with the ones on
the other side so that CP,k,l(λ, ℏ) is a rational function of λ.

By definition, it is easy to see that it might have poles at λ ∈ P ∪x(R) from the singularities
of Ψ̂NP(λ, ℏ) but it can also have singularities at points λ where Ψ̂NP(λ, ℏ) is not invertible,
i.e. when the Wronskian vanishes.

The behavior in ℏ follows from the definition of the operators LP,k,l, where one always has a
product of ℏ2IC acting on terms of the form ℏ2h−2+nωh,n, with 2h− 2 + n ≥ −1. We collected
the order O(1) terms in Pl(λ) so that the resulting terms are of order O(ℏ). Since CP,k,l(λ, ℏ) is
of order ℏ−1 compared to LP,k,l, it is of order O(1).

Remark 6.5. A priori, the coefficients C
(n)
P,k,l(λ, ℏ) involve theta functions whose argument depends of

the different pre-images of λ in the classical spectral curve. We have seen that these are actually rational
functions of λ. However, these rational functions of λ can still depend on ℏ through derivatives of theta

functions of the form ∂nΘRiemann(v,τ )
∂vi1

...∂vin

∣∣∣
v=ϕ+ρ

ℏ

.

One can use the elements of the matrices (CP,k,l(λ, ℏ))
l∈J0,d−1K,P∈P,k∈S(l+1)

P

in order to write

the KZ equations simply as differential equations in λ. For any l ∈ J0, d− 1K and j ∈ J1, dK:

ℏ
dψ∞(α)

l,NP (z(j)(λ), ℏ)

dλ
+ ψ∞(α)

l+1,NP(z(j)(λ), ℏ) = Pl+1(λ)ψ∞(α)

0,NP (z(j)(λ), ℏ)

+ ℏ
∑
P∈P

∑
k∈S(l+1)

P

ξ−kP (λ)

d−1∑
m=0

[CP,k,l(λ, ℏ)]2,m+1 ψ
∞(α)

m,NP(z(j)(λ), ℏ). (6-69)

6.4 Lax system

Under this form, the KZ equations can be translated into a linear differential equation in λ
compatible with the actions of the linear operators (LP,k,l)l∈J0,d−1K,P∈P,k∈S(l+1)

P

.

Theorem 6.3 (ODE and Lax system). One has

ℏ
dΨ̂NP(λ, ℏ)

dλ
=

[
− P̂ (λ) + ℏ

∑
P∈P

∑
k∈N

ξ−kP (λ)∆̂P,k(λ, ℏ)

]
Ψ̂NP(λ, ℏ), (6-70)

where

P̂ (λ) :=


−P1(λ) 1 0 . . . 0
−P2(λ) 0 1 . . . 0

...
...

...
. . .

...
−Pd−1(λ) 0 0 . . . 1
−Pd(λ) 0 0 . . . 0

 (6-71)
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and for any P ∈ P and k ∈ N

∆̂P,k(λ, ℏ) :=


[CP,k,0(λ, ℏ)]2,1 . . . [CP,k,0(λ, ℏ)]2,d
[CP,k,1(λ, ℏ)]2,1 . . . [CP,k,1(λ, ℏ)]2,d

...
...

[CP,k,d−1(λ, ℏ)]2,1 . . . [CP,k,d−1(λ, ℏ)]2,d

 (6-72)

where CP,k,l(λ, ℏ) = 0 for k /∈ S
(l+1)
P .

For any P ∈ P, k ∈ N, l ∈ J0, d− 1K, one has the auxiliary systems

ℏ−1ev.LP,k,lΨ̂symbol
NP (λ, ℏ) = ÂP,k,l(λ, ℏ)Ψ̂NP(λ, ℏ), (6-73)

with the constraints
[CP,k,l(λ, ℏ)]2,j =

[
ÂP,k,l(λ, ℏ)

]
1,j
, ∀ j ∈ J1, dK, (6-74)

so that the entries of ∆̂P,k(λ, ℏ) are composed of elements of ÂP,k,l(λ, ℏ). The elements of

ÂP,k,l(λ, ℏ) are ℏ-trans-series functions that are rational functions of λ similarly to the elements
of CP,k,l(λ, ℏ).

One has similar equations at the symbolic level before evaluation but we shall not write them
down as they are obtained simply by adding an exponent symbol whenever needed by defining

Âsymbol
P,k,l (λ, ℏ) :=

(
LP,k,l

[
Ψ̂symbol

NP (λ, ℏ)
]) (

Ψ̂symbol
NP (λ, ℏ)

)−1
. (6-75)

6.5 A first gauge transformation to recover the classical spectral curve

Let us now prove that the matrices ∆̂P,k(·, ℏ) do not have any pole on the ramification locus
x(R) so that (6-70) produces a quantum curve. For this purpose, it is easier to work in a different
basis in which the leading order in ℏ of the Lax matrix is companion-like (and thus recovers the
classical spectral curve) and study the associated linear systems. Let us define the matrix

G(λ) :=



1 0 0 . . . 0 0
P1(λ) −1 0 . . . 0 0
P2(λ) −P1(λ) 1 . . . 0 0

...
...

...
. . .

...
...

Pd−2(λ) −Pd−3(λ) Pd−4(λ) . . . (−1)d−2 0
Pd−1(λ) −Pd−2(λ) Pd−3(λ) . . . (−1)d−2P1(λ) (−1)d−1


(6-76)

whose non-zero entries are Gi,j = (−1)j−1Pi−j(λ) for 1 ≤ j < i ≤ d and Gi,i = (−1)i−1 for

i ∈ J1, dK. It can easily be checked that P̂ (λ)G(λ) = −G(λ)P̃ (λ), where

P̃ (λ) :=


0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
(−1)d−1Pd(λ) (−1)d−2Pd−1(λ) (−1)d−3Pd−2(λ) . . . P1(λ)

 (6-77)

so that
P̃ (λ) = (G(λ))−1

(
−P̂ (λ)

)
G(λ). (6-78)
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Note that the characteristic polynomial of P̃ (λ) is precisely the classical spectral curve (2-1):
det(yId − P̃ (λ)) = P (λ, y). We use this matrix G to define a gauge transformation by

Ψ̃(λ, ℏ) := (G(λ))−1 Ψ̂NP(λ, ℏ), (6-79)

which is solution to the differential equation

ℏ
dΨ̃(λ, ℏ)

dλ
= L̃(λ, ℏ)Ψ̃(λ, ℏ), (6-80)

with

L̃(λ) :=

[
P̃ (λ) + ℏ

∑
P∈P

∑
k∈N

ξ−kP (λ)∆̃P,k(λ, ℏ)

]
, (6-81)

where

∆̃P,k(λ, ℏ) := −ℏ (G(λ))−1 ∂G(λ)

∂λ
+ (G(λ))−1 ∆̂P,k(λ, ℏ)G(λ). (6-82)

Remark 6.6. Let us note that one can define a symbol Gsymbol(λ) by considering the rational functions
Pj(λ) as symbols. This allows to define a symbol

Ψ̃symbol(λ, ℏ) := (Gsymbol(λ))−1Ψ̂symbol
NP (λ, ℏ), (6-83)

where
(
Gsymbol(λ)

)−1
is defined using its adjoint and the symbolic inverse of its determinant. We can as

well define a symbolic Lax matrix

L̃symbol(λ, ℏ) := ℏ
∂Ψ̃symbol(λ, ℏ)

∂λ

(
Ψ̃symbol(λ, ℏ)

)−1

, (6-84)

where (
Ψ̃symbol(λ, ℏ)

)−1
:= Adj

[
Ψ̃symbol(λ, ℏ)

] 1

det Ψ̃symbol(λ, ℏ)
(6-85)

using the symbolic inverse.

For any P ∈ P, l ∈ J0, d− 1K, k ∈ S
(l+1)
P , one also has the auxiliary systems

ℏ−1ev.LP,k,lΨ̃symbol(λ, ℏ) = ÃP,k,l(λ, ℏ)Ψ̃(λ, ℏ), (6-86)

where

ÃP,k,l(λ, ℏ) := (G(λ))−1

(
ev.
( [
Gsymbol(λ), ℏ−1LP,k,l

]
Ψ̃symbol(λ, ℏ)

))
Ψ̃(λ, ℏ)−1

+ (G(λ))−1 ÂP,k,l(λ, ℏ)G(λ) (6-87)

is a rational function of λ with the same poles as ÂP,k,l(λ, ℏ).

6.6 Behavior of the auxiliary matrices at the ramification points

Let us now state one of the main properties of the auxiliary matrices(
ÃP,k,l(λ, ℏ)

)
P∈P,l∈J0,d−1K,k∈S(l+1)

P

.

Theorem 6.4. For any P ∈ P, l ∈ J0, d− 1K, k ∈ S
(l+1)
P , the matrix ÃP,k,l(λ, ℏ) does not have

any pole at the critical values u ∈ x (R). This implies that for any P ∈ P and k ∈ N, the
matrices ∆̂P,k(λ, ℏ) and ∆̃P,k(λ, ℏ) are regular at the ramification points.
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Proof. This is proved by induction in Appendix C.

This allows us to obtain the following important property.

Corollary 6.1. The wave functions matrix Ψ̂NP(λ, ℏ) is solution to a linear differential equation

ℏ
dΨ̂NP(λ, ℏ)

dλ
= L̂(λ, ℏ) Ψ̂NP(λ, ℏ), (6-88)

where the rational function

L̂(λ, ℏ) =

[
− P̂ (λ) + ℏ

∑
P∈P

∑
k∈N

ξ−kP (λ)∆̂P,k(λ, ℏ)

]
(6-89)

has poles at λ ∈ P and at zeros of the Wronskian det Ψ̂NP(λ, ℏ), the latter being apparent
singularities of the system.

Let us emphasize again that this differential equation has to be understood as an equality
order by order in ℏ in the trans-series as explained in Section 6.2.2.

We have thus built a linear differential system of size d × d whose formal fundamental
solution can be computed by topological recursion. This system has poles at the poles of the
leading WKB term, namely at poles of the function y but it may also have poles at apparent
singularities. We now wish to continue our study of this system and understand better these
apparent singularities, find a gauge equivalent system without apparent singularities and write
down the associated quantum curve. This is what we are doing in the next section, based on
the observation that the position of the apparent singularities can be computed thanks to the
KZ equations.

7 Gauge transformations and quantum curve

In this section, we deduce quantum curves from the Lax system presented in the previous
section, which may feature apparent singularities. We also apply a gauge transformation in order
to obtain another linear Lax system without any apparent singularities and whose only poles
are at the singularities of the initial classical spectral curve. We finally study the characteristic
polynomial of this system and present it as a deformation of the classical spectral curve, allowing
to interpret our result as an ℏ-family of connections on the base curve P1.

7.1 Companion-like system associated to the quantum curve

We have shown that the topological recursion allowed us to build a fundamental solution to the
size d linear differential system (Equation (6-70)). This implies that each element of the matrix
Ψ̂NP(λ, ℏ) is itself a solution to a degree d differential equation. In particular, considering the
elements of the first line, this implies that these elements are solution to a degree d ODE which
we can consider as a quantization of the classical spectral curve.

Definition 7.1 (Quantum Curve). For all j ∈ J1, dK, let us define

ψ(j)(λ, ℏ) := ψ∞(α)

0,NP (z(j)(λ), ℏ). (7-1)
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Then, for all j ∈ J1, dK, ψ(j)(λ, ℏ) is solution to a degree d ODE of the form

∀ j ∈ J1, dK :
d∑

k=0

bd−k(λ, ℏ)

(
ℏ
∂

∂λ

)k
ψ(j)(λ, ℏ) = 0, (7-2)

for some coefficients (bl(λ, ℏ))l∈J0,dK with b0(λ, ℏ) = 1. This ODE is known as the “quantum
curve” associated to the admissible classical spectral curve (2.1). ⋆

Remark 7.1. Observe that the quantum curve depends on the choice of α, but we decided not to
indicate this dependence to make notations lighter.

In order to understand better how this procedure is a good quantization of the classical
spectral curve, we need to study the properties and singularities of the coefficients (bl(λ, ℏ))l∈J0,dK
of the quantum curve.

In order to simplify the exposition in this section, we rewrite the quantum curve in a
companion-like matrix form.

Definition 7.2 (Matrix form of the quantum curve). We define the d× d matrix

Ψ(λ, ℏ) :=

[(
ℏ
∂

∂λ

)i−1
ψ(j)(λ, ℏ)

]
1≤i,j≤d

(7-3)

and the d× d companion-like matrix

L(λ, ℏ) :=


0 1 0 . . . 0

0 0 1
...

...
. . .

. . .
. . . 0

0 0 0 0 1
−bd(λ, ℏ) −bd−1(λ, ℏ) −bd−2(λ, ℏ) . . . −b1(λ, ℏ)

 (7-4)

so that (7-2) is equivalent to

ℏ
∂

∂λ
Ψ(λ, ℏ) = L(λ, ℏ)Ψ(λ, ℏ). (7-5)

⋆

This matrix L(λ, ℏ) can be obtained by a rational gauge transformation from L̂(λ, ℏ) so that
the coefficients (bj(λ, ℏ))dj=0 are rational functions of λ. From Theorem 6.4, Ψ(λ, ℏ) can have

singularities only at λ ∈ P so that the functions (bj(λ, ℏ))dj=0 can have poles at λ ∈ P. They
may as well have simple poles at apparent singularities of the system. It is a classical result,
which can be adapted in the present trans-series setup, that these apparent singularities are
exactly the values of λ which annihilate the Wronskian of this new system det Ψ(λ, ℏ). Let us
also emphasize that, even if it is implicit in the notations, they are formal series in ℏ of the
same type as the elements of the matrices (CP,k,l(λ, ℏ))

P∈P,l∈J0,d−1K,k∈S(l+1)
P

, namely they are

series in ℏ whose coefficients are rational functions of λ with coefficients given by combinations
of derivatives of theta functions.

In the next section, we will study more carefully the properties of these rational functions
(bl(λ, ℏ))l∈J0,dK as well as the apparent singularities of this system and how to remove them.
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7.1.1 Wronskian and apparent singularities

Let us first study the apparent singularities of our system.
For this purpose, we wish to identify the structure of the Wronskian W (λ, ℏ) := det Ψ(λ, ℏ).

In order to achieve this aim, let us first study its singularity structure. Thanks to Theorem 6.4,
it might have singularities only when λ→ P ∈ P. Let us first remark that one has

W (λ, ℏ) := det Ψ(λ, ℏ) = det [S(λ, ℏ)]

d∏
j=1

ψ(j)(λ, ℏ), (7-6)

where S(λ, ℏ) is the d× d matrix defined by

∀ (i, j) ∈ J1, dK2 : [S(λ, ℏ)]ij :=
(
ψ(j)(λ, ℏ)

)−1 (
ℏ
∂

∂λ

)i−1
ψ(j)(λ, ℏ). (7-7)

Let us now recall that the non-perturbative wave function reads

ψ∞(α)

0,NP (z, ℏ) = eℏ
−2ω0,0(ϵ)+ℏ−1S−1(z,ϵ)+S0(z,ϵ)

(
1 +

∞∑
m=1

ℏm Ξ(∞α)
m (z, ℏ)

)
, (7-8)

where, for any m ≥ 0, Ξ
(∞(α))
m (z) is holomorphic at z ∈ x−1(P) and

S−1(z, ϵ) =

∫ z

∞(α)

ydx+O(1)

and

S0(z, ϵ) =

∫ z

z1=∞(α)

∫ z

z2=∞(α)

[
ω0,2(z1, z2) −

dx(z1) dx(z2)

(x(z1) − x(z2))2

]
+O(1)

for z → p ∈ x−1(P).
Let us recall as well that

ω0,2(z1, z2) −
dx(z1) dx(z2)

(x(z1) − x(z2))2
= −

∑
z∈x−1(z2)\{z2}

ω0,2(z1, z) (7-9)

to emphasize the fact that this does not have any pole on the diagonal. Hence,

ℏ−2ω0,0(ϵ) + ℏ−1S−1(z, ϵ) + S0(z, ϵ) = ℏ−1

∫ z

∞(α)

ydx+ holomorphic, (7-10)

as z → p ∈ x−1(P).
On the other hand, one has

det [S(λ, ℏ)] = det

[(
y(z(j)(λ))

)i−1
]

+ sub-leading terms. (7-11)

This finally gives the asymptotics as λ→ P ∈ P,

det Ψ(λ, ℏ) = κP exp

[
ℏ−1

∫ λ

∞
P1(λ)dλ

]
ξP (λ)−GP [1 +O (ξP (λ))] , (7-12)

where

∀ i ∈ J1, NK : GΛi ≤ max
β ⊆

d(d−1)
2

x−1(Λi)

(∑
p∈β

rp

)
, (7-13)
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G∞ ≤ max
β ⊆

d(d−1)
2

x−1(Λi)

(∑
p∈β

rp − 2

)
, (7-14)

and κP is independent of λ and ℏ.
This allows to obtain an expression for the Wronskian.

Corollary 7.1 (Expression of the Wronskian). The Wronskian takes the form

det Ψ(λ, ℏ) = κ

G∏
i=1

(λ− qi(ℏ))

N∏
i=1

(λ− Λi)
GΛi

exp

(
ℏ−1

∫ λ

0
P1(λ)dλ

)
, (7-15)

where κ is independent of λ and G =
∑
P∈P

GP .

Proof. The proof is similar to the proof of Theorem 6.2.
Let us consider the ratio detΨ(λ,ℏ)

exp
(
ℏ−1

∫ λ
0 P1(λ)dλ

) . By studying its possible singularities and mon-

odromies, one sees that it is a rational function of λ with poles in P.
More precisely, it implies that

det Ψ(λ, ℏ)

exp
(
ℏ−1

∫ λ
0 P1(λ)dλ

) =
∞∑
m=0

ℏmWm(λ, ℏ), (7-16)

where

Wm(λ, ℏ) =
Polm(λ, ℏ)

N∏
i=1

(λ− Λi)
GΛi

, (7-17)

with Polm(λ, ℏ) a polynomial in λ of degree at most G whose coefficients can depend on ℏ
through theta functions and their derivatives so that

det Ψ(λ, ℏ)

exp
(
ℏ−1

∫ λ
0 P1(λ)dλ

) =

∞∑
m=0

ℏmPolm(λ, ℏ)

N∏
i=1

(λ− Λi)
GΛi

, (7-18)

leading to the result with

κ
G∏
i=1

(λ− qi(ℏ)) =
∞∑
m=0

ℏmPolm(λ, ℏ). (7-19)

The zeros qi(ℏ) are obtained by solving the equation with
∞∑
m=0

ℏmPolm(qi(ℏ), ℏ) order by order

in ℏ by considering solutions of the form

qi(ℏ) =

∞∑
m=0

ℏmq(m)
i (ℏ), (7-20)

where the coefficients q
(m)
i (ℏ) depend on ℏ only through oscillatory integrals of the form

∂nΘRiemann(v,τ )
∂vi1 ...∂vin

∣∣∣
v=ϕ+ρ

ℏ

. This equation is solved order by order in ℏ so that the number of solutions
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is fixed by the number of solutions of the leading order equation in ℏ which has G distinct solu-
tions from the admissibility assumption (Definition 2.5) of the classical spectral curve. Hence,
qi(ℏ) ̸= qj(ℏ), for i ̸= j.

Let us remark that for generic values of the spectral times (tp,k)p∈x−1(P),k∈J0,rp−1K, the number
of zeros of the Wronskian is expected to be equal to the genus g of the classical spectral curve
(see Examples 8). The zeros (qi(ℏ))Gi=1 are trans-series in ℏ that can be computed through the
asymptotics of Ψ at its poles. The latter may be computed by expanding the KZ equations
around the poles P ∈ P. We shall see this procedure in the examples of Section 8.

7.1.2 Behavior of the quantum curve at poles

We now know that the coefficients (bj(λ, ℏ))j∈J1,dK have simple poles at λ ∈ {qi}Gi=1 and possibly
higher order poles at λ ∈ P. From a quantization perspective, one expects the leading order of
bj(λ, ℏ) to behave as its classical limit Pj(λ) at any pole in P. Let us check this and be more
precise in our description of bj(λ, ℏ).

The coefficients (bj(λ, ℏ))dj=1 of the Lax matrix L(λ, ℏ) are solutions to a system of d equations

d−1∑
k=0

bd−k(λ, ℏ)

ψ(j)(λ, ℏ)

ℏk∂kψ(j)(λ, ℏ)

∂λk
= − 1

ψ(j)(λ, ℏ)

ℏd∂dψ(j)(λ, ℏ)

∂λd
, (7-21)

for j ∈ J1, dK. Away from the zeros λ = qi(ℏ) of the Wronskian, this equation has a unique
solution in (bj(λ, ℏ))dj=1. Let us study this solution as λ → P ∈ P. We shall first evaluate the
behavior of the coefficients of this equation.

Lemma 7.1. One has

∀j ∈ J1, dK , ∀ k ≥ 1 ,
1

ψ(j)(λ)

ℏk∂kψ(j) (λ)

∂λk
= y(z(j)(λ))k +O

(
∂y(z(j)(λ))k−1

∂λ

)
, (7-22)

when λ→ P ∈ P.

Proof. We shall proceed by induction. For k = 1, this is obviously valid. Let us assume that
the proposition is valid for k− 1, let us prove it for k. A simple computation shows that, for all
k ≥ 2,

1

ψ(j)(x(z))

ℏk∂kψ(j)(x(z))

∂x(z)k
= (7-23)

ℏ∂
∂x(z)

[
1

ψ(j)(x(z))

ℏk−1∂k−1ψ(j)(x(z))

∂x(z)k−1

]
+

1

ψ(j)(x(z))

ℏψ(j)(x(z))

∂x(z)

1

ψ(j)(x(z))

ℏk−1∂k−1ψ(j)(x(z))

∂x(z)k−1
,

which implies the lemma.

Using the behavior of the function y at its poles, this implies that, around a pole P ∈ P,
one has, for all j ∈ J1, dK

∀ k ≥ 1 ,
1

ψ(j)(λ)

ℏk∂kψ(j) (λ)

∂λk
= y(z(j)(λ))k +O

(
ζp(j)(λ)

(k−1)(−r
p(j)

−ϵP dp(j)+1)−ϵP dp(j)
)

(7-24)

where p(j) denotes the pre-image of P in the jth sheet of the cover.
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On the other hand, one knows that the rational functions (Pl(λ))dl=0 satisfy the classical
spectral curve equation, i.e.

∀ j ∈ J1, dK :

d−1∑
k=0

(−1)d−kPd−k(λ)
[
y(z(j)(λ))

]k
= −

[
y(z(j)(λ))

]d
. (7-25)

Hence, the leading order terms of bk(λ, ℏ) as λ → P ∈ P match those of (−1)d−kPd−k(λ)
and thus are ℏ-independent. The exact number of terms independent of ℏ can be computed on
a case by case basis.6

7.2 Pole structure of the quantum curve

Since coefficients (bi(λ, ℏ))i∈J1,dK of the quantum curve might only have simple poles at apparent
singularities, we may regroup the observation above together with results of Sections 7.1.1 and
7.1.2 to obtain the following expression.

Theorem 7.1. The coefficients of the quantum curve read

∀ l ∈ J1, dK : bl(λ, ℏ) =
∑
P∈P

∑
k∈S(l)

P

B
(l)
P,k(ℏ)ξP (λ)−k +

G∑
i=1

p
(l)
i (ℏ)

λ− qi(ℏ)
, (7-26)

for some trans-series p
(l)
i (ℏ) and B

(l)
P,k(ℏ) of the same nature as the singularities qi(ℏ).

Moreover, for any l ∈ J1, dK, some of the leading coefficients B
(l)

P,S(l)
P

(ℏ) of the singular part

of bl(λ, ℏ) around any P ∈ P do not depend on ℏ since they are equal to the leading coefficient
of (−1)lPl(λ).

In addition to the behavior of the coefficients of the quantum curve around its poles, it is
possible to study how the later behaves as ℏ → 0. For this purpose, let us recall that the non-
perturbative wave functions are obtained as evaluations of theta-symbols. From this perspective,

any expression of the form 1
ψ(j)(λ)

ℏk∂kψ(j)(λ)
∂λk

, for k ∈ N, admits a well defined ℏ → 0 limit as

lim
ℏ→0

1

ψ(j)(λ)

ℏk∂kψ(j) (λ)

∂λk
= y(z(j))k. (7-27)

Let us remark that the coefficients (bi(λ, ℏ))i∈J1,dK can be expressed through

L(λ, ℏ) = ℏ
∂Ψ(λ, ℏ)

∂λ
· Ψ(λ, ℏ)−1.

From this perspective, any bi(λ, ℏ) can be expressed in terms of combinations of expressions

of the form 1
ψ(j)(λ)

ℏk∂kψ(j)(λ)
∂λk

. For example, the coefficient b1(λ, ℏ) is given by the logarithmic

derivative of the Wronskian

b1(λ, ℏ) = − 1

W (λ, ℏ)

∂W (λ, ℏ)

∂λ
.

This implies that bi(λ, ℏ) admits a well defined limit as ℏ → 0 as a trans-series built out of
theta-symbols.

One can thus consider the ℏ → 0 limit of the quantum curve which is nothing but the classical
spectral curve thanks to (7-27). One thus obtains our second main result motivating the name
“quantum curve” in Definition 7.1.

6These terms generically correspond to the Casimirs obtained by studying the associated isospectral system.
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Theorem 7.2. One has
∀ l ∈ J1, dK : bl(λ, ℏ)

ℏ→0→ (−1)lPl(λ). (7-28)

Let us emphasize that the position of the apparent singularities as qi(ℏ), the corresponding

residues p
(l)
i (ℏ) as well as the coefficients B

(l)
P,k(ℏ) can be computed explicitly in terms of the

coefficients of the expansion of the non-perturbative wave functions around its singularities
p ∈ P. They can thus be expressed in terms of quantities computed by the topological recursion
procedure. In examples presented in Section 8, we alternatively write these coefficients in terms
of the spectral times (tp,k)p∈x−1(P),k∈J0,rp−1K and g Hamiltonians (Hi)

g
i=1 whose expressions are

explicit in terms of the Darboux coordinates (qi, pi)
g
i=1 and spectral times. These results are

similar to the ones obtained for hyper-elliptic curves in [40] and we believe that they should hold
in the general framework. We leave this conjecture for future works.

7.3 Gauge transformation to remove apparent singularities

We have built a differential equation (Definition (7.1)) with the expected singularities as λ→ P.
However, equation (7-2) involves singularities away from P as well. Since the solution Ψ(λ, ℏ)
is regular at these points (qi(ℏ))Gi=1, these are apparent singularities, meaning that they are at
most simple poles of the coefficients (bl(λ, ℏ))dl=1. In addition, one knows that there exists a
gauge transformation transforming this system into a system without apparent singularities.
Let us exhibit this gauge transformation.

7.3.1 Expression of the gauge transformation removing apparent singularities

Definition 7.3 (Gauge transformation). We define the following gauge transformation matrix,

J(λ, ℏ) :=



1 0 . . . 0 0
0 1 . . . 0 0

. . .
. . .

. . .
. . .

0 0 . . . 1 0
Qd(λ,ℏ)

G∏
i=1

(λ−qi(ℏ))

Qd−1(λ,ℏ)
G∏

i=1
(λ−qi(ℏ))

. . . Q2(λ,ℏ)
G∏

i=1
(λ−qi(ℏ))

Q1(λ,ℏ)
G∏

i=1
(λ−qi(ℏ))


where the coefficients (Qi(λ, ℏ))di=1 are defined by interpolation by the constraints

� for j ∈ J1, dK, Qj(λ, ℏ) is a polynomial of degree at most G− 1;

� for j ∈ J1, dK we have

∀ i ∈ J1, GK :
Qj(qi(ℏ), ℏ)

N∏
k=1

(qi(ℏ) − Λk)
GΛk

= −ℏ−1 Res
λ→qi(ℏ)

bj(λ, ℏ) dλ = −ℏ−1 p
(j)
i (ℏ). (7-29)

⋆

In particular, since b1(λ, ℏ) = −ℏ∂ log detΨ(λ,ℏ)
∂λ , one has

∀ i ∈ J1, GK :
Q1(qi(ℏ), ℏ)

N∏
k=1

(qi(ℏ) − Λk)
GΛk

= −ℏ−1 Res
λ→qi(ℏ)

b1(λ, ℏ) dλ = 1, (7-30)
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so that

Q1(λ, ℏ) =

N∏
k=1

(λ− Λk)
GΛk (7-31)

does not depend on ℏ.
This implies that

det J(λ, ℏ) =

N∏
k=1

(λ− Λk)
GΛk

G∏
i=1

(λ− qi(ℏ))

. (7-32)

This gauge transformation finally allows us to obtain our final system of ODEs.

Theorem 7.3. The matrix
Ψ̌(λ, ℏ) := J(λ, ℏ)Ψ(λ, ℏ) (7-33)

is solution to the linear differential equation

ℏ
∂Ψ̌(λ, ℏ)

∂λ
= Ľ(λ, ℏ)Ψ̌(λ, ℏ), (7-34)

where the Lax matrix

Ľ(λ, ℏ) := J(λ, ℏ)L(λ, ℏ)J(λ, ℏ)−1 + ℏ
∂J(λ, ℏ)

∂λ
J(λ, ℏ)−1 (7-35)

is a rational function of λ with poles only at λ ∈ P whose expression is given in the following
Proposition 7.1.

Proof. Let us first study the possible singularities of Ψ̌(λ, ℏ). It inherits the singularities at
λ ∈ P from Ψ(λ, ℏ) but could now have simple poles at λ = qi(ℏ) for any i ∈ J1, GK, from the
poles of J(λ, ℏ). Let us rule out this possibility. For this purpose, we can compute the expansion
of J(λ, ℏ) around λ = qi. It reads

J(λ, ℏ) =


0 0 . . . 0 0
0 0 . . . 0 0
...

. . .
. . .

. . .
...

0 0 . . . 0 0
Res
λ→qi

bd(λ, ℏ) dλ Res
λ→qi

bd−1(λ, ℏ) dλ . . . Res
λ→qi

b2(λ, ℏ) dλ Res
λ→qi

b1(λ, ℏ) dλ



×

N∏
k=1

(qi(ℏ) − Λk)
GΛk∏

j∈J1,dK\{i}
(qi(ℏ) − qj(ℏ))

1

(λ− qi(ℏ))
+O(1). (7-36)

The residue of Ψ̌(λ, ℏ) at the simple pole λ = qi(ℏ) is thus proportional to

Res
λ→qi(ℏ)

Ψ̌(λ, ℏ)dλ =

N∏
k=1

(qi(ℏ) − Λk)
GΛk∏

j∈J1,dK\{i}
(qi(ℏ) − qj(ℏ))

Res
λ→qi(ℏ)


0 0 . . . 0 0
0 0 . . . 0 0

. . .
. . .

. . .
. . .

0 0 . . . 0 0
bd(λ, ℏ) bd−1(λ, ℏ) . . . b2(λ, ℏ) b1(λ, ℏ)

Ψ(λ, ℏ) dλ.

(7-37)
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Hence
∀ l ∈ J1, d− 1K , ∀m ∈ J1, dK : Res

λ→qi

[
Ψ̌(λ, ℏ)

]
l,m

dλ = 0, (7-38)

while, for j ∈ J1, dK, we have

Res
λ→qi(ℏ)

[
Ψ̌(λ, ℏ)

]
d,j
dλ =

N∏
k=1

(qi(ℏ) − Λk)
GΛk∏

j∈J1,dK\{i}
(qi(ℏ) − qj(ℏ))

Res
λ→qi(ℏ)

d−1∑
k=0

bd−k(λ, ℏ)

(
ℏ
∂

∂λ

)k
ψ(j)(λ, ℏ)dλ.

(7-39)
From (7-2), this is equal to

Res
λ→qi(ℏ)

[
Ψ̌(λ, ℏ)

]
d,j
dλ = −

N∏
k=1

(qi(ℏ) − Λk)
GΛk∏

j∈J1,dK\{i}
(qi(ℏ) − qj(ℏ))

Res
λ→qi(ℏ)

(
ℏ
∂

∂λ

)d
ψ(j)(λ, ℏ)dλ, (7-40)

which is vanishing since ψ(j)(λ, ℏ) does not have any singularity at λ = qi(ℏ). Hence, Ψ̌(λ, ℏ)
does not have any pole at λ = qi(ℏ) and only has singularities at λ ∈ P.

This means that, apart from λ ∈ P, Ľ(λ, ℏ) might have only apparent singularities. Let us
recall that these apparent singularities can only appear as zeros of the Wronskian of this system
det Ψ̌(λ, ℏ).

One can easily compute

det Ψ̌(λ, ℏ) = det(J(λ, ℏ)) det(Ψ(λ, ℏ)) = κ exp

(
ℏ−1

∫ λ

0
P1(λ)dλ

)
, (7-41)

which is not vanishing away from λ ∈ P. Thus Ľ(λ, ℏ) does not have any apparent singularity.

Let us now compute explicitly Ľ(λ, ℏ). A straightforward computation gives the following
proposition.

Proposition 7.1 (Expression of Ľ). The entries of the matrix Ľ(λ, ℏ) are

∀ l ∈ J1, d− 2K , ∀m ∈ J1, dK :
[
Ľ(λ, ℏ)

]
l,m

= δl,m−1,

∀m ∈ J1, d− 1K :
[
Ľ(λ, ℏ)

]
d−1,m

= − Qd−m+1(λ, ℏ)
N∏
k=1

(λ− Λk)
GΛk

,

[
Ľ(λ, ℏ)

]
d−1,d

=

G∏
j=1

(λ− qj(ℏ))

N∏
k=1

(λ− Λk)
GΛk

,

[
Ľ(λ, ℏ)

]
d,1

= ℏ

∂

(
Qd(λ)(ℏ)

G∏
j=1

(λ−qj(ℏ))

)
∂λ

− bd(λ, ℏ)

N∏
k=1

(λ− Λk)
Gk

G∏
j=1

(λ− qj(ℏ))
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−P1(λ)
Qd(λ, ℏ)

G∏
j=1

(λ− qj(ℏ))

− Q2(λ, ℏ)Qd(λ, ℏ)
G∏
j=1

(λ− qj(ℏ))
N∏
k=1

(λ− Λk)
GΛk

,

and for m ∈ J1, d− 1K:

[
Ľ(λ, ℏ)

]
d,m

= ℏ

∂

(
Qd−m+1(λ,ℏ)
G∏

j=1
(λ−qj(ℏ))

)
∂λ

− bd−m+1(λ, ℏ)

N∏
k=1

(λ− Λk)
Gk

G∏
j=1

(λ− qj(ℏ))

− P1(λ)
Qd−m+1(λ, ℏ)
G∏
j=1

(λ− qj(ℏ))

− Q2(λ, ℏ)Qd−m+1(λ, ℏ)
G∏
j=1

(λ− qj(ℏ))
N∏
k=1

(λ− Λk)
GΛk

+
Qd−m+2(λ, ℏ)
G∏
j=1

(λ− qj(ℏ))

and finally [
Ľ(λ, ℏ)

]
d,d

= P1(λ) +
Q2(λ, ℏ)

N∏
k=1

(λ− Λk)
GΛk

.

Let us remind the reader that the polynomials (Qj(λ, ℏ))dj=1 are defined by interpolation in
Definition 7.3.

7.3.2 ℏ-Deformed spectral curve

The ℏ-deformed spectral curve associated to the differential system (7-34) is defined by det(y−
Ľ(λ, ℏ)). It reads

det(y − Ľ(λ, ℏ)) = yd +
d−1∑
k=0

yk b̌d−k(λ, ℏ), (7-42)

where for all j ∈ J1, dK, we have

b̌j(λ, ℏ) = bj(λ, ℏ) + ℏ
Qj(λ, ℏ)

N∏
k=1

(λ− Λk)
GΛk

G∑
i=1

1

λ− qi(ℏ)
− ℏ

N∏
k=1

(λ− Λk)
GΛk

∂Qj(λ, ℏ)

∂λ
. (7-43)

Remark in particular that
b̌1(λ, ℏ) = −P1(λ) (7-44)

is independent of ℏ, while the other coefficients read, for all j ∈ J2, dK,

b̌j(λ, ℏ) =
∑
P∈P

∑
k∈S(j)

P

B
(j)
P,k ξP (λ)−k +

G∑
i=1

1

λ− qi(ℏ)

[
ℏ

Qj(λ, ℏ)
N∏
k=1

(λ− Λk)
GΛk

+ p
(j)
i (ℏ)

]

− ℏ
N∏
k=1

(λ− Λk)
GΛk

∂Qj(λ, ℏ)

∂λ
, (7-45)

whose poles at (qi(ℏ))di=1 cancel due to the conditions on the polynomials (Qi)
d
i=1 following

Definition 7.3.
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In [39], following [1], it was observed that the zeros of the Wronskian could be used to define
Darboux coordinates describing our Lax matrix as a point in a coadjoint orbit. In order to
prepare future work explaining our result from the point of view of isomonodromic systems, let
us observe that we have obtained a very similar structure in this more general context. This is
summarized by the following result.

Theorem 7.4. For any i ∈ J1, GK, the pair
(
qi, P1(qi) − ℏ−1p

(2)
i

)
defines a point on the ℏ-

deformed classical spectral curve, i.e.

det(P1(qi) − ℏ−1p
(2)
i (ℏ) − Ľ(qi, ℏ)) = 0. (7-46)

Proof. The theorem follows from the observation that the last column of the matrix y− Ľ(qi, ℏ)
has only one non-vanishing element given by

[
y − Ľ(qi, ℏ)

]
d,d

= y − P1(λ) − Q2(λ, ℏ)
N∏
k=1

(λ− Λk)
GΛk

. (7-47)

Hence, its determinant is proportional to this element that vanishes for y = P1(qi)− ℏ−1p
(2)
i (ℏ).

Remark 7.2. We note that the quantum curve of Definition 7.1 and its parametrization using(
qi, pi := P1(qi) − ℏ−1p

(2)
i

)
1≤i≤G

recover results of Dubrovin and Mazzocco [17] in the case of

Fuchsian singularities. Indeed, the parametrization is the same in both setups since the (qi)1≤i≤G
are the apparent singularities (i.e. zeros of the Wronskian as observed in Corollary 7.1) while
from (7-29) we have

∀ i ∈ J1, GK : p
(2)
i = Res

λ→qi
b2(λ) (7-48)

as used by Dubrovin and Mazzocco (See page 5 of [17]). The main difference is that we obtain a
formal family of quantum curves parametrized by the parameter ℏ that could be inserted in [17]
by a simple rescaling of the spectral parameter, the position of the poles and their monodromies
and of the wave matrix. Up to this trivial rescaling, the quantum curves (eq. 1.8 of [17]) are
the same because they have the same pole structure in both setups.

7.4 Summary of the different interesting gauges

From Section 6.4 up to Section 7.3, we used 4 different gauges. Each of them has advantages
and limitations that we detail here. Note that none of the gauge transformations modify the
first line of the wave functions matrix so that it remains the same in the 4 different gauges (and
is used to define the quantum curve in Definition 7.1).

� Gauge Ψ̂: This is the natural gauge coming from KZ equations and it provides compatible
auxiliary systems (LP,k,l)P∈P,l∈J0,d−1K,k∈S(l+1)

P

. The main limitations are that the corre-

sponding Lax matrix L̂ is not companion-like and that even its order ℏ0 is not companion-
like. This means that both the classical and quantum spectral curves are not directly
readable from the Lax matrix. This gauge may also contain apparent singularities.

� Gauge Ψ̃: This gauge shares many properties of the previous one and it is obtained from it
through an ℏ0 gauge transformation (6-79). The main difference is that the leading order
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in ℏ of L̃ is companion-like so that the classical spectral curve is directly recovered from
its last line. However, this does not hold for any order in ℏ so that the quantum curve is
not directly readable in this gauge. This gauge may also contains apparent singularities.

� Gauge Ψ: This is a gauge in which the corresponding Lax matrix L is companion-like at all
orders in ℏ. This means that both the quantum and classical curves are directly read from
the last line of L and its ℏ → 0 limit. This gauge may contain apparent singularities but it
provides a natural framework for Darboux coordinates and isomonodromic deformations.

� Gauge Ψ̌: This gauge is obtained from the previous one with an explicit matrix given

in Definition 7.3. In this gauge, the Lax matrix Ľ has no apparent singularities. This
allows to interpret Ľ(λ, ℏ)dλ as an ℏ-familly of Higgs fields giving rise to a flow in the
corresponding Hitchin system. However in this gauge, Ľ is no longer companion-like (last
two lines are non-trivial) so it is less adapted to directly read the classical and quantum
curves. This gauge should also provide Lax systems generalizing Jimbo–Miwa Lax pairs
for the Painlevé cases [35].

7.5 Practical computations

In this section, we have built a quantum curve (7-2) and some associated linear systems L(λ, ℏ)
(given by equation (7-4) and Theorem 7.1) and Ľ(λ, ℏ) (given by Proposition 7.1). Both systems
are expressed in terms of the apparent singularities (qi(ℏ))di=1. As we shall see in the examples,
the position of these apparent singularities can be expressed in terms of the action of the linear

operators IC on the non-perturbative wave functions ψ
(∞(α))
NP . In practice, here is the procedure

one should follow to quantize a classical spectral curve.

1. Write down the KZ equations (6-51) satisfied by the non-perturbative wave function.

2. Expand these KZ equations around each pole λ→ P ∈ P in order to obtain an expression

of the coefficients of the asymptotic expansion of ψ
(∞(α))
0,NP in terms of the action of the

operators IC .

3. Use the latter expressions to compute the Wronskian of the system thanks to its expan-
sion around its poles. This allows to compute the position of the apparent singularities
(qi(ℏ))di=1.

4. Finally write down the linear system obtained, as well as the associated quantum curve,
and use the compatibility of the system to recover its properties.

8 Examples

In this section we present the details of the quantization procedure applied to two particular
cases, of degree 2 and 3 respectively.

8.1 Painlevé 2 example

In this section, we consider the simplest example of degree 2 where the classical spectral curve
has genus 1 and a unique pole located at infinity. This type of curve was already quantized
in [39] in a slightly different context by imposing an additional symmetry corresponding to
P1(λ) = 0. Moreover, in [39], the authors considered a divisor of the form D = [z] − [σa(z)]
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and not D = [z] − [∞(α)] as in the present paper. However, in both cases, one manages to
find a quantum curve and recovers a 2-parameter solution of the Painlevé 2 equation from the
associated isomonodromic system.

We consider the case when d = 2, N = 0, r
(1)
∞ = 2 and r

(2)
∞ = 4. We consider l∞ = 2 so that

there are two points above infinity denoted by ∞(1) and ∞(2) respectively with d∞(1) = d∞(2) = 1.

8.1.1 Classical spectral curve

Let us consider a two-sheeted cover of the sphere defined by the equation

y2 − P1(λ)y + P2(λ) = 0, (8-1)

where
P1(λ) = P

(1)
∞,2λ

2 + P
(1)
∞,1λ+ P

(1)
∞,0 (8-2)

and
P2(λ) = P

(2)
∞,4λ

4 + P
(2)
∞,3λ

3 + P
(2)
∞,2λ

2 + P
(2)
∞,1λ+ P

(2)
∞,0. (8-3)

The function y admits the following expansions around the two poles
(
∞(i)

)2
i=1

,

y(z) = −ti,3x(z)2 − ti,2x(z) − ti,1 − ti,0x(z)−1 − ∂ω0,0

∂ti,1
x(z)−2 +O

(
x(z)−3

)
, as z → ∞(i), (8-4)

where we used the general theory of topological recursion to express the order x(z)−1 term.

In terms of these spectral times (ti,j)1≤i≤2,1≤j≤3, one has

P
(1)
∞,2 = −t1,3 − t2,3, P

(1)
∞,1 = −t1,2 − t2,2, P

(1)
∞,0 = −t1,1 − t2,1, 0 = −t1,0 − t2,0, (8-5)

as well as

P
(2)
∞,4 = t1,3t2,3, P

(2)
∞,3 = t1,2t2,3 + t1,3t2,2, P

(2)
∞,2 = t1,2t2,2 + t1,3t2,1 + t1,1t2,3 (8-6)

and

P
(2)
∞,1 = t1,3t2,0+t1,0t2,3+t1,2t2,1+t1,1t2,2, P

(2)
∞,0 = t1,2t2,0+t1,0t2,2+t1,1t2,1+t1,3

∂ω0,0

∂t2,1
+t2,3

∂ω0,0

∂t1,1
,

(8-7)
where (ωh,n)h,n≥0 corresponds to the differential forms computed by the topological recursion

applied on the classical spectral curve (8-1).

8.1.2 KZ equations

For this example, we choose to consider the divisor D = [z] − [∞(1)]. The choice of ∞(2) would
lead to similar results.

The non-perturbative wave functions satisfy the KZ equations ℏ∂ψ
∞(1)

0,NP (z,ℏ)
∂x(z) + ψ∞(1)

1,NP (z, ℏ) = P1(x(z))ψ∞(1)

0,NP (z, ℏ),

ℏ∂ψ
∞(1)

1,NP (z,ℏ)
∂x(z) = P2(x(z))ψ∞(1)

0,NP (z, ℏ) + ℏev.LKZ(x(z))
[
ψ∞(1),symbol
0,NP (z, ℏ)

]
,

(8-8)

where
LKZ(λ) := ℏt1,3IC∞(2),1

+ ℏt2,3IC∞(1),1
− t2,3λ− t2,2. (8-9)
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8.1.3 Asymptotics

The asymptotics of the non-perturbative wave functions when λ → ∞ being given by the ones
of the perturbative ones, let us study the asymptotic behavior of ψreg([z(i)(λ] − [∞(1)], ℏ) for
i ∈ {1, 2} when λ→ ∞. From the general theory, one has

ψreg([z(1)(λ)] − [∞(1)], ℏ) = exp
[
[ℏ−1(V∞(1)(z(1)(λ)) +O(1))

]
(C1 +O(λ−1)) (8-10)

and

ψreg([z(2)(λ)] − [∞(1)], ℏ) = exp
[
[ℏ−1(V∞(2)(z(2)(λ)) +O(1))

]
λ−1(C2 +O(λ−1)), (8-11)

for non-vanishing constants (Ci)
2
i=1.

This leads to a (non-perturbative) Wronskian of the form

W (λ, ℏ) := ℏ
∂ψreg

NP ([z(2)(λ)] − [∞(1)])

∂λ
ψreg
NP ([z(1)(λ)] − [∞(1)])

−ℏ
∂ψreg

NP ([z(1)(λ)] − [∞(1)])

∂λ
ψreg
NP ([z(2)(λ)] − [∞(1)])

= κ exp

[
ℏ−1

∫ λ

0
P1(λ)dλ

]
(λ− q). (8-12)

Let us now compute the asymptotics of the action of the operator L on the perturbative wave
function. From the regularized KZ equations, one has

ev.LKZψreg symbol(z(1)(λ))

ψreg(z(1)(λ))
= −2ℏt2,3λ+O(1) (8-13)

and
ev.LKZψreg symbol(z(2)(λ))

ψreg(z(2)(λ))
= −ℏ(t2,3 + t1,3)λ+O(1), (8-14)

as λ→ ∞.
This implies that

ev.LKZ [ψreg symbol
NP (z(2)(λ))]ℏ∂λ[ψreg

NP (z(1)(λ))] − ev.LKZ [ψreg symbol
NP (z(1)(λ))]ℏ∂λ[ψreg

NP (z(2)(λ))]

W (λ)

= ℏ(t1,3 + 2t2,3)λ+H(ℏ) − p

λ− q
, (8-15)

where H and p are independent of λ.
This imposes the form of the Lax system presented in the next section. As we shall see,

the coefficient ℏ(t1,3 + 2t2,3) can be recovered from the compatibility of the Lax system. We
derived it here directly from the action of the operator LKZ only as a consistency check of our
formulation.

8.1.4 Lax pair formulation

The general theory developed in this article implies that the wave functions satisfy a quantum
curve that is equivalent to a differential system. The non-perturbative wave function

Ψ(λ, ℏ) =

(
ψ∞(1)

0,NP(z(1)(λ), ℏ) ψ∞(1)

0,NP(z(2)(λ), ℏ)

ℏ∂λψ∞(1)

0,NP(z(1)(λ), ℏ) ℏ∂λψ∞(1)

0,NP(z(2)(λ), ℏ)

)

64



is solution to

ℏ∂λΨ(λ, ℏ) =

(
0 1

−P2(λ) + ℏP ′
1(λ) +H − p

λ−q + ℏαλ P1(λ) + ℏ
λ−q

)
Ψ(λ, ℏ) = L(λ, ℏ)Ψ(λ, ℏ),

(8-16)
where α = t1,3 + 2t2,3 thanks to (8-15). We shall see later that the value of α could alternatively
be recovered by the asymptotics of the wave functions. It is complemented by

ev.LKZ(λ)[Ψsymbol(λ, ℏ)] = AKZ(λ, ℏ)Ψ(λ, ℏ), (8-17)

where the first line of AKZ(λ, ℏ) is constrained by the KZ equations to be

AKZ(λ, ℏ) =

(
−αλ− H

ℏ + p
ℏ(λ−q) − 1

λ−q
[AKZ ]2,1 (λ, ℏ) [AKZ ]2,2 (λ, ℏ)

)
. (8-18)

Because LKZ(λ) depends on λ, ∂λLKZ(λ) is non-vanishing. In order to get rid of this compli-
cation, let us define a new operator

L := LKZ(λ) + t2,3λ+ t2,2 = ℏt1,3IC∞(2),1
+ ℏt2,3IC∞(1),1

. (8-19)

The compatible system now reads

ev.L[Ψsymbol(λ, ℏ)] =

(
(−α+ t2,3)λ+ t2,2 − H

ℏ + p
ℏ(λ−q) − 1

λ−q
A2,1(λ, ℏ) A2,2(λ, ℏ)

)
Ψ(λ, ℏ)

=

(
P

(1)
∞,2λ+ t2,2 − H

ℏ + p
ℏ(λ−q) − 1

λ−q
A2,1(λ, ℏ) A2,2(λ, ℏ)

)
Ψ(λ, ℏ) := A(λ, ℏ)Ψ(λ, ℏ).

(8-20)

In order to ease the notations, we shall replace the operator ev.L acting on symbols by an
operator L acting on Ψ(λ, ℏ) so that (8-20) is replaced by

L[Ψ(λ, ℏ)] = A(λ, ℏ)Ψ(λ, ℏ). (8-21)

The operator L acts on any function w built out of generalized integrals of differentials ωh,n
through the map w → wsymbol which replaces a generalized cycle by its symbolic partner. It
can be easily checked that any function on which L acts later on has a unique symbolic partner
through this map on which ev.L has a well defined action.

The compatibility of the system reads

L[L(λ, ℏ)] = ℏ∂λA(λ, ℏ) + [A(λ, ℏ), L(λ, ℏ)] . (8-22)

The first line of the previous compatibility equations (whose l.h.s. is null) determines the last
line of A(λ, ℏ). Straightforward computations show that

A2,1(λ, ℏ) = A1,2(λ, ℏ)L2,1(λ, ℏ) + ℏ∂λA1,1(λ, ℏ),
A2,2(λ, ℏ) = A1,1(λ, ℏ) +A1,2(λ, ℏ)L2,2(λ, ℏ) + ℏ∂λA1,2(λ, ℏ). (8-23)

Using the complete knowledge of the matrix A(λ, ℏ), one may now look at the last line of the
compatibility equation (8-22). We get, for the entry (2, 2),

L[L2,2(λ, ℏ)] = ℏ∂λTrA(λ, ℏ). (8-24)
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The l.h.s. of the previous equation reads

L[L2,2(λ, ℏ)] = L[P1](λ, ℏ) +
ℏL[q]

(λ− q)2
, (8-25)

while the r.h.s. reads

ℏ∂λTrA(λ, ℏ) =
ℏP1(q) − 2p

(λ− q)2
− ℏP (1)

∞,2 + 2ℏP (1)
∞,2. (8-26)

Thus, we end up with

L[P
(1)
∞,2] = L[P

(1)
∞,1] = 0 , L[P

(1)
∞,0] = −ℏP (1)

∞,2 + 2ℏP (1)
∞,2 = −ℏ(t1,3 + t2,3)

⇔ L[P1](λ) = −ℏ(t1,3 + t2,3) (8-27)

and
L[q] = P1(q) − 2

p

ℏ
. (8-28)

The same computation may be applied to the entry (2, 1) of the compatibility equation (8-22),
and it is equivalent to

L[P
(2)
∞,4] = 0

L[P
(2)
∞,3] = 0

L[P
(2)
∞,2] = −2ℏP (2)

∞,4 + ℏ
[
P

(1)
∞,2

]2
L[P

(2)
∞,1] = −ℏP (2)

∞,3 + ℏP (1)
∞,1P

(1)
∞,2

L[P
(2)
∞,0] − L[H] = 2ℏP (2)

∞,4q
2 + ℏP (2)

∞,3q − P
(1)
∞,2p+ ℏP (1)

∞,0P
(1)
∞,2

L[p] = −P ′
1(q)p+ ℏP ′

2(q) + ℏ2t2,3

H =
p2

ℏ2
− P1(q)

p

ℏ
+ P2(q) − ℏP ′

1(q) + ℏ(P
(1)
∞,2 − t2,3)q . (8-29)

In particular, combining (8-28) and (8-29) we get that the evolution of (q, p) satisfies the Hamil-
tonian system

L[q] = −ℏ
∂H0

∂p
, L[p] = ℏ

∂H0

∂q
, (8-30)

with the Hamiltonian

H0(p, q, ℏ) =
p2

ℏ2
− P1(q)

p

ℏ
+ P2(q) − ℏP ′

1(q) + ℏq(2P (1)
∞,2 − t2,3)

=
p2

ℏ2
−
(
P

(1)
∞,2q

2 + P
(1)
∞,1q + P

(1)
∞,0

) p
ℏ

+
(
P

(2)
∞,4q

4 + P
(2)
∞,3q

3 + P
(2)
∞,2q

2 + P
(2)
∞,1q + P

(2)
∞,0 + 2ℏP (1)

∞,2q
)
, (8-31)

so that
H = H0(p, q, ℏ) + ℏ(t1,3 + t2,3)q. (8-32)

We may use the connection between coefficients
(
P

(j)
∞,i

)
1≤i≤4, 1≤j≤2

and the spectral times (ti,j)’s

given by (8-5),(8-6),(8-7) to obtain

L[t1,3] = L[t2,3] = L[t1,2] = L[t1,0] = L[t2,0] = 0 , L[t1,1] = ℏt2,3 , L[t2,1] = ℏt1,3, (8-33)
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indicating that the operator L corresponds to the following differential operator

L = ℏt2,3∂t1,1 + ℏt1,3∂t2,1 . (8-34)

In particular, since α = t1,3 + 2t2,3, we obtain that L[α] = 0 .We may also rewrite the action of
L in terms of the spectral times

L[P
(2)
∞,4] = L[P

(2)
∞,3] = 0

L[P
(2)
∞,2] = ℏ(t21,3 + t22,3) , L[P

(2)
∞,1] = ℏ(t2,3t2,2 + t1,3t1,2)

L[P
(1)
∞,2] = L[P

(1)
∞,1] = 0 , L[P

(1)
∞,0] = −ℏ(t1,3 + t2,3)

L[P
(2)
∞,0] − L[H] = 2ℏt1,3t2,3q2 + ℏ(t1,2t2,3 + t2,2t1,3)q + (t1,3 + t2,3)p+ ℏ(t1,1 + t2,1)(t1,3 + t2,3)

L[q] = −2
p

ℏ
− (t1,3 + t2,3)q

2 − (t1,2 + t2,2)q − t1,1 − t2,1

L[p] = (2(t1,3 + t2,3)q + t1,2 + t2,2)p+ 4ℏt1,3t2,3q3 + 3ℏ(t1,3t2,2 + t2,3t1,2)q
2

+2ℏ(t1,3t2,1 + t2,3t1,1 + t1,2t2,2)q
+ℏ(t1,2t2,1 + t1,1t2,2 − (t1,3 − t2,3)t1,0) − ℏ2t2,3 . (8-35)

Combining the last two equations, we may obtain the following equation for q,

L2[q] = 2(t1,3 − t2,3)
2q3 + 3(t1,3 − t2,3)(t1,2 − t2,2)q

2

+
(
(t1,2 − t2,2)

2 + 2(t1,3 − t2,3)(t1,1 − t2,1)
)
q

+(t1,2 − t2,2)(t1,1 − t2,1) + (2t1,0 − ℏ)(t1,3 − t2,3) . (8-36)

Remark 8.1 (Normalization of the non-perturbative wave functions and coefficient α). The
value of the coefficient α = t1,3 + 2t2,3 comes from the choice of normalization of the wave
functions. Indeed, the Lax pair (8-16) and (8-21) is consistent for any value of α. However, this
value is imposed by the choice of normalization of the wave functions at infinity,

ln Ψ1,1 = − t1,3
3ℏ

λ3 − t1,2
2ℏ

λ2 − t1,1
ℏ
λ− t1,0

ℏ
lnλ+ S1,0 +

∞∑
k=2

S1,k
(k − 1)λk−1

,

ln Ψ1,2 = − t2,3
3ℏ

λ3 − t2,2
2ℏ

λ2 − t2,1
ℏ
λ− t2,0

ℏ
lnλ− lnλ+ S2,0 +

∞∑
k=2

S2,k
(k − 1)λk−1

. (8-37)

Indeed, this formal expansion and the fact that t2,0 = −t1,0 and t1,3 − t2,3 ̸= 0 imply that

L2,1(λ, ℏ) = ℏ2
W (λ,ℏ)

(
∂2Ψ1,1

∂λ2
∂Ψ1,2

∂λ − ∂Ψ1,1

∂λ
∂2Ψ1,2

∂λ2

)
has a formal expansion at infinity,

L2,1(λ, ℏ) = −t1,3t2,3λ4 − (t1,3t2,2 + t2,3t1,2)λ
3 − (t2,1t1,3 + t1,1t2,3 + t2,2t1,2)λ

2

−(t1,3t2,0 + t1,0t2,3 + t1,2t2,1 + t1,1t2,2 + ℏt1,3)λ+O(1), (8-38)

where the Wronskian W (λ, ℏ) is given by (8-12) with κ = (t1,3 − t2,3)e
S1,0+S2,0 . Thus L2,1(λ, ℏ)

only matches the formula given by (8-16),

L2,1(λ, ℏ) = −P (2)
∞,4λ

4 − P
(2)
∞,3λ

3 − P
(2)
∞,2λ

2 − (P
(2)
∞,1 − 2ℏP (1)

∞,2 − ℏα)λ+O(1), (8-39)

for t1,3 = −2P
(1)
∞,2 − α, i.e. α = t1,3 + 2t2,3.

Note also that S1,0 = lnZNP(ℏ, ρ) because of (6-39).

Remark 8.2. In agreement with the general theory developed in this article, the formal expan-
sion of the wave functions (8-37) as well as the condition on the Wronskian (8-12) completely
determine the Lax pair matrices using L = ℏ(∂λΨ)Ψ−1 and A = L[Ψ] Ψ−1.
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Using Remark 8.1, we may look at the terms O
(

1
λ2

)
in entry A1,2(λ, ℏ) as λ → ∞. The

coefficient is given by −q in the Lax pair formulation while it corresponds to
L[S2,0]−L[S1,0]+t1,2−t2,2

t1,3−t2,3
using (8-37). Similarly, we may look at coefficient O(1) when λ → ∞ of the entry A1,1(λ, ℏ).

We get
t1,3L[S2,0]−t2,3L[S1,0]+t2,3t1,2−t1,3t2,2

t1,3−t2,3 = −H
ℏ + t2,2. The last two equations are equivalent to

L[S1,0] = t1,3 q −
H

ℏ
+ t1,2 + t2,2 , L[S2,0] = t2,3 q −

H

ℏ
+ 2t2,2. (8-40)

In particular, since S1,0 = lnZNP(ℏ, ρ), we end up with

L[lnZNP] = t1,3 q −
H

ℏ
+ t1,2 + t2,2 = −H0

ℏ
− t2,3q + t1,2 + t2,2

= −1

ℏ

[
p2

ℏ2
− P1(q)

p

ℏ
+ P2(q) − ℏP ′

1(q)

]
− 2P

(1)
∞,2q + t1,2 + t2,2 . (8-41)

This relation connects the non-perturbative partition function with the Hamiltonian of the
system. This relation shall be useful to relate the non-perturbative partition function with the
isomonodromic tau-function associated to the Lax system. We let this perspective for future
works where we hope to prove that such relations hold for all cases presented in this article.

8.1.5 Gauge transformation to remove the apparent singularity

We may also perform a gauge transformation to remove the apparent singularity of the Lax
system (8-16) and (8-21). The general theory indicates that we should define

Ψ̌(λ, ℏ) = J(λ, ℏ)Ψ(λ, ℏ) with J(λ, ℏ) =

(
1 0

− p
ℏ(λ−q)

1
λ−q

)
, (8-42)

so that we obtain a new Lax system for Ψ̌(λ, ℏ) given by

ℏ∂λΨ̌(λ, ℏ) = Ľ(λ, ℏ)Ψ̌(λ, ℏ) , L[Ψ̌(λ, ℏ)] = Ǎ(λ, ℏ)Ψ̌(λ, ℏ), (8-43)

with

Ľ(λ, ℏ) =

( p
ℏ λ− q

−((λ+ q)(t1,3 + t2,3) + t2,2 + t1,2)
p
ℏ +Q3(λ, ℏ) −p

ℏ + P1(λ)

)
Ǎ(λ, ℏ) =

(
−(t1,3 + t2,3)λ− H

ℏ + t2,2 −1

(t1,3 + t2,3)
p
ℏ +Q2(λ, ℏ) (t1,3 + t2,3)q + t1,2 + 2t2,2 − H

ℏ

)
, (8-44)

where

Q3(λ, ℏ) = −P (2)
∞,4λ

3 − (P
(2)
∞,4q + P

(2)
∞,3)λ

2 − (P
(2)
∞,4q

2 + P
(2)
∞,3q + P

(2)
∞,2)λ

+(P
(2)
∞,4q

3 + P
(2)
∞,3q

2 + P
(2)
∞,2q + P

(2)
∞,1 + ℏt1,3) ,

Q2(λ, ℏ) = P
(2)
∞,4λ

2 + 2P
(2)
∞,4qλ+ P

(2)
∞,3λ+ (3P

(2)
∞,4q

2 + 2P
(2)
∞,3q + P

(2)
∞,2) .

(8-45)

The deformed classical spectral curve is given by det(yI2 − Ľ(λ, ℏ)) = 0. It reads

Pdefo(λ, y) = y2 − P1(λ)y + P2(λ) − ℏP ′
1(λ) − ℏ(t1,3 + 2t2,3)λ−H = 0 . (8-46)

In particular, we observe that

Pdefo

(
q,
p

ℏ

)
= 0 . (8-47)
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8.1.6 Recovering the Painlevé 2 equation

From the previous section, we know that the operator L corresponds to L = ℏ(t2,3∂t1,1 +t1,3∂t2,1).
This suggests that there exists a natural change of variables from (t1,1, t2,1) to (τ, τ̃) such that
L corresponds to ℏ∂τ while τ̃ should satisfy ∂τ τ̃ = 0. We define

τ =
1

t1,3 − t2,3
(t2,1 − t1,1) , τ̃ =

1

t1,3 − t2,3
(t1,3t1,1 − t2,3t2,1)

⇔ t1,1 = t2,3τ + τ̃ , t2,1 = t1,3 τ + τ̃ . (8-48)

This gives

∂t1,1 = − 1

t1,3 − t2,3
∂τ +

t1,3
t1,3 − t2,3

∂τ̃ and ∂t2,1 =
1

t1,3 − t2,3
∂τ −

t2,3
t1,3 − t2,3

∂τ̃ . (8-49)

In particular L = ℏ∂τ , ℏ∂τ τ̃ = 0, ∂τ̃τ = 0 and L[τ̃ ] = 0. Observe also that t1,1 − t2,1 =
−(t1,3 − t2,3)τ . Equation (8-36) reads

ℏ2∂2τ2q = 2(t1,3 − t2,3)
2q3 + 3(t1,3 − t2,3)(t1,2 − t2,2)q

2

+
(
(t1,2 − t2,2)

2 + 2(t1,3 − t2,3)(t1,1 − t2,1)
)
q

+(t1,2 − t2,2)(t1,1 − t2,1) + (2t1,0 − ℏ)(t1,3 − t2,3)
= 2(t1,3 − t2,3)

2q3 + 3(t1,3 − t2,3)(t1,2 − t2,2)q
2

+
(
(t1,2 − t2,2)

2 − 2(t1,3 − t2,3)
2τ
)
q

−(t1,2 − t2,2)(t1,3 − t2,3)τ + (2t1,0 − ℏ)(t1,3 − t2,3). (8-50)

In particular it does not depend on τ̃ . The last differential equation is equivalent to the Painlevé
2 equation after a proper rescaling (q, τ) ↔ (q̃, t). Indeed, let us define

τ =

(
−1

2(t1,3 − t2,3)2

) 1
3

t− (t1,2 − t2,2)
2

4(t1,3 − t2,3)2
and q =

(
−2

t1,3 − t2,3

) 1
3

q̃ − t1,2 − t2,2
2(t1,3 − t2,3)

⇔

t =
(
−2(t1,3 − t2,3)

2
) 1

3

(
τ +

(t1,2 − t2,2)
2

4(t1,3 − t2,3)2

)
and q̃ =

(
−(t1,3 − t2,3)

2

) 1
3
(
q +

t1,2 − t2,2
2(t1,3 − t2,3)

)
.

(8-51)

Then we obtain that q̃ satisfies the following Painlevé 2 equation

ℏ2∂2t2 q̃ = 2q̃3 + tq̃ −
(
t1,0 −

ℏ
2

)
. (8-52)

Note that the final rescaling (8-51) greatly simplifies when t1,2 = t2,2 and t1,3 − t2,3 = −1.

8.2 A Gl3 example

In this section, we consider a degree 3 example where the classical spectral curve has genus 1
and a single singularity at infinity. In particular, we show how to derive the quantum curve in
this context using the general results obtained above. For this purpose, let us consider a classical
spectral curve defined by an algebraic equation of the form

y3 − (P
(1)
∞,1λ+ P

(1)
∞,0)y

2 + (P
(2)
∞,2λ

2 + P
(2)
∞,1λ+ P

(2)
∞,0)y − P

(3)
∞,3λ

3 − P
(3)
∞,2λ

2 − P
(3)
∞,1λ− P

(3)
∞,0 = 0,
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where the coefficients
(
P

(j)
∞,i

)
0≤i≤2,1≤j≤3

are generic in such a way that the curve has genus 1

and that there are three distinct points (∞(1),∞(2),∞(3)) in the fiber x−1(∞) above infinity.
This corresponds to the case N = 0 and r∞(j) = 3 for j ∈ J1, 3K. We define

P1(λ) = P
(1)
∞,1λ+ P

(1)
∞,0 ,

P2(λ) = P
(2)
∞,2λ

2 + P
(2)
∞,1λ+ P

(2)
∞,0 ,

P3(λ) = P
(3)
∞,3λ

3 + P
(3)
∞,2λ

2 + P
(3)
∞,1λ+ P

(3)
∞,0 . (8-53)

The coefficients
(
P

(j)
∞,i

)
0≤i≤3,1≤j≤3

are connected to the spectral times (ti,j)1≤i≤3,0≤j≤2 by the

relations

P
(1)
∞,1 = −

3∑
i=1

ti,2 , P
(1)
∞,0 = −

3∑
i=1

ti,1 , 0 =
3∑
i=1

ti,0 , (8-54)

as well as

P
(2)
∞,2 =

∑
1≤i<j≤3

ti,2tj,2 = t1,2t2,2 + t1,2t3,2 + t2,2t3,2 ,

P
(2)
∞,1 =

3∑
i=1

∑
j ̸=i

ti,1tj,2 = t1,1t2,2 + t1,1t3,2 + t2,1t1,2 + t2,1t3,2 + t3,1t1,2 + t3,1t2,2 ,

P
(2)
∞,0 =

3∑
i=1

∑
j ̸=i

ti,0tj,2 +
∑

1≤i<j≤3

ti,1tj,1

= t1,0t2,2 + t1,0t3,2 + t2,0t1,2 + t2,0t3,2 + t3,0t1,2 + t3,0t2,2 + t1,1t2,1 + t1,1t3,1 + t2,1t3,1
(8-55)

and

P
(3)
∞,3 = −t1,2t2,2t3,2 ,
P

(3)
∞,2 = −t1,1t2,2t3,2 − t1,2t2,1t3,2 − t1,2t2,2t3,1 ,

P
(3)
∞,1 = −

∑
k1+k2+k3=4

t1,k1t2,k2t3,k3

= −t1,0t2,2t3,2 − t1,1t2,1t3,2 − t1,1t2,2t3,1 − t1,2t2,2t3,0 − t1,2t2,1t3,1 − t1,2t2,0t3,2 ,

P
(3)
∞,0 = −

∑
k1+k2+k3=3

t1,k1t2,k2t3,k3

= −t1,0t2,1t3,2 − t1,0t2,2t3,1 − t1,1t2,1t3,1 − t1,1t2,2t3,0
−t1,1t2,0t3,2 − t1,2t2,1t3,0 − t1,2t2,0t3,1 .

(8-56)

The computations being rather long, we provide the detailed example in Appendix D and we
shall only present the important result there.

The quantum curve corresponds to the Lax pair L(λ, ℏ) = 0 1 0
0 0 1

P3(λ) − ℏP ′
2(λ) + ℏ(P

(2)
∞,2 + t2,2t3,2)λ−H + p1

λ−q −P2(λ) − ℏt1,2 + p2
λ−q P1(λ) + ℏ

λ−q

 ,

(8-57)
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with the associated auxiliary matrix L[Ψ(λ, ℏ)] = A(λ, ℏ)Ψ(λ, ℏ) of the form

A(λ, ℏ) =

P (2)
∞,2λ− H

ℏ + p1
ℏ(λ−q)

p2
ℏ(λ−q) + t1,2

1
λ−q

A2,1 A2,2 A2,3

A3,1 A3,2 A3,3

 . (8-58)

Compatibility of this system provides the following equations

L[t1,0] = L[t2,0] = L[t3,0] = L[t3,2] = L[t2,2] = L[t1,2] = 0
L[t1,1] = −ℏ(t1,2t2,2 + t1,2t3,2 + t2,2t3,2)
L[t2,1] = −ℏ(t1,2t3,2 + t2,2t3,2 + t22,2)

L[t3,1] = −ℏ(t1,2t2,2 + t2,2t3,2 + t23,2)

p1 =
p22
ℏ

+ P1(q2)p2 + ℏP2(q) + ℏ2t1,2

H = −H0(q, p2, ℏ) + (t1,2 + P
(1)
∞,1)p2 − ℏP (2)

∞,2q − ℏP (2)
∞,1 − ℏP (1)

∞,0t1,2

L[q] = −3
p22
ℏ2

− 4P1(q)
p2
ℏ

− P2(q) − P1(q)
2 − ℏ(P

(1)
∞,1 + 2t1,2)

L[p2] = 2P
(1)
∞,1

p22
ℏ

+ (P ′
2(q) + 2P ′

1(q)P1(q))p2 − ℏP ′
3(q) + ℏP2(q)P

′
1(q) + ℏP ′

2(q)P1(q)

+ℏ2(P (1)
∞,1t1,2 − t2,2t3,2) . (8-59)

In particular, the system is Hamiltonian with H0(q, p2, ℏ) given by

H0(q, p2, ℏ) =
p32
ℏ3

+ 2P1(q)
p22
ℏ2

+ (P2(q) + P1(q)
2 + ℏ(P

(1)
∞,1 + 2t1,2))

p2
ℏ

− P3(q) + P1(q)P2(q)

+ℏ(P
(1)
∞,1t1,2 − t2,2t3,2)q , (8-60)

satisfying
ℏ∂p2H0(q, p2, ℏ) = −L[q] and ℏ∂qH0(q, p2, ℏ) = L[p2] . (8-61)

Combining these relations, we show that q satisfies a PDE of the form

α0(q; ℏ)L3[q] + α1(q; ℏ)L2[q]L[q] + α2(q; ℏ)(L[q])2 + α3(q; ℏ)L2[q] + α4(q; ℏ)L[q] + α5(q; ℏ) = 0 ,
(8-62)

with polynomial coefficients (αi(q; ℏ))1≤i≤5 in q and ℏ whose expressions are given in (D-36)
(quantities involved in (D-36) are defined in (D-30)).

Finally, we get that

L = −ℏ(t1,2t2,2 + t1,2t3,2 + t2,2t3,2)∂t1,1 − ℏ(t1,2t3,2 + t2,2t3,2 + t22,2)∂t2,1−
ℏ(t1,2t2,2 + t2,2t3,2 + t23,2)∂t3,1 , (8-63)

and prove that the change of variablesτ1τ2
τ3

 = B

t1,1t2,1
t3,1

 ⇔

t1,1t2,1
t3,1

 = B−1

τ1τ2
τ3

 =

−(t1,2t2,2 + t1,2t3,2 + t2,2t3,2) 1 t1,2
−(t1,2t3,2 + t2,2t3,2 + t22,2) 1 t2,2
−(t1,2t2,2 + t2,2t3,2 + t23,2) 1 t3,2

τ1τ2
τ3


(8-64)

is such that L = ℏ∂τ1 .
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9 Conclusion and outlooks

In this paper, we have been able to quantize any admissible spectral curve by building a for-
mal solution to the associated quantum curve using the topological recursion. A first natural
question which should be addressed is the generalization of this procedure to other classical
spectral curves. First of all, we expect that it is possible to drop the admissibility conditions we
introduced without changing the structure of the proof. It should also be possible to consider
any classical spectral curve given by a Higgs field on a higher genus base curve and allow for
more complicated singularities such as logarithmic ones. This step would in particular give ac-
cess to curves over C∗ appearing in the study of Gromov–Witten invariants of Toric Calabi–Yau
three-folds by mirror symmetry. Considering the structure of the proofs presented in this article
we expect that such a large generalization is possible.

We have observed in the first example of Section 8 that the non-perturbative partition
function plays the role of isomonodromic tau function of the system. We expect this observation
to be a general phenomenon. Namely, we conjecture that the non-perturbative partition function
is an isomonodromic tau function for the Lax system built by topological recursion. In order to
prove it, we plan to express the coefficients of the deformed spectral curve in terms of variations
of the logarithm of the partition function with respect to the spectral times. At the same time,
this would allow to describe the ℏ evolution of the connection built in this paper as a flow in
the associated moduli space of connections, making the link with Hitchin systems.

In this paper we have considered formal ℏ trans-series solutions to the quantum curve.
However, these trans-series are in no way convergent when ℏ is a small parameter. One important
question thus remains: how is it related to asymptotics of actual convergent solutions of the
quantum curve equation when ℏ → 0? In order to answer this question, we would like to
be able to trade off the formal Fourier transform considered in this paper against a proper
Fourier transform. However, it is not clear in which context this can be safely performed since
the two orderings of the infinite sums involved lead to different ordering of trans-monomials
considered for defining the formal trans-series. This issue already appeared in the context of
trans-asymptotics developed by Costin [8, 9, 10], who proved that, in a particular setting, formal
trans-series of the form considered in this paper give good asymptotics to proper solutions of a
differential equation. We hope to be able to adapt this procedure to the present set-up and make
the link with the result on resurgence analysis encountered in a similar context [2, 48]. Very
recently, N. Nikolaev [44, 45] obtained tremendous results promoting formal WKB expansion
in ℏ to some analytic objects defined in some Stokes sectors in the gl2 case. It would be very
interesting to see how these results help in the understanding of the formal setup developed in
this article. Upgrading formal quantities to analytic objects would in particular allow to study
the asymptotics of bi-orthogonal polynomials arising in hermitian random matrix models and
make rigorous some saddle-point approximations in that context. Since our partition functions
and wave functions have 2g parameters (ϵ,ρ), we expect to get a general isomonodromic tau
function in this way and should be able to study the Riemann–Hilbert problems they solve. We
wish to map these free parameters to coordinates in the associated moduli space and study their
map to Stokes data.

Finally, our results can be interpreted from a geometric quantization perspective. Indeed,
the initial data considered is an algebraic curve on the one hand and a choice of Torelli marking
on the other hand. This second ingredient is similar to a choice of real polarization for the
quantization of our algebraic curve. It would be very interesting to translate our procedure
into the language of geometric quantization and study the effect of a choice of polarization. In
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particular, it would be important to derive Hitchin’s equations governing a change in the choice
of polarization.
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A Proof of the loop equations and ramification points at poles

In this section, we prove Theorem 4.1 and Lemma 3.1.

A.1 Case (h, n) = (0, 0)

This follows directly from the expression (4-4).

A.2 Case (h, n) = (0, 1)

From the definition, an elementary computation gives

Q
(l)
0,2(λ, z1)

(dλ)l
= (−1)l

∑
z∈x−1(λ)

ω0,2(z, z1)

dλ

[
l−1∑
k=0

Pl−1−k(λ)y(z)k

]
. (A-1)

It is a meromorphic function of λ on the base, i.e. a rational fraction of λ. Since there is the
denominator dλ it seems that it could have a pole at a, a zero of dλ, i.e. a ramification point.
Let ζa =

√
λ− x(a) be a local coordinate near a, then dλ vanishes to the first order (from our

assumption of simple ramification points), and all the other terms are finite at the ramification
points. Therefore

Q
(l)
0,2(λ, z1)

(dλ)l
= O

(
1√

λ− x(a)

)
.

Since a rational fraction can have poles only with integer powers, this implies that

Q
(l)
0,2(λ, z1)

(dλ)l
= O(1),

i.e. there is no pole at a.
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A.3 Stable cases

In this section, we deal with the stable cases corresponding to (h, n) /∈ {(0, 0), (0, 1)}.

Step 1: Rewriting the topological recursion
The proof is more easily obtained by using the general formalism of global topological recur-

sion developed in [5] where authors prove that recursion (3-1) defining the forms ωh,n can be
traded for a more global formulation which reads

ωh,n+1(z0, z) =
∑
a∈R

Res
z→a


d−1∑
k=1

∑
β⊆

k
x−1(x(z))\{z}

(−1)k+1

∫ z
α ω0,2(z0, ·)

k∏
i=1

[ω0,1(z) − ω0,1(βi)]

U
(k+1)
h,n+1(z, β; z)

 ,
(A-2)

with

U
(k)
h,n+1(β; z) :=

∑
µ∈S(β)

∑
l(µ)⊔
i=1

Ji=z

no (0,1)∑
l(µ)∑
i=1

gi=h+l(µ)−k

[ l(µ)∏
i=1

ωgi,|µi|+|Ji|(µi, Ji)

]
, (A-3)

where the symbol
no (0,1)∑

means that one considers only terms with (gi, |µi| + |Ji|) /∈ {(0, 1)}
and α ∈ Σ is an arbitrary reference point.

In [6], Cauchy formula on Σ allowed to prove that this version of the topological recursion
can be equivalently written as

0 =
∑
a∈R

Res
z→a

[∫ z

α
ω0,2(z0, ·)

]
dx(z)

∂P (x(z),y(z))
∂y

Qh,n+1(x(z), y(z); z), (A-4)

where we abusively use the notation

∂P (x(z), y(z′))

∂y
:=

∂P (λ, y)

∂y

∣∣∣∣λ=x(z)
y=y(z′)

(A-5)

and Qh,n+1(x(z), y(z); z) is given by Definition 4.3.

Step 2: Proving that dx(z)
∂P
∂y

(x(z),y(z))
Qh,n+1(x(z), y(z); z) is holomorphic at the ramifi-

cation points
To prove this second step, let us assume that dx(z)

∂P
∂y

(x(z),y(z))
Qh,n+1(x(z), y(z); z) has a pole at

z = a ∈ R. Hence, in any local coordinate, it reads

dx(z)
∂P
∂y (x(z), y(z))

Qh,n+1(x(z), y(z); z) =
Sh,n+1(z)

(z − a)m+1
(1 +O(z − a)) , (A-6)

for some m ≥ 1 and Sh,n+1(z) ̸= 0. On the other hand, the expansion of ω0,2 in the same local
coordinate takes the form ∫ z

α
ω0,2(z0, ·) =

∞∑
k=0

(z − a)kfa,k(z0), (A-7)

where fa,k(z0) is a 1-form behaving as

fa,k(z0) =
dz0

(z0 − a)k+1
(1 +O(z0 − a)) , (A-8)
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as z0 → a. The evaluation above shows that the leading order of (A-4) in (z0 − a) implies that
Sh,n+1(z) = 0, leading to a contradiction.

Step 3: Proving that
Q

(k)
h,n+1(λ;z)

dx(z)k
is holomorphic at the ramification points.

Let us recall that

Qh,n+1(λ, y; z) =

d∑
k=1

(−1)kyr−k
Q

(k)
h,n+1(λ; z)

dλk
, (A-9)

so that

Qh,n+1(x(z), y(z); z) =
d∑

k=1

(−1)ky(z)r−k
Q

(k)
h,n+1(x(z); z)

dx(z)k
. (A-10)

We shall now use an interpolation formula to extract the coefficients
Q

(k)
h,n+1(x(z);z)

dx(z)k
out of

Qh,n+1(x(z), y(z); z).
For this purpose, let us write

P (x(z), y)

y − y(z)
=

d−1∑
l=0

(−1)lyd−1−lU (l)(z), (A-11)

where

U (l)(z) :=
∑

β⊆
l
x−1(x(z))\{z}

l∏
i=1

y(βi). (A-12)

The evaluation at y = y(z) gives

∂P

∂y
(x(z), y(z)) =

d−1∑
l=0

(−1)ly(z)d−1−lU (l)(z), (A-13)

while the evaluation at y = y(z′) with x(z) = x(z′) but z ̸= z′ implies that

∀ z′ ∈ x−1(x(z)) \ {z} , 0 =

d−1∑
l=0

(−1)ly(z′)d−1−lU (l)(z). (A-14)

One can use these two relations to compute

Qh,n+1(x(z), y(z); z) =
∑

z′∈x−1(x(z))

Qh,n+1(x(z), y(z′); z)
∂P
∂y (x(z), y(z′))

∂P

∂y
(x(z), y(z)) δz,z′

=
∑

z′∈x−1(x(z))

Qh,n+1(x(z), y(z′); z)
∂P
∂y (x(z), y(z′))

d−1∑
l=0

(−1)ly(z)d−1−lU (l)(z′).

(A-15)

Exchanging the summations and shifting the index l by 1, one gets

Qh,n+1(x(z), y(z); z) = −
d∑
l=1

(−1)ly(z)d−l
∑

z′∈x−1(x(z))

Qh,n+1(x(z), y(z′); z)
∂P
∂y (x(z), y(z′))

U (l−1)(z′). (A-16)
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Comparing with (A-10), one obtains

Q
(k)
h,n+1(x(z); z)

dx(z)k
= −

∑
z′∈x−1(x(z))

Qh,n+1(x(z), y(z′); z)
∂P
∂y (x(z), y(z′))

U (l−1)(z′). (A-17)

Since we have proved that
Qh,n+1(x(z),y(z

′);z)
∂P
∂y

(x(z),y(z′))
is holomorphic at the ramification points and

U (l−1)(z′) obviously is, one can conclude that
Q

(k)
h,n+1(x(z);z)

dx(z)k
does not have any pole at z = a ∈ R.

A.4 Ramification points at poles

The points of x−1(P) play an important role in this article. A large part of our derivations rely
on the fact that ωh,n(z1, . . . , zn) for (h, n) ̸= (0, 1) have no poles at any zi ∈ x−1(P). Let us
consider some subclass of spectral curves for which this holds.

Let us write the ramification profile over P ∈ P as

x−1(P ) = {P (1), . . . , P (ℓP )}, (A-18)

dP (α) = degP (α) x. (A-19)

Let us denote ζα the canonical local coordinate near P (α), and let us denote

ρP (α) = e
2πi

d
P (α) (A-20)

the root of unity.
The meromorphic function y has a Taylor–Laurent expansion given by the spectral times

ydx =

r
P (α)−1∑
k=0

tP (α),k ζ
−k−1
α dζα + analytic at P (α). (A-21)

Lemma A.1. If for all p ∈ x−1(P) we have rp ≥ 3 and tp,rp−2 ̸= 0, then ωh,n for (h, n) ̸= (0, 1)
are analytic at x−1(P).

Proof. The proof proceeds by recursion on 2h− 2 + n. It is clearly true for 2h− 2 + n = 0, i.e.
for ω0,2.

Let us assume that it holds up to 2h − 2 + n and prove it for ωh,n+1 using eq (A-2). Let
p ∈ x−1(P).

By recursion hypothesis, the factor U
(k+1)
h,n+1(z, β; z) has no pole at z = p nor βi = p, but it

may have poles at z = βi or βi = βj if they appear in ω0,2. Remark that

ω0,2(βi, βj) =
ρ
βj
p

(ρβip − ρ
βj
p )2

ζ−2
p dζ2p , (A-22)

i.e. it has a double pole (notice that ρβip − ρ
βj
p ̸= 0 because βi and βj are in J0, dpK).

The maximum number of factors ω0,2 is k+1
2 , which means that the degree of the pole is at

most k + 1.
Let us now study the behavior of the denominator with ydx. We have

ydx(z) − ydx(βj) = tp,rp−1(1 − ρ
rpβj
p )ζ

−rp
p dζp + tp,rp−2(1 − ρ

(rp−1)βj
p )ζ

1−rp
p dζp +O

(
ζ
2−rp
P

)
dζp.

(A-23)
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If rpβj is not multiple of dp, this quantity is of order O
(
ζ
−rp
p

)
, and if rpβj is multiple of dp,

then (rp− 1)βj can’t be multiple of dp, and thus in both cases this quantity has a pole of degree
at least (rp − 1).

In (A-2), there are k factors 1
ydx(z)−ydx(βj) , therefore the integrand is of order at least

O
(
ζ
−(k+1)+k(rp−1)
p

)
.

If rp ≥ 3, the integrand behaves as O(ζk−1
p ), which has no pole because k ≥ 1. Therefore,

the residue vanishes.
This proves that residues coming from a = p vanish, and hence ωh,n is the same as if we had

taken residues only at a ∈ R, which have no pole at z ∈ x−1(P).

Remark A.1. This condition is sufficient, but it might not be necessary.

B Proof of the KZ equations

In this section we prove the KZ equations for a generic divisor D, then we regularize them for
a particular divisor D = [z] − [∞(α)] and finally, we re-write them making use of cycles.

B.1 Proof for a generic divisor

In this section we give the proof of Theorem 5.1. Let us compute the differential ℏdpiψl,i(D, ℏ).
It reads

ℏdpiψl,i(D, ℏ) = ℏdpi

[ ∑
(h,n)∈N2

ℏ2h+n

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h,n+1(pi; ·)

(dx(pi))
l

]
ψ(D, ℏ)

+

[ ∑
(h,n)∈N2

ℏ2h+n

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h,n+1(pi; ·)

(dx(pi))
l

]
ℏdpi (ψ(D, ℏ))

=

[ ∑
(h,n)∈N2

ℏ2h+n+1

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D
dpi

(
Q̂

(l)
h,n+1(pi; ·)

(dx(pi))
l

)]
ψ(D, ℏ)

+αi

[ ∑
(h,n)∈N2

ℏ2h+n+1

(n− 1)!

n−1︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h,n+1(pi; pi, ·)

(dx(pi))
l

]
ψ(D, ℏ)

+

[ ∑
(h,n)∈N2

ℏ2h+n

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h,n+1(pi; ·)

(dx(pi))
l

]
ℏdpi (ψ(D, ℏ)) . (B-1)

The first of the last three terms is obtained by action of the differential operator inside the
integrals while the second one comes from the action on any of the n integrals themselves.

Let us now compute the different terms. One has

ℏdpi (ψ(D, ℏ)) = αi

[∑
h≥0

∑
n≥1

ℏ2h−1+n

(n− 1)!

n−1︷ ︸︸ ︷∫
D
· · ·
∫
D

[
ωh,n(pi, ·) − δh,0δn,2

dx(pi)dx(·)
(x(pi) − x(·))2

]]
ψ(D, ℏ),

(B-2)

77



so that the sum of the second and third terms reads

αi
∑

h≥0

∑
n≥1

ℏ2h+n+1

(n−1)!

n−1︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h,n+1(pi;pi,·)
(dx(pi))

l ψ(D, ℏ)

+αi
∑

h1,h2≥0

∑
n1,n2≥0

ℏ2h1+2h2+n1+n2

n1!n2!

n1︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h1,n1+1(pi;·)

(dx(pi))
l

n2︷ ︸︸ ︷∫
D
· · ·
∫
D

[
ωh2,n2+1(pi, ·) − δh2,0δn2,1

dx(pi)dx(·)
(x(pi)−x(·))2

]
ψ(D, ℏ),

(B-3)

which can be re-organized as

αi
∑
h≥0

∑
n≥0

ℏ2h+n
[

1
n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h−1,n+2(pi;pi,·)

(dx(pi))
l

+
∑

h1+h2=h

∑
n1+n2=n

1
n1!n2!

n1︷ ︸︸ ︷∫
D
· · ·
∫
D

Q̂
(l)
h1,n1+1(pi;·)
(dx(pi))

l

n2︷ ︸︸ ︷∫
D
· · ·
∫
D

[
ωh2,n2+1(pi, ·) − δh2,0δn2,1

dx(pi)dx(·)
(x(pi)−x(·))2

] ]
ψ(D, ℏ).

(B-4)

Using Lemma 5.1 and Definition 5.4, this reads

− αiψl+1,i(D, ℏ)dx(pi) + αi
∑
h≥0

∑
n≥0

ℏ2h+n

n!∫
z1∈D

· · ·
∫
zn∈D

[
Q

(l+1)
h,n+1(x(pi); z)

(dx(pi))
l

−
n∑
j=1

Q̂
(l)
h,n(pi; z \ {zj})

(dx(pi))
l

dx(pi)dx(zj)

(x(pi) − x(zj))2

]
ψ(D, ℏ). (B-5)

Plugging the definition given by (4-8), this reads

− αiψl+1,i(D, ℏ)dx(pi) + αi
∑
h≥0

∑
n≥0

ℏ2h+ndx(pi)

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(pi); z)ψ(D, ℏ)

+ αi
∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

n∑
j=1

dzj

[
dx(pi)

(
Q̂

(l)
h,n(zj ;z\{zj})
dx(zj)l

− Q̂
(l)
h,n(pi;z\{zj})
dx(pi)l

)
x(pi) − x(zj)

]
ψ(D, ℏ).

(B-6)

One can evaluate the last term by integration along the divisor D and, taking into account that
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it has degree 0, one gets

− αiψl+1,i(D, ℏ)dx(pi) − ℏαidx(pi)
∑

j∈J1,sK\{i}

αj
ψl,i(D, ℏ) − ψl,j(D, ℏ)

x(pi) − x(pj)

− α2
i

[ ∑
(h,n)∈N2

ℏ2h+n+1

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D
dpi

(
Q̂

(l)
h,n+1(pi; ·)

(dx(pi))
l

)]
ψ(D, ℏ)

+ αi
∑
h≥0

∑
n≥0

ℏ2h+ndx(pi)

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(pi); z)ψ(D, ℏ).

(B-7)

Plugging this into (B-1), this gives

ℏdpiψl,i(D, ℏ) = −αiψl+1,i(D, ℏ)dx(pi) − ℏαidx(pi)
∑

j∈J1,sK\{i}

αj
ψl,i(D, ℏ) − ψl,j(D, ℏ)

x(pi) − x(pj)

+ (1 − α2
i )

[ ∑
(h,n)∈N2

ℏ2h+n+1

n!

n︷ ︸︸ ︷∫
D
· · ·
∫
D
dpi

(
Q̂

(l)
h,n+1(pi; ·)

(dx(pi))
l

)]
ψ(D, ℏ)

+ αi
∑
h≥0

∑
n≥0

ℏ2h+ndx(pi)

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(pi); z)ψ(D, ℏ).

(B-8)

B.2 Proof for the special divisor

In this section we prove Theorem 5.2 corresponding to the special choice of divisor: D =
[z] − [∞(α)], with z /∈ x−1(P) ∪ x−1(x(R)) a generic point in a small neighborhood of ∞(α).

For a two point divisor D = [z] − [p2], the first KZ equation of Theorem 5.1 reads

ℏdψl,1(D=[z]−[p2],ℏ)
dx(z) = −ψl+1,1(D = [z] − [p2], ℏ) + ℏψl,1(D=[z]−[p2],ℏ)−ψl,2(D=[z]−[p2],ℏ)

x(z)−x(p2)

+

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D· · ·

∫
zn∈D Q̃

(l+1)
h,n+1(x(z); z)

]
ψ(D = [z] − [p2], ℏ).

Multiplying this equation by eℏ
−1V∞(α) (p2) 1

x(p2)

√
dx(p2)

dζ∞(α) (p2)
, one gets

ℏ
dψ

(p2)
l,1

dx(z)
= −ψ(p2)

l+1,1 + ℏ
ψ
(p2)
l,1 − ψ

(p2)
l,2

x(z) − x(p2)
+

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(z); z)

]
ψ
(p2)
0,1 ,

where we denote for simplicity:

ψ
(p2)
l,i := eℏ

−1V∞(α) (p2)
1

x(p2)

√
dx(p2)

dζ∞(α)(p2)
ψl,i (D = [z] − [p2], ℏ) ,

for i ∈ {1, 2} and l ∈ J0, d− 1K. They are defined in such a way that

ψreg
l (D = [z] − [∞(α)], ℏ) := lim

p2→∞(α)
ψ
(p2)
l,1 , for all l ∈ J0, d− 1K.
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By definition, ψ
(p2)
l,1 is holomorphic as p2 → ∞(α), so that one can separate the singular and

regular terms in this limit by writing

ℏ
dψ

(p2)
l,1

dx(z)
+ ψ

(p2)
l+1,1 − ℏ

ψ
(p2)
l,1

x(z) − x(p2)

= −ℏ
ψ
(p2)
l,2

x(z) − x(p2)
+

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(x(z); z)

]
ψ
(p2)
0,1 .

The LHS admits a limit as p2 → ∞(α) and reads

ℏ
dψreg

l (D = [z] − [∞(α)], ℏ)

dx(z)
+ ψreg

l+1(D = [z] − [∞(α)], ℏ).

This implies that the RHS admits a limit as p2 → ∞(α) as well. In order to study this limit, let
us write this RHS as[∑

h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

(
Q̃

(l+1)
h,n+1(x(z); z) − ℏ

Q̂
(l)
h,n+1(p2; z)

(x(z) − x(p2)) (dx(p2))l

)]
ψ
(p2)
0,1 , (B-9)

where we have used that ψ
(p2)
0,2 = ψ

(p2)
0,1 because ψ0,2(D, ℏ) = ψ0,1(D, ℏ) = ψ(D, ℏ) for any divisor

D. The factor ψ
(p2)
0,1 satisfies

ψ
(p2)
0,1 → ψreg(D = [z] − [∞(α)], ℏ), as p2 → ∞(α),

so that the RHS tends to

ψreg([z] − [∞(α)], ℏ) · lim
p2→∞(α)

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈D

· · ·
∫
zn∈D

(
Q̃

(l+1)
h,n+1(x(z); z)

−ℏ
Q̂

(l)
h,n+1(p2; z)

(x(z) − x(p2)) (dx(p2))l

)]
.

Let λ ∈ P1 \ P, and λ ̸= x(z), we have∫
z1∈D

· · ·
∫
zn∈D

Q̃
(l+1)
h,n+1(λ; z) =

∫
z1∈D

· · ·
∫
zn∈D

Q
(l+1)
h,n+1(λ; z)/dλl+1

− n

λ− x(z)

∫
z1∈D

· · ·
∫
zn−1∈D

Q̂
(l)
h,n(z; z)/dx(z)l

+
n

λ− x(p2)

∫
z1∈D

· · ·
∫
zn−1∈D

Q̂
(l)
h,n(p2; z)/dx(p2)

l .

(B-10)

The third term exactly cancels when we sum over n, and the first 2 terms do have a limit as

p2 → ∞(α). Indeed if l ≥ 1, in the definition of Q
(l+1)
h,n+1(λ; z1, . . . , zn), there is no ω0,1(zi) for

any i ∈ J1, nK, and there is no ω0,2(zi, zj). Thus the integrals zi ∈ D are convergent in the limit
p2 → ∞(α).
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This implies that the RHS tends to

ψreg([z] − [∞(α)], ℏ) · lim
λ→x(z)

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈[z]−[∞(α)]

· · ·
∫
zn∈[z]−[∞(α)]

(
Q

(l+1)
h,n+1(λ; z)/dλl+1

−ℏ
Q̂

(l)
h,n+1(z; z)

(λ− x(z)) (dx(z))l

)]
.

Let us write the limit as a residue at λ→ x(z) as

Res
λ→x(z)

dλ

λ− x(z)

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈[z]−[∞(α)]

· · ·
∫
zn∈[z]−[∞(α)]

(
Q

(l+1)
h,n+1(λ; z)

dλl+1

−ℏ
Q̂

(l)
h,n+1(z; z)

(λ− x(z)) (dx(z))l

)]
.

The integrand is a rational fraction of λ, with singularities at x(z) and at λ ∈ P, therefore,
moving the integration contour we get

−
∑
P∈P

Res
λ→P

dλ

λ− x(z)

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈[z]−[∞(α)]

· · ·
∫
zn∈[z]−[∞(α)]

(
Q

(l+1)
h,n+1(λ; z)

dλl+1

−ℏ
Q̂

(l)
h,n+1(z; z)

(λ− x(z)) (dx(z))l

)]
.

The last term in 1
(λ−x(z))2 yields no residues at P. For the other term, let us Taylor expand the

1
λ−x(z) at λ→ P as

dλ

λ− x(z)
= −

∞∑
k=0

ξP (x(z))−kξP (λ)k−1dξP (λ). (B-11)

This gives

∑
P∈P

∞∑
k=0

ξP (x(z))−k Res
λ→P

ξP (λ)k−1dξP (λ)

∑
h≥0

∑
n≥0

ℏ2h+n

n!

∫
z1∈[z]−[∞(α)]

· · ·
∫
zn∈[z]−[∞(α)]

Q
(l+1)
h,n+1(λ; z)/dλl+1. (B-12)

This leads to the KZ equation

ℏ
dψreg

l ([z] − [∞(α)], ℏ)

dx(z)
+ ψreg

l+1([z] − [∞(α)], ℏ)

=

[∑
h≥0

∑
n≥0

ℏ2h+n

n!

∑
P∈P

∑
k∈S(l+1)

P

ξP (x(z))−k Res
λ→P

ξP (λ)k−1 dξP (λ)

∫ z

z1=∞(α)

· · ·
∫ z

zn=∞(α)

Q
(l+1)
h,n+1(λ; z)

(dλ)l+1

]
ψreg([z] − [∞(α)], ℏ). (B-13)
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B.3 Rewriting the KZ equations with cycles

For every pole P ∈ P, let us write its preimages x−1(P ) = {p(1), . . . , p(ℓP )} keeping track of their
multiplicities as follows

P = (P (1), . . . , P (d)) = (

d
p(1)︷ ︸︸ ︷

p(1), . . . , p(1),

d
p(2)︷ ︸︸ ︷

p(2), . . . , p(2), . . . ,

d
p(ℓP )︷ ︸︸ ︷

p(ℓP ), . . . , p(ℓP )). (B-14)

For j ∈ J1, dK, we will say that P (j) corresponds to p(k) if 1 +
k−1∑
r=1

dp(r) ≤ j ≤
k∑
r=1

dp(r) . We also

denote dp(k) by dP (j) , for every P (j) that corresponds to p(k). Note that there are dp(k) different

j’s that give P (j)’s corresponding to the same p(k).
Let us introduce roots of unity

ρP (j) = e
2πi

d
P (j) . (B-15)

In a neighborhood of λ→ P , we denote the preimages

x−1(λ) = {q1, . . . , qd},

labeled in such a way that when λ→ P , we have qj → P (j), and the local coordinates are

ζP (j)(qj) = (ρP (j))j (ξP (λ))
1

d
P (j) . (B-16)

In particular, if P (j) = P (j′), the local coordinates are proportional by a root of unity

ζP (j) = (ρP (j))
j−j′ ζP (j′) . (B-17)

Then let us Taylor expand Q
(l+1)
h,n+1(λ; z) in its first variable in the limit λ → P . For (h, n + l +

1) ̸= (0, 2), the Taylor series of ωh,n+l+1(qi1 , . . . , qil+1
, z1, . . . , zn), has its coefficients obtained by

residues, i.e. by generalized cycle integrals

ωh,n+l+1(qi1 , . . . , qil+1
, z1, . . . , zn) =

∞∑
k1,...,kl+1=−rP

l+1∏
j=1

ζ
P (ij)(qij )

kj−1dζ
P (ij)(qij )∫

C
P (i1),k1

· · ·
∫
C
P
(il+1),kl+1

ωh,n+l+1(·, . . . , ·, z). (B-18)

Non strictly positive values of kis can occur only for ω0,1. We denote the lower bound rP =
maxj=1,...,d (rP (j) − 1).

We can also write the Taylor expansion for the integrals with z1, . . . , zn on D:∫
z1∈D

· · ·
∫
zn∈D

ωh,n+l+1(qi1 , . . . , qil+1
, z1, . . . , zn)

=
∞∑

k1,...,kl+1=−rP

l+1∏
j=1

ζ
P (ij)(qij )

kj−1dζ
P (ij)(qij )∫

C
P (i1),k1

· · ·
∫
C
P
(il+1),kl+1

∫
D
· · ·
∫
D
ωh,n+l+1. (B-19)

As in the last expression, for simplicity, we omit the variables that we integrate over when there
is no possible confusion. Notice that the

∫
D integrals are rightmost, they are performed before
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the Cp,k integrals, i.e. before taking the Taylor expansion coefficients, and (B-19) is not the
integral of (B-18) in general. However the only case where the order of integration does not
commute is for ω0,2, as we saw in Proposition 5.1, and in that case∫

z1∈D
ω0,2(qi1 , z1) =

∞∑
k1=0

ζP (i1)(qi1)k1−1dζP (i1)(qi1)

∫
C
P (i1),k1

∫
D
ω0,2

= −δP (i1),∞(α)ζP (i1)(qi1)−1dζP (i1)(qi1)

+
∞∑
k1=1

ζP (i1)(qi1)k1−1dζP (i1)(qi1)

∫
D

∫
C
P (i1),k1

ω0,2. (B-20)

From the definition of Q
(l+1)
h,n+1(λ; z), the ω0,2(qi1 , qi2) that can appear there will always be

evaluated at qi1 ̸= qi2 . However, we can expand them around qij → P (ij), j ∈ {1, 2}, with

P (i1) = P (i2). The Taylor expansion of ω0,2 is

ω0,2(qi1 , qi2) − δP (i1),P (i2)

dζP (i1)(qi1)dζP (i2)(qi2)

(ζP (i1)(qi1) − ζP (i2)(qi2))2

=

∞∑
k1,k2=1

ζP (i1)(qi1)k1−1dζP (i1)(qi1)ζP (i2)(qi2)k2−1dζP (i2)(qi2)∮
z′1∈CP (i1),k1

∮
z′2∈CP (i2),k2

(
ω0,2(z

′
1, z

′
2) − δP (i1),P (i2)

dζP (i1)(z
′
1)dζP (i2)(z

′
2)

(ζP (i1)(z
′
1) − ζP (i2)(z

′
2))

2

)
=

∞∑
k1,k2=1

ζP (i1)(qi1)k1−1dζP (i1)(qi1)ζP (i2)(qi2)k2−1dζP (i2)(qi2)∮
z′1∈CP (i1),k1

(
− δP (i1),P (i2) k2ζP (i1)(z

′
1)

−k2−1dζP (i1)(z
′
1) +

∮
z′2∈CP (i2),k2

ω0,2(z
′
1, z

′
2)
)

=

∞∑
k1,k2=1

ζP (i1)(qi1)k1−1dζP (i1)(qi1)ζP (i2)(qi2)k2−1dζP (i2)(qi2)∮
z′1∈CP (i1),k1

∮
z′2∈CP (i2),k2

ω0,2(z
′
1, z

′
2). (B-21)

Then, notice that if P (i1) = P (i2),
ζ
P (i1)

ζ
P (i2)

= ρi1−i2
P (i1)

is a root of unity. This implies

dζP (i1)(qi1))dζP (i2)(qi2))

(ζP (i1)(qi1)) − ζP (i2)(qi2)))2
=

ρi1−i2
P (i1)

(1 − ρi1−i2
P (i1)

)2
ζP (i1)(qi1)−1dζP (i1)(qi1)ζP (i2)(qi2)−1dζP (i2)(qi2).

(B-22)
In other words

ω0,2(qi1 , qi2) = δP (i1),P (i2)

ρi1−i2
P (i1)

(1 − ρi1−i2
P (i1)

)2
ζP (i1)(qi1)−1dζP (i1)(qi1)ζP (i2)(qi2)−1dζP (i2)(qi2)

+

∞∑
k1,k2=1

ζP (i1)(qi1))k1−1dζP (i1)(qi1))ζP (i2)(qi2))k2−1dζP (i2)(qi2))∮
C
P (i1),k1

∮
C
P (i2),k2

ω0,2. (B-23)
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In some sense this is as if we extended the sum in the second line to include the cases k1 = 0
and k2 = 0 by defining: ∮

C
P (i1),0

∮
C
P (i2),0

ω0,2 := R(P )i1,i2 , (B-24)

where we defined the d× d matrix R(P ) to be

∀ i ∈ J1, dK R(P )i,i := 0 , ∀ i1 ̸= i2 R(P )i1,i2 := δP (i1),P (i2)

ρi1−i2
P (i1)

(1 − ρi1−i2
P (i1)

)2
. (B-25)

With this definition at hand, we can now write the RHS of the KZ equation (B-13), after

expanding the Q
(l+1)
h,n+1(λ; z) around λ→ P , as[ ∑

h,n≥0

ℏ2h+n

n!

∑
P∈P

∑
k∈S(l+1)

P

ξP (x(z))−k

∑
β ⊆
l+1

x−1(λ)

∑
ν∈S(β)

∑
J1⊔···⊔Jl(ν)=z

∑
l(ν)∑
i=1

hi=h+l(ν)−l−1

∞∑
ki,j=1−r

P
(νi,j)

Res
λ=P

ξP (λ)k−1dξP (λ)

l(ν)∏
i=1

|νi|∏
j=1

ζ
ki,j−1

P (νi,j)
dζ
P (νi,j)/dλ

l(ν)∏
i=1

 |νi|∏
j=1

∫
C
P
(νi,j),ki,j

|Ji|∏
j=1

∫
[z]−[∞(α)]

ωhi,|νi|+|Ji|

]ψreg([z] − [∞(α)], ℏ). (B-26)

Notice that only the elements of Ji are integrated from ∞(α) to z, and since |νi| > 0, it can
never be an integral of ω0,1, i.e. the integrand never has poles at ∞(α) and thus these integrals
are well defined.

Note that only ω0,1 factors can bring some ki,j < 0 and only ω0,1 and ω0,2 factors can bring
some ki,j = 0.

Let us now compute the residues at λ→ P . We have,

� If P = Λi is a finite pole, we denote ϵP = 1, and its multiplicity dP (j) = orderP (j)x > 0.
The canonical base local coordinate is ξP = λ− Λi, dξP = dλ, and writing the preimages
of P with multiplicities as {P (1), . . . , P (d)}, we have

ζP (j) = ξ

1
d
P (j)

P and dζP (j) =
1

dP (j)

ξ

1
d
P (j)

−1

P dξP . (B-27)

The residue at λ = P thus selects

−k = −l − 1 +

l(ν)∑
i=1

|νi|∑
j=1

ki,j
d
P (νi,j)

. (B-28)

� If P = ∞ is an infinite pole, we denote ϵP = −1, and its multiplicity dP (j) = −orderP (j)x >
0. We have ξP = 1

λ , dλ = −ξ−2
P dξP , and writing the preimages of P with multiplicities as

{P (1), . . . , P (d)}, we have

ζP (j) = ξ

1
d
P (j)

P and dζP (j) =
1

dP (j)

ξ

1
d
P (j)

−1

P dξP . (B-29)
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The residue at λ = P thus selects

−k = l + 1 +

l(ν)∑
i=1

|νi|∑
j=1

ki,j
d
P (νi,j)

. (B-30)

In both cases
l(ν)∑
i=1

|νi|∑
j=1

ki,j
d
P (νi,j)

= (l + 1)ϵP − k. (B-31)

Some of the ki,js can be negative and with lower bound ki,j > −r
P (νi,j) . This implies that the

sum over the ki,j must in fact be a finite sum, with an upper bound.
We have that the RHS of (B-13) reads[ ∑

h,n≥0

ℏ2h+n

n!

∑
P∈P

∑
k∈S(l+1)

P

ξP (x(z))−k

∑
β ⊆
l+1

x−1(λ)

∑
ν∈S(β)

∑
J1⊔···⊔Jl(ν)=z

∑
l(ν)∑
i=1

hi=h+l(ν)−l−1

∞∑
ki,j=1−r

P
(νi,j)

δ

 l(ν)∑
i=1

|νi|∑
j=1

ki,j
d
P (νi,j)

= (l + 1)ϵP − k

 l(ν)∏
i=1

νi∏
j=1

ϵP
d
P (νi,j)

l(ν)∏
i=1

 |νi|∏
j=1

∫
C
P
(νi,j),ki,j

|Ji|∏
j=1

∫
[z]−[∞(α)]

ωhi,|νi|+|Ji|

]ψreg([z] − [∞(α)], ℏ), (B-32)

where we use the Krönecker δ to encode the constraint on the ki,js. In this sum there are terms
with ki,j < 0 that may only come from ω0,1, there are terms with ki,j = 0 that may only come
from ω0,1 and ω0,2, and there are the strictly positive ki,j > 0.

Let us separate the negative and vanishing ki,js from the strictly positive.
We shall decompose the partition ν into 3 pieces:

� A piece that we re-call ν for the strictly positive ki,js:

ν =
⊔

i∈J1,ℓK

{νi,1, . . . , νi,|νi|}, (B-33)

with all indices (i, j), j ∈ J1, |νi|K, distinct, corresponding to elements in J1, dK, and giving
an order to the sets. To it we associate the sequence of exponents

((k1,1, . . . , k1,|ν1|), (k2,1, . . . , k2,|ν2|), . . . , (kℓ,1, . . . , kℓ,|νℓ|)), (B-34)

with all ki,j > 0.

� A piece that we call ν ′ for the negative or vanishing ki,js corresponding to integrals of ω0,1.
All its parts must be of size 1, and instead of encoding it as a set partition, we can just
denote it as a set of indices ν ′ = {ν ′1, . . . , ν ′ℓ′}, with ν ′j ∈ J1, dK \ ν. To it we associate the
exponents

k′1, . . . , k
′
ℓ′ , with k′i ∈ J0, r

P (ν′
i
) − 1K. (B-35)
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The integrals associated to it give the spectral times∮
C
P
(ν′

i
)
,−k′

i

ω0,1 = t
P (ν′

i
),k′i
. (B-36)

� A piece that we call ν ′′ for the zero values corresponding to the pseudo-integrals of ω0,2

which are worth R(p)i1,i2 . All its parts must be of size 2 and its indices are taken ν ′′i,± ∈
J1, dK \ (ν ∪ ν ′):

ν ′′ = {{ν ′′1,+, ν ′′1,−}, {ν ′′2,+, ν ′′2,−}, . . . , {ν ′′ℓ′′,+, ν ′′ℓ′′,−}} ∈ S(2)(J1, dK \ (ν ∪ ν ′)),

where we denoted S(2)(J1, dK \ (ν ∪ ν ′)) the set of set partitions where all the parts have
size 2. To it we shall associate zero exponents k′′i,± = 0, and the factor

Cν′′i :=

∮
C
P
(ν′′

i,+
)
,0

∮
C
P
(ν′′

i,−)
,0

ω0,2 = R(p)ν′′i,+,ν′′i,− = R(p)ν′′i . (B-37)

Finally, one could have a factor of the form∫
C
P
(νi,j),ki,j

∫
[z]−[∞(α)]

ω0,2,

with P (νi,j) = ∞(α) and ki,j = 0 giving a contribution equal to -1. In this case, one has the same
contributions as above for ν ∪ ν ′ ∪ ν ′′ not containing α and |ν ∪ ν ′ ∪ ν ′′| = l.

In the end we get the RHS of the KZ equation divided by ψreg([z] − [∞(α)], ℏ) as

∑
h,n≥0

ℏ2h+n

n!

∑
P∈P

∑
k∈S(l+1)

P

ξP (x(z))−k
l+1∑
ℓ′=0

∑
ν′⊂ℓ′J1,dK

r
P
(ν′

i
)−1∑

k′i=0

∑
0≤ℓ′′≤ l+1−ℓ′

2

∑
ν′′∈S(2)(J1,dK\ν′)

l(ν′′)=ℓ′′∑
β ⊆
l+1−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′)

∑
ν∈S(β)

∑
l(ν)∑
i=1

hi=h+l(ν)−|ν|−ℓ′′

∞∑
ki,j=1

i=1,...,l(ν)
j=1,...,|νi|

∑
n1+···+nl(ν)=n

n!

n1! . . . nl(ν)!

δ

 l(ν)∑
i=1

|νi|∑
j=1

ki,j
d
P (νi,j)

= (l + 1)ϵP − k +

ℓ′∑
i=1

k′i
d
P (ν′

i
)

 ℓ′∏
i=1

ϵP
d
P (ν′

i
)

ℓ′′∏
i=1

1

d
P

(ν′′
i,+

)d
P

(ν′′
i,−)

l(ν)∏
i=1

νi∏
j=1

ϵP
d
P (νi,j)

ℓ′∏
i=1

t
P (ν′

i
),k′i

ℓ′′∏
i=1

R(P )ν′′i

l(ν)∏
i=1

 |νi|∏
j=1

∫
C
P
(νi,j),ki,j

ni∏
j=1

∫
[z]−[∞(α)]

ωhi,|νi|+ni


−
∑
h,n≥0

ℏ2h+n

n!

∑
k∈S(l+1)

∞

ξ∞(x(z))−k
l∑

ℓ′=0

∑
ν′⊂ℓ′ (J1,dK\{α})

r
∞(ν′

i
)−1∑

k′i=0

∑
0≤ℓ′′≤ l−ℓ′

2

∑
ν′′∈S(2)(J1,dK\ν′∪{α})

l(ν′′)=ℓ′′∑
β ⊆
l−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′∪{α})

∑
ν∈S(β)

∑
l(ν)∑
i=1

hi=h+l(ν)−|ν|−ℓ′′

∞∑
ki,j=1

i=1,...,l(ν)
j=1,...,|νi|
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∑
n1+···+nl(ν)+1=n

n!

n1! . . . nl(ν)!
δ

 l(ν)∑
i=1

|νi|∑
j=1

ki,j
d∞(νi,j)

= (l + 1)ϵ∞ − k +

ℓ′∑
i=1

k′i
d
∞(ν′

i
)


ϵ∞
d∞(α)

l(ν)∏
i=1

νi∏
j=1

ϵ∞
d∞(νi,j)

ℓ′∏
i=1

ϵ∞
d
∞(ν′

i
)

ℓ′′∏
i=1

1

d
∞(ν′′

i,+
)d∞(ν′′

i,−)

ℓ′∏
i=1

t
P (ν′

i
),k′i

ℓ′′∏
i=1

R(∞)ν′′i

l(ν)∏
i=1

 |νi|∏
j=1

∫
C
∞(νi,j),ki,j

ni∏
j=1

∫
[z]−[∞(α)]

ωhi,|νi|+ni

 . (B-38)

Now all cycle integrals are with generalized cycles with ki,j > 0, and these commute with
all other integrals present in this expression; in particular with integrals

∫
[z]−[∞(α)], so the order

of integrations doesn’t matter anymore. Moreover, we have a formal power series of ℏ, whose
coefficients are rational fractions of x(z) with poles at P, and whose coefficients are algebraic
combinations of generalized cycle integrals of the ωhi,ni+|νi|, therefore it can be written as the
evaluation of an element of our symbolic algebra W.

So let us rewrite the last expression in W as

ℏl+1
∑
P∈P

ϵl+1
P

∑
k∈S(l+1)

P

ξP (x(z))−k
l+1∑
ℓ′=0

∑
ν′⊂ℓ′J1,dK

r
P
(ν′

i
)−1∑

k′i=0

∑
0≤ℓ′′≤ l+1−ℓ′

2

∑
ν′′∈S(2)(J1,dK\ν′)

l(ν′′)=ℓ′′∑
β ⊆
l+1−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′)

∑
ν∈S(β)

1
l(ν)∏
i=1

νi∏
j=1

d
P (νi,j)

ℓ′∏
i=1

d
P (ν′

i
)

ℓ′′∏
i=1

d
P

(ν′′
i,+

)d
P

(ν′′
i,−)

∞∑
ki,j=1

i=1,...,l(ν)
j=1,...,|νi|

δ

 l(ν)∑
i=1

|νi|∑
j=1

ki,j
d
P (νi,j)

= (l + 1)ϵP − k +
ℓ′∑
i=1

k′i
d
P (ν′

i
)

 ℓ′∏
i=1

ℏ−1t
P (ν′

i
),k′i

ℓ′′∏
i=1

R(P )ν′′i

∑
h1,...,hl(ν)

∑
n1+···+nl(ν)=n

l(ν)∏
i=1

ℏ2hi−2+ni+|νi|

ni!

ni∏
j=1

∫
[z]−[∞(α)]

|νi|∏
j=1

∫
C
P
(νi,j),ki,j

ωhi,|νi|+ni


−ℏl+1ϵl+1

∞
∑

k∈S(l+1)
∞

ξ∞(x(z))−k
l∑

ℓ′=0

∑
ν′⊂ℓ′J1,dK\{α}

r
∞(ν′

i
)−1∑

k′i=0

∑
0≤ℓ′′≤ l−ℓ′

2

∑
ν′′∈S(2)(J1,dK\ν′∪{α})

l(ν′′)=ℓ′′∑
β ⊆
l−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′∪{α})

∑
ν∈S(β)

1

d∞(α)

l(ν)∏
i=1

νi∏
j=1

d∞(νi,j)

ℓ′∏
i=1

d
∞(ν′

i
)

ℓ′′∏
i=1

d
∞(ν′′

i,+
)d∞(ν′′

i,−)

∞∑
ki,j=1

i=1,...,l(ν)
j=1,...,|νi|

δ

 l(ν)∑
i=1

|νi|∑
j=1

ki,j
d∞(νi,j)

= (l + 1)ϵ∞ − k +

ℓ′∑
i=1

k′i
d
∞(ν′

i
)

 ℓ′∏
i=1

ℏ−1t
∞(ν′

i
),k′i

ℓ′′∏
i=1

R(∞)ν′′i

∑
h1,...,hl(ν)

∑
n1+···+nl(ν)+1=n

l(ν)∏
i=1

ℏ2hi−2+ni+|νi|

ni!

ni∏
j=1

∫
[z]−[∞(α)]

|νi|∏
j=1

∫
C
∞(νi,j),ki,j

ωhi,|νi|+ni

 . (B-39)

The following lemma will help recognize this expression as an operator acting on ψ.
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Lemma B.1. Let l > 0 and let C1, . . . , Cl ∈ E be some generalized cycles of strictly positive
type (i.e. Ci = Cpi,ki with ki > 0). Let D be a divisor of degree 0. We have

ℏ2lIC1 . . . ICl
ψreg symbol(D, ℏ)=

[ ∑
h,n≥0

ℏ2h+n

n!

∑
ν∈S(J1,lK)

∑
n1+···+nl(ν)=n

∑
h1+···+hl(ν)=h−l+l(ν)

n!∏l(ν)
i=1 ni!

l(ν)∏
i=1

( ni∏
j=1

∫
D

∏
j∈νi

∫
Cj

ωhi,|νi|+ni

)]
ψreg symbol(D, ℏ)

(B-40)

and

ev.IC1 . . . ICl
ψreg symbol(D, ℏ)=

[ ∑
h,n≥0

∑
β⊆

l
x−1(λ)

∑
ν∈S(β)

ℏ2h+n−2l

n!

∫
z1∈D

· · ·
∫
zn∈D∑

J1⊔···⊔Jl(ν)={z1,...,zn}

∑
h1+···+hl(ν)=h−l+l(ν)

l(ν)∏
i=1

( ∏
j∈νi

∫
Cj

ωhi,|νi|+|Ji|(νi, Ji)
)]

ψreg(D, ℏ).

(B-41)

Proof. Let us start by proving (B-40) by recursion on l. It is true for l = 1 by our definition of
applying IC1 to an exponential (5-62):

ℏ2IC1ψ
reg symbol(D, ℏ) =

[ ∑
h,n≥0

ℏ2h+n

n!

(∫
D
· · ·
∫
D

∫
C1

ωh,1+n

)]
ψsymbol(D, ℏ). (B-42)

Then, assuming it is true up to l − 1, let us prove it for l. We have by induction hypothesis

ℏ2lIC1 . . . ICl
ψreg symbol(D, ℏ) = ℏ2ICl

([ ∑
h,n≥0

ℏ2h+n

n!

∑
ν∈S(J1,l−1K)

∑
n1+···+nl(ν)=n

∑
h1+···+hl(ν)
=h−l+1+l(ν)

n!∏l(ν)
i=1 ni!

l(ν)∏
i=1

( ni∏
j=1

∫
D

∏
j∈νi

∫
Cj

ωhi,|νi|+ni

)]
ψreg symbol(D, ℏ)

)
.

(B-43)
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Then we apply Leibniz rule

ℏ2lIC1 . . . ICl
ψreg symbol(D, ℏ) =

[ ∑
h,n≥0

ℏ2h+n

n!

∑
ν∈S(J1,l−1K)

∑
n1+···+nl(ν)=n

∑
h1+···+hl(ν)=h−l+1+l(ν)

n!∏l(ν)
i=1 ni!

l(ν)∏
i=1

( ni∏
j=1

∫
D

∏
j∈νi

∫
Cj

ωhi,|νi|+ni

)]
ℏ2ICl

ψreg symbol(D, ℏ)

+
[ ∑
h,n≥0

ℏ2h+2+n

n!

∑
ν∈S(J1,l−1K)

∑
n1+···+nl(ν)=n

∑
h1+···+hl(ν)=h−l+l(ν)

n!∏l(ν)
i=1 ni!

ICl

( l(ν)∏
i=1

( ni∏
j=1

∫
D

∏
j∈νi

∫
Cj

ωhi,|νi|+ni

))]
ψreg symbol(D, ℏ).

(B-44)

The first term can be written using (B-42) as sum over partitions of J1, lK the form ν̃ =
(ν1, . . . , νl(ν), 1), i.e. a partition obtained from ν by adding one more block of size 1, hence

l(ν̃) = l(ν) + 1 and |ν̃| = |ν| + 1. Then we have that the new genus is h̃ = h + hl(ν̃), giving

h1 + · · · + hl(ν̃) = h̃ − l + 1 + l(ν) = h̃ − l + l(ν̃). We also have ñ = n + nl(ν̃). In the second
term, ICl

acts by Leibniz rule on the product, by acting on one of the factors, which amounts to
adding the index l to a block of ν in all possible ways. This gives ℏ2h+2+n, with a new h̃ = h+ 1
and ν̃ ∈ S(J1, lK), so h1 + · · · + hl(ν̃) = h̃ − l + l(ν̃), with l(ν̃) = l(ν) and h̃ − l = h − l + 1, as
before. Eventually these two terms together give the sum over all partitions of the set J1, lK,
i.e. the formula (B-40) at rank l.

To prove (B-41), we just recognize that the factor

n!∏l(ν)
i=1 ni!

(B-45)

is the number of ways of writing

{z1, . . . , zn} = J1 ⊔ J2 ⊔ · · · ⊔ Jl(ν). (B-46)

This ends the proof of the lemma.

We define the operator

L̃l(x(z)) :=
∑
P∈P

ϵl+1
P

[
ξP (x(z))−(l+1)ϵP

l+1∑
ℓ′=0

∑
ν′⊂ℓ′J1,dK

∏
j∈ν′

( r
P (j)−1∑
k=0

tP (j),k

dP (j)

ξ
−k/d

P (j)

P

)
∑

0≤ℓ′′≤ l+1−ℓ′
2

∑
ν′′∈S(2)(J1,dK\ν′)

l(ν′′)=ℓ′′

ℓ′′∏
i=1

ℏ2R(P )ν′′i
d
P

(ν′′
i,+

)d
P

(ν′′
i,−)

∑
ν ⊆
l+1−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′)

∏
j∈ν

(
ℏ2

∞∑
k=1

ξ
k/d

P (j)

P

dP (j)

IC
P (j),k

)]
≤0

−ℏ
ϵl+1
∞

d∞(α)

[
ξ∞(x(z))−(l+1)ϵ∞

l∑
ℓ′=0

∑
ν′⊂ℓ′J1,dK\{α}

∏
j∈ν′

( r∞(j)−1∑
k=0

t∞(j),k

d∞(j)

ξ
−k/d∞(j)
∞

)
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∑
0≤ℓ′′≤ l+1−ℓ′

2

∑
ν′′∈S(2)(J1,dK\(ν′∪{α}))

l(ν′′)=ℓ′′

ℓ′′∏
i=1

ℏ2R(∞)ν′′i
d
∞(ν′′

i,+
)d∞(ν′′

i,−)

∑
ν ⊆
l−ℓ′−2ℓ′′

J1,dK\(ν′∪ν′′∪{α})

∏
j∈ν

(
ℏ2

∞∑
k=1

ξ
k/d∞(j)
∞
d∞(j)

IC∞(j),k

)]
≤0

, (B-47)

where the notation [·]≤0 means we keep only the terms that give ξP (x(z))−m, with m ∈ S
(l)
P .

Then (B-40) implies that the RHS of the KZ equation is

ℏ
d

dx(z)
ψreg
l ([z] − [∞(α)]) + ψreg

l+1([z] − [∞(α)]) = ev.L̃l(x(z))
[
ψreg symbol([z] − [∞(α)])

]
. (B-48)

This ends the proof of Theorem 5.3.

C Proof of Theorem 6.4: No pole at ramification points

C.1 General idea of the proof

For any triple J = (P, k, l)P∈P,k∈N,l∈J0,d−1K, LP,k,l is a linear combination of operators of the

form

m∏
j=1

(
ℏ2ICj

)
with generalized cycles of the form Cj = Cpj ,kj with x(pj) = P , kj ≥ 1 and

m ≤ l. Let us note that the coefficients of this linear combination are independent of λ.
For any set of generalized cycles (Cj)mj=1 of this form, one can define the symbolic matrix

Ãsymbol
C1,...,Cm := ℏ−1

 m∏
j=1

(
ℏ2ICj

)
Ψ̃symbol

(Ψ̃symbol
)−1

(C-1)

and its evaluation
ÃC1,...,Cm := ev.Ãsymbol

C1,...,Cm . (C-2)

It is defined in such a way that the systems
ℏdΨ̃

symbol(λ)
dλ = L̃symbol(λ)Ψ̃symbol(λ),

ℏ−1

 m∏
j=1

(
ℏ2ICj

) Ψ̃symbol(λ) = Ãsymbol
C1,...,Cm(λ)Ψ̃symbol(λ)

(C-3)

and 
ℏdΨ̃(λ)

dλ = L̃(λ)Ψ̃(λ),

ev.

ℏ−1

 m∏
j=1

(
ℏ2ICj

) Ψ̃symbol(λ)

 = ÃC1,...,Cm(λ)Ψ̃(λ)
(C-4)

are compatible. All these matrices are trans-series of the form

L̃(λ) =
∑
p≥0

ℏpL(p)(λ, ℏ), L̃symbol(λ) =
∑
p≥0

ℏpL(p), symbol(λ, ℏ) (C-5)
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and

ÃC1,...,Cm(λ) =
∑
p≥0

ℏpÃ(p)
C1,...,Cm(λ, ℏ), Ãsymbol

C1,...,Cm(λ) =
∑
p≥0

ℏpÃ(p), symbol
C1,...,Cm (λ, ℏ). (C-6)

The proof is done by induction on h ≥ 0 regarding the following proposition.

Ph :
“∀m ≥ 1 , ∀P ∈ P , ∀ (p1, . . . , pm) ∈ (x−1(P ))m , ∀ (k1, . . . , km) ∈ (N∗)m :

Ã
(h)
Cp1,k1 ,...,Cpm,km

(λ) = O(1) , when λ→ u for all u ∈ x (R) .”
(C-7)

For every h ≥ 0, we thus assume by induction that for all a ∈ J0, h − 1K, Pa is satisfied. Note
that this assumption is empty for the initialization case h = 0. We now want to prove that Ph
holds.

First of all, by the definition (6-81) of L̃(λ, ℏ), the possible poles of L(a)(λ) at λ = u come

from the poles of some Ã
(m)
P,K,l with m < a. Hence, the previous assumption implies that

∀ a ∈ J0, hK , L(a)(λ) = O(1), when λ→ u, for all u ∈ x (R) . (C-8)

Hence proving Ph for any h ∈ N proves the theorem.
For proving Ph, we shall begin by proving it for m ≥ 2 by using an induction formula for

Ã
(h)
Cp1,k1 ,...,Cpm,km

(λ).

We then prove it for m = 1 by using the compatibility of the system (C-3).

C.2 Proof of Ph for m ≥ 2

One can compute the matrices ÃC1,...,Cm(λ) by induction on m through the formula

∀m ≥ 2 , Ãsymbol
C1,...,Cm(λ) = ℏ2ICmÃ

symbol
C1,...,Cm−1

(λ) + ℏÃsymbol
C1,...,Cm−1

(λ)Ãsymbol
Cm (λ). (C-9)

After evaluation, this reads

∀m ≥ 2 , ÃC1,...,Cm(λ) = ℏ2ev.ICmÃ
symbol
C1,...,Cm−1

(λ) + ℏÃC1,...,Cm−1(λ)ÃCm(λ). (C-10)

To order h in the ℏ expansion as trans-series, the RHS involves only terms of the form Ã
(a)
C1,...,Cn

with a < h which do not have not have any pole as λ→ u ∈ R thanks to the induction property
Pa, a ≤ h− 1. Hence it is regular and one has

∀m ≥ 2 , Ã
(h)
C1,...,Cm(λ) = O(1) (C-11)

when λ→ u.

C.3 Preparation of the proof of Ph for m = 1

In this section, we collect a few properties which will prove to be useful for the proof in the case
m = 1.
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C.3.1 Leading order of the Lax matrix L̃(λ)

One of the main ingredients of our proof is the form of the leading order L(0)(λ) of the Lax
matrix L̃(λ).

For λ /∈ x (R) ∪ P, since L(0)(λ) is a companion matrix with distinct eigenvalues,

L(0)(λ) =


0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
(−1)d−1Pd(λ) (−1)d−2Pd−1(λ) (−1)d−3Pd−2(λ) . . . P1(λ)

 . (C-12)

It is diagonalized by a Vandermonde matrix V (λ),

V −1(λ)L(0)(λ)V (λ) = Y (λ), (C-13)

where
Y (λ) = diag(y1(λ), y2(λ), . . . , yd(λ)), (C-14)

with yi(λ) being the value of y(z(i)(λ)), with {z(i)(λ)}di=1 = x−1(λ) chosen such that

y1(u) = y2(u) (C-15)

and V (λ) is the Vandermonde matrix with entries [V (λ)]k,l = yl(λ)k−1, for all (k, l) ∈ J1, dK2.

Remark C.1. Since the spectral curve is admissible, we have that ∀ (k, l) ∈ J3, dK2 : yk(u) ̸= y1(u) and
yk(u) ̸= yl(u). Moreover, y′2(u) = −y′1(u), with y′1(u) ̸= y′2(u). In particular, we also have y′1(u) ̸= 0 and
y′2(u) ̸= 0.

C.3.2 Action of IC on trans-series

Let us remind the reader how our linear operators act on the trans-series considered. From
(6-50), which we recall here for convenience,

ℏIC

[ ∞∑
m=1

ℏm Ξ(∞α)
m (z, ℏ, ϵ,ρ)

]
=

∞∑
m=1

ℏm+1 IC · Ξ(∞α)
m (z, ℏ, ϵ,ρ)

∣∣∣
ϕ fixed

+

g∑
j=1

IC [ϕj ]

∞∑
m=1

ℏm
∂ Ξ

(∞α)
m (z, ℏ, ϵ,ρ)

∂ϕj

∣∣∣∣∣
ϕj=

1
2πi

∮
Bj
ω0,1

, (C-16)

ℏIC raises the ℏ order by one except when acting on the (ϕi)
g
i=1 dependence of our trans-series.

In particular, when acting on the Vandermonde matrix V (λ), its inverse or the rational functions
ξP (λ), ℏIC raises the order of ℏ by one.

C.3.3 Relation between the Lax and auxiliary matrices

Let k ∈ N and P ∈ P. The entries of ∆̃P,k(λ) defined from (6-80) and (6-82) are expressed

in terms of the entries of the auxiliary matrices ÂP,k,l(λ). For later use, let us remind it here.
From the definition, one has

∆̃P,k(λ) = −ℏ(G(λ))−1∂G(λ)

∂λ
+ (G(λ))−1∆̂P,k(λ)G(λ), (C-17)
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[
∆̂P,k(λ)

]
r,s

=
[
ÂP,k,r−1

]
1,s
, (C-18)

and

ÃP,k,l(λ, ℏ) := (G(λ))−1 ev.
([
Gsymbol(λ), ℏ−1LP,k,l

]
Ψ̃symbol(λ, ℏ)

)
Ψ̃(λ, ℏ)−1

+ (G(λ))−1 ÂP,k,l(λ, ℏ)G(λ). (C-19)

One can combine these two equations in order to get an expression of ∆̃P,k(λ) in terms of the

ÃP ′,k′,l′ . At the end of the proof, we shall use only the leading order expansion of this equation
around the branch points.

C.4 Proof of Ph for m = 1

In order to prove that Ph is true for m = 1, let us consider an arbitrary generalized cycle

C := Cp,k for p ∈ x−1(P) and k ≥ 1. We shall prove that Ã
(h)
C (λ) = O(1) as λ→ u ∈ R.

The compatibility of the system (C-3) reads

ℏ
∂Ãsymbol

C (λ)

∂λ
= ℏICL̃symbol(λ) +

[
L̃symbol(λ), Ãsymbol

C (λ)
]
. (C-20)

Let us now consider a given u ∈ x (R) for the rest of the proof. We shall denote sC ∈ N the

order of the pole of Ã
(h)
C (λ) at λ → u. Note that we may have sC = 0 if Ã

(h)
C (λ) is regular at

λ→ u. We then define s = max
(p,k)∈x−1(P)×N∗

(sCp,k). If s = 0, then Ph holds. Let us thus assume by

reductio ad absurdum that s > 0 and consider T = {(p, k) ∈ x−1(P) × N∗ such that sCp,k = s}
the subset of indices for which the poles are of maximum order. By assumption T ̸= ∅.

For any C0 = Cp,k with (p, k) ∈ T , the expansion of Ã
(h)
C0 (λ) around λ = u reads

Ã
(h)
C0 (λ) =

aC0
(λ− u)s

+
bC0

(λ− u)s−1
+O

(
(λ− u)−s+2

)
, with aC0 ̸= 0, (C-21)

for some d× d matrices aC0 and bC0 .

At order ℏh and ℏh+1, the compatibility condition takes the form, for any C0 ∈ T ,
[
Ã

(h)
C0 (λ), L(0)(λ)

]
= −

∑
0≤m≤h−1

[
Ã

(m)
C0 (λ), L(h−m)(λ)

]
+

∂Ã
(h−1)
C0

(λ)

∂λ −
(
ℏ ev.IC0L̃symbol(λ)

)(h)
,

∑
0≤m≤h+1

[
Ã

(m)
C0 (λ), L(h−m+1)(λ)

]
=

∂Ã
(h)
C0
∂λ −

(
ℏ ev.IC0L̃symbol(λ)

)(h+1)
,

(C-22)
where we remind the reader that the notation (F (λ))(p) means extracting the coefficient of order
ℏp in the trans-series F (λ).

C.4.1 Expansion of the Vandermonde matrix and its inverse when λ→ u

The expansions of the Vandermonde matrix V (λ) and its inverse V −1(λ) at λ→ u read

V (λ) = V0 + V1(λ− u)
1
2 + V2(λ− u) +O

(
(λ− u)

3
2

)
,

V −1(λ) =
B0

(λ− u)
1
2

+B1 +B2(λ− u)
1
2 +O ((λ− u)) . (C-23)
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It is straightforward computations from the identity V −1(λ)V (λ) = Id around λ = u (providing
B0V0 = 0, B1V0 + B0V1 = Id, B2V0 + B1V1 + B0V2 = 0 and B3V0 + B2V1 + B1V2 + B0V3 = 0
and so on) and our knowledge of V (λ) to show that the matrices (Bk)k≥0 are given by

M(Bk)
t = Fk ⇔ Bk = (Fk)

t(M−1)t , ∀ k ≥ 0, (C-24)

where the matrix M does not depend on k and is given by

M :=


1 y2(u) . . . y2(u)d−1

1 y3(u) . . . y3(u)d−1

...
...

...
1 yd(u) . . . yd(u)d−1

0 (y′1(u) − y′2(u)) . . . (y′1(u) − y′2(u))(d− 1)y2(u)d−2

 , (C-25)

while matrices (Fk)k≥0 are given by

F0 =


0 0 0 . . . 0
...

...
...

...
0 0 0 . . . 0
1 −1 0 . . . 0

 , (C-26)

∀ (i, j) ∈ J1, dK2 , (F1)i,j =

{
δi+1,j − (B0V1)j,i+1, if i ≤ d− 1,
(B0V2)j,2 − (B0V2)j,1, if i = d,

(C-27)

and for all k ≥ 2,

∀ (i, j) ∈ J1, dK2 , (Fk)i,j =


−
k−1∑
m=0

(BmVk−m)j,i+1, if i ≤ d− 1,(
k−1∑
m=0

BmVk+1−m

)
j,2

−
(
k−1∑
m=0

BmVk+1−m

)
j,1

, if i = d.

(C-28)
Note that M is invertible since its determinant is

detM = (−1)d(y′1(u) − y′2(u))

 d∏
j=3

(y2(u) − yj(u))2

 ∏
3≤i<j≤d

(yi(u) − yj(u)), (C-29)

which is non-vanishing due to Remark C.1.
Remark also that B0 and V0 have a peculiar form and read

B0 =


(B0)1,1 . . . (B0)1,d
−(B0)1,1 . . . −(B0)1,d

0 . . . 0
...

...
0 . . . 0

 ,

V0 =


1 1 1 . . . 1

y2(u) y2(u) y3(u) . . . yd(u)
...

...
...

...
y2(u)d−1 y2(u)d−1 y3(u)d−1 . . . yd(u)d−1

 . (C-30)

In particular, we get that, for any d× d matrix K, we always have

0 = (B0KV0)i,j , ∀ i ≥ 3 and j ≥ 1,
0 = (B0KV0)1,j + (B0KV0)2,j , ∀ j ≥ 1,
0 = (B0KV0)i,1 − (B0KV0)i,2 , ∀ i ≥ 1. (C-31)
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C.4.2 Expansion of the compatibility conditions

For any C0 = Cp,k with (p, k) ∈ T , let us now write down the expansion of the compatibility
conditions around λ = u. Remark that, by the induction hypothesis, the RHS of (C-22) behave
at worst as (λ − u)−s while the LHS behaves as (λ − u)−s−1. Hence, after conjugation for

diagonalizing the leading order of L̃(λ), the coefficients of (λ−u)−s−
1
2 , (λ−u)−s and (λ−u)−s+

1
2

of the first line of (C-22) respectively read, for any (k, l) ∈ J1, dK2,
[B0aC0V0]k,l (yk(u) − yl(u)) = 0,

[B0aC0V0]k,l [y
′
k(u) − y′l(u)] + [B0aC0V1 +B1aC0V0]k,l (yk(u) − yl(u)) = 0,

[B0aC0V0]k,l
y′′k (u)−y

′′
l (u)

2 + [B0aC0V1 +B1aC0V0]k,l (y
′
k(u) − y′l(u))+

+ [B0aC0V2 +B1aC0V1 +B2aC0V0 +B0bC0V0]k,l (yk(u) − yl(u)) = [B0RC0V0]k,l δs,1,

(C-32)
where

RC0 := lim
λ→u

(λ−u)
1
2

 ∑
0≤m≤h−1

[
−Ã(h)

C0 (λ), L(h−m)(λ)
]

+
∂Ã

(h−1)
C0 (λ)

∂λ
−
(
ℏ ev.IC0L̃symbol(λ)

)(h) .
(C-33)

Remark that the RHS of the last line of (C-32) is vanishing except if we have a simple pole (i.e.
if s = 1) since we have proved that the induction hypothesis implies that L(h)(λ) = O(1) as
λ→ u.

Let us now write the second line of (C-22) as

∂Ã
(h)
C0 (λ)

∂λ
=

(
ℏ ev.IC0L̃symbol(λ)

)(h+1)
+

∑
0≤m≤h−1

[
Ã

(m)
C0 (λ), L(h−m+1)(λ)

]
+[Ã

(h)
C0 (λ), L(1)(λ)] + [Ã

(h+1)
C0 (λ), L(0)(λ)]. (C-34)

After conjugation with the Vandermonde matrix, L(0)(λ) is diagonalized and the commutator

involving Ã
(h+1)
C0 has a vanishing diagonal. The LHS behaves as (λ − u)−s−

3
2 , while the RHS

behaves at most as (λ− u)−s−
1
2 on the diagonal. Thus, on the diagonal, the expansion around

λ = u reads, for any k ∈ J1, dK,
[B0aC0V0]k,k = 0,

[B0aC0V1 +B1aC0V0]k,k = 0,

−s [B0aC0V2 +B2aC0V0 +B1aC0V1]k,k − (s− 1) [B0bC0V0]k,k = [B0KC0 V0]k,k ,

(C-35)

where

KC0 = lim
λ→u

(λ− u)s
((

ℏ ev.IC0L̃symbol(λ)
)(h+1)

+ [Ã
(h)
C0 (λ), L(1)(λ)]

)
. (C-36)

We shall come back to a more precise expression for this quantity later in the proof.

C.4.3 Computation of aC0 in terms of its (1, d) entry

Let C0 = Cp,k with (p, k) ∈ T . The first line of (C-32), together with the first line of (C-35),
implies that [B0aC0V0]k,l is vanishing for any (k, l) /∈ {(1, 2), (2, 1)}. The evaluation of the second
line of (C-32) for (k, l) ∈ {(1, 2), (2, 1)} implies that [B0aC0V0]1,2 = [B0aC0V0]2,1 = 0. One thus
has

B0aC0V0 = 0. (C-37)
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Using the second equation of (C-31), the same considerations applied to the second and third
line of (C-32) and the second line of (C-35) lead to

B0aC0V1 +B1aC0V0 = 0. (C-38)

Equations (C-37) and (C-38) imply the following lemma.

Lemma C.1. For any C0 = Cp,k with (p, k) ∈ T , the matrix aC0 satisfies

B0aC0 = 0 and aC0V0 = 0. (C-39)

Proof. Let us recall the non-overdetermined linear system determining B0 in terms of V0 and
V1. It reads 

(B0V0)1,l = 0 , ∀ l ≥ 1,
(B0V0)k,l = 0 , ∀ k ≥ 3 and l ≥ 1,
(B0V1)k,1 − (B0V1)k,2 = δk,1 − δk,2 , ∀ k ≥ 1.

(C-40)

Equations (C-37) and (C-38) show that the matrix C := B0aC0 satisfies the system CV0 = 0
and (CV1)k,1−(CV1)k,2 = 0, for all k ≥ 1. This corresponds to the same linear system as the one
determining B0, except that the RHS is null. Hence, we get that C = 0(M−1)t = 0. Therefore,
we get C = 0, i.e. B0aC0 = 0.
In the same way, let us define C̃ := aC0V0. It satisfies from (C-37) and (C-38)

B0C̃ = 0 and B1C̃ = 0. (C-41)

Let us introduce Ĉ = C̃t(M−1). Since B0 = F t
0 (M−1)t and B1 = F t

1 (M−1)t, we get that the
previous equations are equivalent to

ĈF0 = 0 and ĈF1 = 0. (C-42)

Since

F0 =


0 0 0 . . . 0
...

...
...

...
0 0 0 . . . 0
1 −1 0 . . . 0

 , F1 =



(F1)1,1 1 − (F1)1,1 0 . . . . . . 0
(F1)2,1 −(F1)2,1 1 0 . . . 0

...
... 0

. . .
...
0

...
...

. . .
. . . 1

(F1)d,1 −(F1)d,1 0 . . . . . . 0


, (C-43)

we get that ĈF1 = 0 implies that, for all (i, j) ∈ J1, dK × J1, d− 1K, Ĉi,j = 0. Indeed,

∀ i ∈ J1, dK , j ∈ J3, dK : 0 = (ĈF1)i,j =
d∑

k=1

Ĉi,k(F1)k,j = Ĉi,j−1,

∀ i ∈ J1, dK : 0 = (ĈF1)i,1 + (ĈF1)i,2 =

d∑
k=1

Ĉi,k ((F1)k,1 + (F1)k,2) = Ĉi,1.

(C-44)

Eventually, ĈF0 = 0 leads to

∀ i ∈ J1, dK : 0 = (ĈF0)i,1 =
d∑

k=1

Ĉi,k(F0)k,1 = Ĉi,d, (C-45)

so that Ĉ = 0, i.e. aC0V0 = 0.
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Lemma C.1 gives us the first two equations for aC0 . The coefficient of (λ − u)−s+1 of the
first line of (C-22) (which would be the fourth line of (C-32), but we did not write it down),
together with the last equation of (C-31), gives the third equation for aC0 .

B0aC0 = 0,
aC0V0 = 0,
(B1aC0V1)i,1 − (B1aC0V1)i,2 = 0, ∀ i ≥ 3.

(C-46)

We define ãC0 := (aC0) tM−1 (i.e. aC0 = M t(ãC0)t). The last set of equations is equivalent to
ãC0 F0 = 0,
(ãC0)tV0 = 0,(
(V1)

t ãC0 F1

)
1,i

−
(
(V1)

t ãC0 F1

)
2,i

= 0 , ∀ i ≥ 3.
(C-47)

Since (F0)i,j = δ(i,j)=(d,1) − δ(i,j)=(d,2), equation ãC0 F0 = 0 is equivalent to (only entries
(ãC0 F0)i,1, with i ≥ 1, are sufficient)(

ãC0
)
i,d

= 0, ∀ i ∈ J1, dK, (C-48)

i.e. the last column of ãC0 is vanishing. For j ∈ J1, dK, let us define the vector ãC0,j :=(
(ãC0)1,j , . . . , (ãC0)d,j

)t
corresponding to the jth column of ãC0 . For j, k ≥ 2, equations(

(ãC0)tV0
)
j,k

= 0 and
(
(V1)

t ãC0 F1

)
1,j+1

−
(
(V1)

t ãC0 F1

)
2,j+1

= 0 are equivalent to
0 =

d∑
r=1

yk(u)r−1
(
ãC0,j

)
r
, ∀ j, k ∈ J2, dK,

0 = (y′1(u) − y′2(u))
d∑
r=2

(r − 1)yr−2
2 (u)

(
ãC0,j

)
r
, ∀ j ∈ J2, dK.

(C-49)

These equations are equivalent to saying that, for all j ≥ 2, M ãC0,j = 0, i.e. ãC0,j = 0, since M is
invertible. Note that in order to obtain the last equation of (C-49), we have used (F1)s,j+1 = δs,j
for j ≥ 2 and s ≤ d− 1, and the fact that (ãC0)r,d = 0, for all r ≥ 1, so that (F1)d,j+1 does not
contribute.

In terms of the initial matrix aC0 = M t(ãC0)t, this is equivalent to saying that, for all
(k, l) ∈ J1, dK2,

(aC0)k,l =
d∑

n=1

Mn,k(ãC0)l,n = M1,k(ãC0)l,1 = y2(u)k−1(ãC0)l,1. (C-50)

In other words, it means that the lth column of aC0 is (ãC0)l,1
(
1, y2(u), . . . , y2(u)d−1

)t
.

So far, only the first column of ãC0 remains. Using
(
(ãC0)tV0

)
1,k

= 0 for all k ≥ 2, we get
that 1 y2(u) . . . y2(u)d−1

...
...

...
1 yd(u) . . . yd(u)d−1


(ãC0)1,1

...
(ãC0)d,1

 = 0. (C-51)

We may eventually use (C-51) to get the following proposition.
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Proposition C.1 (Expression of aC0 in terms of its (1, d) entry). For any C0 := Cp,k with
(p, k) ∈ T , the matrix aC0 is equal to

(aC0)1,d


(−1)d−1Ed−1(y2(u), . . . , yd(u)) · · · −E1(y2(u), . . . , yd(u)) 1

y2(u)(−1)d−1Ed−1(y2(u), . . . , yd(u)) · · · −y2(u)E1(y2(u), . . . , yd(u)) y2(u)
...

...
...

y2(u)d−1(−1)d−1Ed−1(y2(u), . . . , yd(u))· · ·−yd−1
2 (u)E1(y2(u), . . . , yd(u)) y2(u)d−1

 ,

where ∀ j ∈ J1, dK : Ej(λ2, . . . , λd) =
∑

2≤i1<···<ij≤d
λi1 . . . λij . (In particular, E1(λ2, . . . , λd) =

λ2 + · · · + λd and Ed−1(λ2, . . . , λd) = λ2 . . . λd).

Note that Proposition C.1 implies that, for any C0 := Cp,k with (p, k) ∈ T ,[
aC0 , L

(0)(λ)
]

= 0 (C-52)

and that we only need one remaining independent equation to get the complete expression of
aC0 . Moreover, we have, for all (k, l) ∈ J1, dK2,

[B1aC0V1]k,l = ((F1)
t(M−1)taC0V1)k,l = ((F1)

t (ãC0)t V1)k,l

=
∑

1≤m,n≤d
(F1)m,k(ãC0)n,m(V1)n,l

=
d∑

n=1

(F1)1,k(ãC0)n,1(V1)n,l

=

(
− y′2(u)

y′1(u) − y′2(u)
δk,1 +

y′1(u)

y′1(u) − y′2(u)
δk,2

)( d∑
n=1

(ãC0)n,1(V1)n,l

)

=

(
− y′2(u)

y′1(u) − y′2(u)
δk,1 +

y′1(u)

y′1(u) − y′2(u)
δk,2

)( d∑
n=2

(n− 1)y′l(u) yl(u)n−2(ãC0)n,1

)
.

(C-53)

C.4.4 Proving that (aC0)1,d = 0.

Let us finally prove that the last remaining unknown coefficient of aC0 is vanishing for any
C0 ∈ T . For this purpose, we shall consider two different cases depending on the degree s of the

pole at λ→ u of Ã
(h)
C0 (λ).

Higher order pole: s ≥ 2

If s ≥ 2, the RHS of the last line of (C-32), as well as the RHS of the following order in the
expansion around λ = u, vanish. This allows to conclude that,

∀ k ∈ J2, dK, ∀ l ∈ J1, dK : [B1aC0V1 +B0bC0V0]k,l = 0. (C-54)

Using the last line of (C-31) and subtracting cases l = 1 and l = 2 in the previous equation we
get that

∀ k ∈ J2, dK : [B1aC0V1]k,1 − [B1aC0V1]k,2 = 0. (C-55)

In particular for k = 2, we end up with

[B1aC0V1]2,1 − [B1aC0V1]2,2 = 0, (C-56)
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which, using (C-53), and the fact that y1(u) = y2(u) implies

y′1(u)

(
d∑

n=2

(n− 1) y2(u)n−2(ãC0)n,1

)
= 0. (C-57)

Together with (C-51), we get the linear system
1 y2(u) y2(u)2 . . . y2(u)d−1

...
...

...
...

1 yd(u) yd(u)2 . . . yd(u)d−1

0 y′1(u) 2y′1(u)y2(u) . . . (d− 1)y′1(u)y2(u)d−2




(ãC0)1,1
...
...

(ãC0)d,1

 = 0, (C-58)

whose determinant is similar to the one of M and reads

(−1)d−1y′1(u)

 d∏
j=3

(y2(u) − yj(u))2

 ∏
3≤i<j≤d

(yi(u) − yj(u)). (C-59)

From Remark C.1, this determinant is not vanishing so that the linear system has a unique
trivial solution

∀ k ∈ J1, dK : (ãC0)k,1 = 0. (C-60)

Thus, from Proposition C.1, we end up with ãC0 = 0, i.e. aC0 = 0 for all C0 = Cp,k with (p, k) ∈ T ,
which is a contradiction with (C-21).

Simple pole s = 1

The derivation of the same result of s = 1 requires to be more precise since the RHS of the
last line of (C-32) does not vanish.

The last line of (C-35) reads

− [B1aC0V1]k,k = [B0KC0 V0]k,k , ∀ k ∈ J1, dK. (C-61)

Let us now prove that the RHS is vanishing using our knowledge on KC0 . We remind the reader
of its definition from (C-36):

KC0 = lim
λ→u

(λ− u)

[(
ℏ ev.IC0L̃symbol(λ)

)(h+1)
+ [Ã

(h)
C0 (λ), L(1)(λ)]

]
. (C-62)

Since, for any C0, B0aC0 = aC0V0 = 0, the commutator [Ã
(h)
C0 , L

(1)] satisfies

V −1(λ)
[
Ã

(h)
C0 , L

(1)
]
V (λ) =

B0aC0R1V0 −B0R1aC0V0

(λ− u)
3
2

+O
(
(λ− u)−1

)
= O

(
(λ− u)−1

)
, (C-63)

where we have denoted L(1)(λ)
λ→u
= R1 + o(1).

Thus, for any C0 := Cp,k with (p.k) ∈ T ,
[
Ã

(h)
C0 , L

(1)
]

does not provide any contribution to

KC0 .
Following the discussion of Section C.3.2 , the only contribution from [ℏev.IC0L̃symbol(λ)]l,m

at order ℏh+1 in the trans-series expansion is

∑
P∈P

∑
K∈N

ξ−KP (λ)

g∑
j=1

ev.IC0 [ϕj ]
∂
[
∆̃

(h+1)
P,K (λ)

]
l,m

∂ϕj

∣∣∣∣∣∣∣
ϕj=

1
2πi

∮
Bj
ω0,1

. (C-64)
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Note that the sum over K ∈ N is finite since {∆̃P,K(λ)}K≥0 contains only a finite number
of non-zero elements.

Using (C-17), the leading order of [ℏev.IC0L̃symbol(λ)]
(h+1)
i,m in the expansion around λ = u

reads

[ℏev.IC0L̃symbol(λ)]
(h+1)
i,m =∑

P∈P

∑
K∈N

ξ−KP (u)

g∑
j=1

I(0)
C0 [ϕj ]

d∑
r=1

[
G−1(u)

]
i,r

d∑
l=1

[G]1,l
(λ− u)

∂ [aP,K,r−1]l,m
∂ϕj

∣∣∣∣∣
ϕj=

1
2πi

∮
Bj
ω0,1

+O (1) ,

(C-65)

where aP,k,l is defined as the leading order of Ã
(h)
P,K,l(λ) when λ→ u, i.e.

Ã
(h)
P,K,l(λ) =

aP,K,l
λ− u

+O(1), (C-66)

as λ→ u. Since we proved the part of the proposition Ph corresponding to m ≥ 2, the matrices
aP,K,l are linear combinations of matrices aC with coefficients independent of ϕj ,

∀(P,K, l) ∈ P × N× J1, dK , aP,K,l =
∑

(p0,k0)∈T

αp0,k0P,K,laCp0.k0 , (C-67)

where αp0,k0P,K,l ∈ C is independent of ϕj .
Hence, for any C0 := Cp0,k0 with (p0, k0) ∈ T and k ∈ J1, dK, the RHS of equation (C-61)

reduces to

[B0KC0 V0]k,k =
∑
P∈P

∑
K∈N

ξ−KP (u)

g∑
j=1

I(0)
C0 [ϕj ]

d∑
r=1

[
B0G

−1(u)
]
k,r

d∑
l=1

[G]1,l
(λ− u)

∂ [aP,K,r−1]l,m [V0]m,k

∂ϕj

∣∣∣∣∣
ϕj=

1
2πi

∮
Bj
ω0,1

=
∑
P∈P

∑
K∈N

ξ−KP (u)

g∑
j=1

I(0)
C0 [ϕj ]

d∑
r=1

[
B0G

−1(u)
]
k,r

d∑
l=1

[G]1,l
(λ− u)

∂
(

[aP,K,r−1]l,m yk(u)m−1
)

∂ϕj

∣∣∣∣∣∣
ϕj=

1
2πi

∮
Bj
ω0,1

. (C-68)

Since aP,K,l is a linear combination of matrices aCp0,k0 for (P,K, l) ∈ P×N×J1, dK the expres-
sion of of [aP,K,l]1≤l,m≤d in terms of [aP,K,l]1,d is the same as the expression of ((aC0)l,m)1≤l,m≤d
in terms of (aC0)1,d given by Proposition C.1 and one has

∀ (P,K, r) ∈ P × N× J1, dK , ∀ (m,n) ∈ J1, dK2 :
d∑

m=1

(aP,K,r−1)l,myk(u)m−1 = 0. (C-69)

Thus, equation (C-68) simplifies into

∀ k ∈ J1, dK : [B0KC0 V0]k,k = 0, (C-70)

implying from (C-61) the following lemma.
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Lemma C.2. For all C0 = Cp0,k0 with (p0, k0) ∈ T , the matrix aC0 satisfies

∀ k ∈ J1, dK : [B1aC0V1]k,k = 0. (C-71)

Plugging (C-53) into (C-71) and using the fact (see Remark C.1) that y′1(u) ̸= y′2(u) and
y′1(u)y′2(u) ̸= 0, one gets, for k = 2,(

d∑
n=2

(n− 1)y′2(u) y2(u)n−2(ãC0)n,1

)
= 0. (C-72)

As in the previous case, together with (C-51), this leads to the linear system
1 y2(u) y2(u)2 . . . y2(u)d−1

...
...

...
...

1 yd(u) yd(u)2 . . . yd(u)d−1

0 y′2(u) 2y′2(u)y2(u) . . . (d− 1)y′2(u)y2(u)d−2




(ãC0)1,1
...
...

(ãC0)d,1

 = 0, (C-73)

whose determinant reads

(−1)d−1y′2(u)

 d∏
j=3

(y2(u) − yj(u))2

 ∏
3≤i<j≤d

(yi(u) − yj(u)). (C-74)

From Remark C.1, this determinant is not vanishing so that the linear system has a unique
trivial solution

∀ k ∈ J1, dK : (ãC0)k,1 = 0. (C-75)

Thus, from Proposition C.1, we end up with ãC0 = 0, i.e. aC0 = 0 for any C0 = Cp0,k0 with
(p0, k0) ∈ T , which is a contradiction with (C-21).

D Detailed computations for the Gl3 example

In this appendix, we present the detailed computation of the example presented in Section 8.2.

D.1 Classical spectral curve

Let us consider a three-sheeted cover of the sphere defined by an equation of the form

y3−(P
(1)
∞,1λ+P

(1)
∞,0)y

2+(P
(2)
∞,2λ

2+P
(2)
∞,1λ+P

(2)
∞,0)y−P

(3)
∞,3λ

3−P (3)
∞,2λ

2−P (3)
∞,1λ−P

(3)
∞,0 = 0. (D-1)

where the coefficients P
(j)
∞,i are generic in such a way that the curve has genus 1 and that there

are three distinct points (∞(1),∞(2),∞(3)) in the fiber x−1(∞) above infinity. This corresponds
to the case N = 0 and r∞(j) = 3 for j = 1, 2, 3. We recall that the general notations of the
article correspond to:

P1(λ) = P
(1)
∞,1λ+ P

(1)
∞,0 ,

P2(λ) = P
(2)
∞,2λ

2 + P
(2)
∞,1λ+ P

(2)
∞,0 ,

P3(λ) = P
(3)
∞,3λ

3 + P
(3)
∞,2λ

2 + P
(3)
∞,1λ+ P

(3)
∞,0 . (D-2)
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Around the three points (∞(1),∞(2),∞(3)), the function y(z) admits the expansion

∀ i ∈ {1, 2, 3} , y(z) = −ti,2x(z) − ti,1 − ti,0x(z)−1 +O
(
x(z)−2

)
, as z → ∞(i), (D-3)

where we used the notation ti,j := t∞(i),j in order to simplify the reading. These coefficients
satisfy

P
(1)
∞,1 = −

3∑
i=1

ti,2 , P
(1)
∞,0 = −

3∑
i=1

ti,1 , 0 =

3∑
i=1

ti,0, (D-4)

as well as

P
(2)
∞,2 =

∑
1≤i<j≤3

ti,2tj,2 = t1,2t2,2 + t1,2t3,2 + t2,2t3,2

P
(2)
∞,1 =

3∑
i=1

∑
j ̸=i

ti,1tj,2 = t1,1t2,2 + t1,1t3,2 + t2,1t1,2 + t2,1t3,2 + t3,1t1,2 + t3,1t2,2

P
(2)
∞,0 =

3∑
i=1

∑
j ̸=i

ti,0tj,2 +
∑

1≤i<j≤3

ti,1tj,1

= t1,0t2,2 + t1,0t3,2 + t2,0t1,2 + t2,0t3,2 + t3,0t1,2 + t3,0t2,2 + t1,1t2,1 + t1,1t3,1 + t2,1t3,1
(D-5)

P
(3)
∞,3 = −t1,2t2,2t3,2
P

(3)
∞,2 = −t1,1t2,2t3,2 − t1,2t2,1t3,2 − t1,2t2,2t3,1

P
(3)
∞,1 = −

∑
k1+k2+k3=4

t1,k1t2,k2t3,k3

= −t1,0t2,2t3,2 − t1,1t2,1t3,2 − t1,1t2,2t3,1 − t1,2t2,2t3,0 − t1,2t2,1t3,1 − t1,2t2,0t3,2

P
(3)
∞,0 = −

∑
k1+k2+k3=3

t1,k1t2,k2t3,k3

= −t1,0t2,1t3,2 − t1,0t2,2t3,1 − t1,1t2,1t3,1 − t1,1t2,2t3,0
− t1,1t2,0t3,2 − t1,2t2,1t3,0 − t1,2t2,0t3,1.

(D-6)

D.2 KZ equations

Let us now write the KZ equations satisfied by the wave functions. They read
ℏ∂ψ(z)∂x(z) + ψ1(z) = x(z)L(0)

∞,1ψ(z) + L(0)
∞,0ψ(z)

ℏ∂ψ1(z)
∂x(z) + ψ2(z) = x(z)2L(1)

∞,2ψ(z) + x(z)L(1)
∞,1ψ(z) + L(1)

∞,0ψ(z)

ℏ∂ψ2(z)
∂x(z) = x(z)3L(2)

∞,3ψ(z) + x(z)2L(2)
∞,2ψ(z) + x(z)L(2)

∞,1ψ(z) + L(2)
∞,0ψ(z).

(D-7)

Hence, the KZ equations read
ℏ∂ψ(z)∂x(z) + ψ1(z) = P1(λ)ψ(z)

ℏ∂ψ1(z)
∂x(z) + ψ2(z) = [P2(λ) − ℏt2,2 − ℏt3,2]ψ(z)

ℏ∂ψ2(z)
∂x(z) = P3(λ)ψ(z) + ℏLKZψ(z),

(D-8)

where

LKZ(λ) := ℏ
[
t1,2t2,2IC∞(3),2

+ t1,2t3,2IC∞(2),2
+ t3,2t2,2IC∞(1),2

]
+ ℏt2,2t3,2λ+ t2,1t3,2 + t2,2t3,1.

(D-9)
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D.3 Expansion around ∞ and apparent singularities

In this example, we consider the divisor D = [z]− [∞(1)]. The perturbative wave functions have
the following asymptotics as λ→ ∞.

ψreg
(

[z(i)(λ)] − [∞(1)], ℏ
)

=

{
exp

[
ℏ−1(V∞(1)(z(1)(λ) +O(1))

]
(C1 +O(λ−1)), if i = 1,

λ−1 exp
[
ℏ−1(V∞(i)(z(i)(λ) +O(1))

]
(Ci +O(λ−1)), if i ̸= 1.

(D-10)
This allows to compute the Wronskian of the system

W (λ, ℏ) := ψNP(z(1)(λ))ℏ
∂ψNP(z(2)(λ))

∂λ
ℏ2
∂2ψNP(z(3)(λ))

∂λ2

+ψNP(z(2)(λ))ℏ
∂ψNP(z(3)(λ))

∂λ
ℏ2
∂2ψNP(z(1)(λ))

∂λ2

+ψNP(z(3)(λ))ℏ
∂ψNP(z(1)(λ))

∂λ
ℏ2
∂2ψNP(z(2)(λ))

∂λ2

−ψNP(z(1)(λ))ℏ
∂ψNP(z(3)(λ))

∂λ
ℏ2
∂2ψNP(z(2)(λ))

∂λ2

−ψNP(z(2)(λ))ℏ
∂ψNP(z(1)(λ))

∂λ
ℏ2
∂2ψNP(z(3)(λ))

∂λ2

−ψNP(z(3)(λ))ℏ
∂ψNP(z(2)(λ))

∂λ
ℏ2
∂2ψNP(z(1)(λ))

∂λ2
,

(D-11)

which takes the form

W (λ, ℏ) = κ exp

(
ℏ−1

∫ λ

0
P1(λ)dλ

)
(λ− q(ℏ)) . (D-12)

D.4 Quantum curve

Let us now compute the quantum curve of this system. For this purpose, we should compute
the entries [C∞(λ, ℏ)]2,i with i ∈ {1, 2, 3}, of the matrix

C∞(λ, ℏ) :=

1
ℏ


ψNP(z(1)(λ), ℏ) ψNP(z(2)(λ), ℏ) ψNP(z(3)(λ), ℏ)

ev.
[
LKZψ

symbol
NP (z(1)(λ), ℏ)

]
ev.LKZ

[
ψNP(z(2)(λ), ℏ)

]
ev.
[
LKZψNP(z(3)(λ), ℏ)

]
ev.
[
L2ψsymbol

NP (z(1)(λ), ℏ)
]

ev.
[
L2ψsymbol

NP (z(2)(λ), ℏ)
]

ev.
[
L2ψsymbol

NP (z(3)(λ), ℏ)
]
·(ΨNP(λ, ℏ))

−1

(D-13)

as a rational function of λ with poles at ∞ and at the zero q(ℏ) of W (λ, ℏ). Since it is a rational

function in λ, one only needs its expansion around its poles and it takes the form of Pol(λ)
(λ−q) where

Pol(λ) is a polynomial which we can compute through the asymptotic expansion of C∞(λ, ℏ)
around infinity. To compute these polynomials, we shall use the expression of (ΨNP(λ, ℏ))−1 in
terms of the matrix of ΨNP(λ, ℏ) and its determinant W (λ, ℏ).

One obtains expressions of the form

[C∞(λ, ℏ)]2,1 = ℏ
(
P

(2)
∞,2 + t2,2t3,2

)
λ−H +

p1
λ− q

, (D-14)

[C∞(λ, ℏ)]2,2 = ℏ
(
P

(1)
∞,1 + t2,2 + t3,2

)
+

p2
λ− q

(D-15)
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and

[C∞(λ, ℏ)]2,3 =
ℏ

λ− q
. (D-16)

This leads to a Lax matrix of the form given in the next section.

D.5 Lax pair and Hamiltonian system

From the previous results, the Lax pair corresponding to this example is given by L(λ, ℏ) =

 0 1 0
0 0 1

P3(λ) − ℏP ′
2(λ) + ℏ(P

(2)
∞,2 + t2,2t3,2)λ−H + p1

λ−q −P2(λ) − ℏt1,2 + p2
λ−q P1(λ) + ℏ

λ−q

 ,

(D-17)
with the associated auxiliary matrix

AKZ(λ, ℏ) =

(P
(2)
∞,2 + t2,2t3,2)λ− H

ℏ + p1
ℏ(λ−q)

p2
ℏ(λ−q) + t1,2

1
λ−q

A2,1 A2,2 A2,3

A3,1 A3,2 A3,3

 . (D-18)

The coefficients of the Lax pair correspond to the normalization of the non-perturbative
wave functions at λ = ∞,

Ψ1,1(λ, ℏ) = exp

(
− t1,2

2ℏ
λ2 − t1,1

ℏ
λ− t1,0

ℏ
lnλ+ S1,0 +

∞∑
k=2

S1,k
(k − 1)λk−1

)
,

Ψ1,2(λ, ℏ) = exp

(
− t2,2

2ℏ
λ2 − t2,1

ℏ
λ− t2,0

ℏ
lnλ− lnλ+ S2,0 +

∞∑
k=2

S2,k
(k − 1)λk−1

)
,

Ψ1,3(λ, ℏ) = exp

(
− t3,2

2ℏ
λ2 − t3,1

ℏ
λ− t3,0

ℏ
lnλ− lnλ+ S3,0 +

∞∑
k=2

S3,k
(k − 1)λk−1

)
,

(D-19)

from which one may recover the general form of L(λ, ℏ) and A(λ, ℏ) at infinity using L(λ, ℏ) =
ℏ(∂λΨ)Ψ−1, A(λ, ℏ) = (L[Ψ])Ψ−1 and the form of the Wronskian (D-12) with κ = −(t3,2 −
t1,2)(t3,2 − t2,2)(t2,2 − t1,2)e

S1,0+S2,0+S3,0 . Note in particular that the first entry does not have
the − lnλ term in its formal expansion around λ = ∞ contrary to all other entries.

In order to obtain an operator commuting with ∂λ we shall define L acting directly on
Ψ(λ, ℏ) out of the operator LKZ − t2,2t3,2 as in the degree 2 example so that LΨ(λ, ℏ) =
ev.
[
LKZΨsymbol(λ, ℏ)

]
. Hence, the compatible system is

LΨ(λ, ℏ) = A(λ, ℏ)Ψ(λ, ℏ), (D-20)

with

A(λ, ℏ) =

P (2)
∞,2λ− H

ℏ + p1
ℏ(λ−q)

p2
ℏ(λ−q) + t1,2

1
λ−q

A2,1 A2,2 A2,3

A3,1 A3,2 A3,3

 . (D-21)

We may now use the compatibility relation

L[L(λ, ℏ)] = ℏ∂λA(λ, ℏ) + [A(λ, ℏ), L(λ, ℏ)]. (D-22)

104



The l.h.s. of the first two lines is null so that we obtain the expression of the last two lines of
A(λ, ℏ). The expressions being rather long, we omit them here. Eventually, the third line of the
compatibility relation provides the following equations by identification of the singular parts at
λ = q and at λ = ∞,

L[P
(1)
∞,1] = 0

L[P
(1)
∞,0] = ℏ

(
(P

(1)
∞,1)

2 + P
(2)
∞,2 + t1,2P

(1)
∞,1

)
L[P

(2)
∞,2] = 0

L[P
(2)
∞,1] = ℏ(−3P

(3)
∞,3 + 3P

(1)
∞,1P

(2)
∞,2 + 2t1,2P

(2)
∞,2)

L[P
(2)
∞,0] = ℏ(P

(2)
∞,1P

(1)
∞,1 − P

(3)
∞,2 + P

(1)
∞,0P

(2)
∞,2 + P

(2)
∞,1t1,2 − L[t1,2])

L[P
(3)
∞,3] = 0

L[P
(3)
∞,2] = ℏ(P

(1)
∞,1P

(3)
∞,3 + (P

(2)
∞,2)

2 + 3t1,2P
(3)
∞,3)

L[P
(3)
∞,1] = ℏ(−P (1)

∞,0P
(3)
∞,3 + P

(1)
∞,1P

(3)
∞,2 + P

(2)
∞,2P

(2)
∞,1 + 2t1,2P

(3)
∞,2

−t3,2L[t2,2] − t2,2L[t3,2])

p1 =
p22
ℏ

+ P1(q2)p2 + ℏP2(q) + ℏ2t1,2

L[q] = −3
p22
ℏ2

− 4P1(q)
p2
ℏ

− P2(q) − P1(q)
2 − ℏ(P

(1)
∞,1 + 2t1,2)

L[p2] = 2P
(1)
∞,1

p22
ℏ

+ (P ′
2(q) + 2P ′

1(q)P1(q))p2 − ℏP ′
3(q) + ℏP2(q)P

′
1(q) + ℏP ′

2(q)P1(q)

+ℏ2(P (1)
∞,1t1,2 − t2,2t3,2)

H = −H0(q, p2, ℏ) + (t1,2 + P
(1)
∞,1)p2 − ℏP (2)

∞,2q − ℏP (2)
∞,1 − ℏP (1)

∞,0t1,2 ,
(D-23)

where the Hamiltonian H0(q, p2, ℏ) is given by

H0(q, p2, ℏ) =
p32
ℏ3

+ 2P1(q)
p22
ℏ2

+ (P2(q) + P1(q)
2 + ℏ(P

(1)
∞,1 + 2t1,2))

p2
ℏ

− P3(q) + P1(q)P2(q)

+ℏ(P
(1)
∞,1t1,2 − t2,2t3,2)q (D-24)

and satisfies
ℏ∂p2H0(q, p2, ℏ) = −L[q] and ℏ∂qH0(q, p2, ℏ) = L[p2] . (D-25)

One may use the relations between spectral times and coefficients (P
(j)
∞,i)i≤2,j≤3 given by

(D-4), (D-5) and (D-6) to rewrite (D-23) as

L[t1,0] = L[t2,0] = L[t3,0] = L[t3,2] = L[t2,2] = L[t1,2] = 0
L[t1,1] = −ℏ(t1,2t2,2 + t1,2t3,2 + t2,2t3,2)
L[t2,1] = −ℏ(t1,2t3,2 + t2,2t3,2 + t22,2)

L[t3,1] = −ℏ(t1,2t2,2 + t2,2t3,2 + t23,2) . (D-26)

Thus, we get that

L = −ℏ(t1,2t2,2 + t1,2t3,2 + t2,2t3,2)∂t1,1 − ℏ(t1,2t3,2 + t2,2t3,2 + t22,2)∂t2,1
−ℏ(t1,2t2,2 + t2,2t3,2 + t23,2)∂t3,1 . (D-27)

Note that we may now obtain L[P
(j)
∞,i] for (i, j) ∈ J0, 2K× J1, 3K in terms of of the spectral times

(ti,j)i≤2,j≤3 using (D-4), (D-5), (D-6) and (D-26). The results being long and not particularly
enlightening, we omit them here.
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We may now write the evolution equation for q. We first observe that

L2[q] =
(
2P ′

1(q)P1(q) − 3P ′
2(q)

) p22
ℏ2

+
(
6P ′

3(q) − 2P ′
1(q)P2(q) − 6P ′

2(q)P1(q) + 4P ′
1(q)P1(q)

2 − ℏ(4P
(2)
∞,2

+2P
(1)
∞,1t1,2 − 6t2,2t3,2)

)p2
ℏ

+ (P2(q) + P1(q)
2)(P ′

2(q) + 2P ′
1(q)P1(q))

+4P1(q)(P
′
3(q) − P ′

1(q)P2(q) − P1(q)P
′
2(q)) − ℏ

(
(t1,2

−t3,2)(t1,2 − t2,2)(2t1,2 + t3,2 + t2,2)q
+(t1,2 − t3,2)(t1,2 − t2,2)(t3,1 + 2t1,1 + t2,1)

)
.

(D-28)

In particular, we get that

L2[q] +
1

3
(2P ′

1(q)P1(q) − 3P ′
2(q))L[q] = R0(q;h)

p2
ℏ

+R3(q) + ℏR1(q), (D-29)

where

R0(λ;h) = 6P ′
3(λ) − 2P2(λ)P ′

1(λ) − 2P ′
2(λ)P1(λ) +

4

3
P1(λ)2P ′

1(λ)

+2ℏ(t1,2 − t2,2)(t1,2 − t3,2) ,
R3(λ) = (P2(λ) + P1(λ)2)(P ′

2(λ) + 2P ′
1(λ)P1(λ))

+4P1(λ)(P ′
3(λ) − P ′

1(λ)P2(λ) − P1(λ)P ′
2(λ))

−1

3
(2P ′

1(λ)P1(λ) + 3P ′
2(λ))(P2(λ) + P1(λ)2)

=

(
2P ′

2(λ) +
4

3
P ′
1(λ)P1(λ)

)
(P2(λ) + P1(λ)2)

+4P1(λ)(P ′
3(λ) − P ′

1(λ)P2(λ) − P1(λ)P ′
2(λ)) ,

R1(λ) = −
(
(t1,2 − t3,2)(t1,2 − t2,2)(2t1,2 + t3,2 + t2,2)λ

+(t1,2 − t3,2)(t1,2 − t2,2)(t3,1 + 2t1,1 + t2,1)
)

−1

3
(2P ′

1(λ)P1(λ) − 3P ′
2(λ))(P

(1)
∞,1 + 2t1,2) . (D-30)

We also have

3
L[p2]

ℏ
+ 2P ′

1(q)L[q] = −(2P ′
1(q)P1(q) − 3P ′

2(q))
p2
ℏ

− 3P ′
3(q) + P2(q)P

′
1(q) + 3P ′

2(q)P1(q)

−2P ′
1(q)P1(q)

2 − ℏ(2(P
(1)
∞,1)

2 + P
(1)
∞,1t1,2 + 3t2,2t3,2) . (D-31)

Applying L to (D-29) leads to

L3[q] +
1

3
(2P ′

1(q)P1(q) − 3P ′
2(q))L2[q]

+
1

3
(2P ′

1(q)
2 − 3P ′′

2 (q))(L[q])2 +
1

3
(L[2P1P

′
1 − 3P ′

2](q))L[q]

= (R′
0(q; ℏ)L[q] + L[R0](q; ℏ))

p2
ℏ

+R0(q; ℏ)
L[p2]

ℏ
+(R′

3(q) + ℏR′
1(q))L[q] + (L[R3](q) + ℏL[R1](q)). (D-32)
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We now use (D-31) to remove L[p2],

3L3[q] + (2P ′
1(q)P1(q) − 3P ′

2(q))L2[q] + (2P ′
1(q)

2 − 3P ′′
2 (q))(L[q])2 + (L[2P1P

′
1 − 3P ′

2](q))L[q]

=
(
3R′

0(q; ℏ)L[q] + 3L[R0](q; ℏ) −R0(q; ℏ)(2P ′
1(q)P1(q) − 3P ′

2(q))
) p2
ℏ

− 2R0(q; ℏ)P ′
1(q)L[q] −R0(q; ℏ)(3P ′

3(q) − P2(q)P
′
1(q) − 3P ′

2(q)P1(q) + 2P ′
1(q)P1(q)

2)

− ℏR0(q; ℏ)(2(P
(1)
∞,1)

2 + P
(1)
∞,1t1,2 + 3t2,2t3,2)

+ 3(R′
3(q) + ℏR′

1(q))L[q] + 3(L[R3](q) + ℏL[R1](q)) .

(D-33)

Then we use Equation (D-29) to remove p2. Thus we get

3R0(q; ℏ)L3[q] +R0(q; ℏ)(2P ′
1(q)P1(q) − 3P ′

2(q))L2[q] +R0(q; ℏ)(2P ′
1(q)

2 − 3P ′′
2 (q))(L[q])2

+R0(q; ℏ)(L[2P1P
′
1 − 3P2](q))L[q]

=
(
3R′

0(q; ℏ)L[q] + 3L[R0](q; ℏ) −R0(q; ℏ)(2P ′
1(q)P1(q) − 3P ′

2(q))
)(

L2[q] +
1

3
(2P ′

1(q)P1(q) − 3P ′
2(q))L[q] −R3(q) − ℏR1(q)

)
− 2R0(q; ℏ)2P ′

1(q)L[q] −R0(q; ℏ)2(3P ′
3(q) − P2(q)P

′
1(q) − 3P ′

2(q)P1(q) + 2P ′
1(q)P1(q)

2)

− ℏR0(q; ℏ)2(2(P
(1)
∞,1)

2 + P
(1)
∞,1t1,2 + 3t2,2t3,2)

+ 3R0(q; ℏ)(R′
3(q) + ℏR′

1(q))L[q] + 3R0(q; ℏ)(L[R3](q) + ℏL[R1](q)) .

(D-34)

It corresponds to an evolution equation of the form

α0(q; ℏ)L3[q] + α1(q; ℏ)L2[q]L[q] + α2(q; ℏ)(L[q])2 + α3(q; ℏ)L2[q] + α4(q; ℏ)L[q] + α5(q; ℏ) = 0 ,
(D-35)

with

α0(q; ℏ) = 3R0(q; ℏ)
α1(q; ℏ) = −3R′

0(q; ℏ)

α2(q; ℏ) = 2R0(q; ℏ)((P
(1)
∞,1)

2 − 3P
(2)
∞,0) −R′

0(q; ℏ)(2P ′
1(q)P1(q) − 3P ′

2(q))

α3(q; ℏ) = 2R0(q; ℏ)(2P ′
1(q)P1(q) − 3P ′

2(q)) − 3L[R0](q; ℏ)
α4(q; ℏ) = R0(q; ℏ)(L[2P1P

′
1 − 3P2](q)) + 3R′

0(q; ℏ)(R3(q) + ℏR1(q))

−1

3
(2P ′

1(q)P1(q) − 3P ′
2(q))(3L[R0](q; ℏ) −R0(q; ℏ)(2P ′

1(q)P1(q) − 3P ′
2(q)))

+2R0(q; ℏ)2P ′
1(q) − 3R0(q; ℏ)(R′

3(q) + ℏR′
1(q))

α5(q; ℏ) = (3L[R0](q; ℏ) −R0(q; ℏ)(2P ′
1(q)P1(q) − 3P ′

2(q)))(R3(q) + ℏR1(q))
+R0(q; ℏ)2(3P ′

3(q) − P2(q)P
′
1(q) − 3P ′

2(q)P1(q) + 2P ′
1(q)P1(q)

2)

+ℏR0(q; ℏ)2(2(P
(1)
∞,1)

2 + P
(1)
∞,1t1,2 + 3t2,2t3,2)

−3R0(q; ℏ)(L[R3](q) + ℏL[R1](q)) . (D-36)

One may easily obtain L[R0], L[R1], L[R3] and L[2P1P
′
1 − 3P2] from (D-23) and (D-26).

The Lax pair is compatible with formal series expansion given by (D-19). In particular, we
have S1,0 = lnZNP. Inserting these expansions into the last line of L(λ, ℏ) and the first line of
A(λ, ℏ) provides

L[S1,0] = t21,2q − t1,2
p2
ℏ

− H

ℏ
+ t1,1t1,2
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L[S2,0] = t22,2q − t2,2
p2
ℏ

− H

ℏ
+ t2,1(2t2,2 − t1,2)

L[S3,0] = t23,2q − t3,2
p2
ℏ

− H

ℏ
+ t3,1(2t3,2 − t1,2). (D-37)

Thus we get

L[lnZNP] = t21,2q − t1,2
p2
ℏ

− H

ℏ
+ t1,1t1,2, (D-38)

giving an explicit relation between the partition function and the Darboux coordinates.

Finally, we may perform a linear change of variables (t1,1, t2,1, t3,1) ↔ (τ1, τ2, τ3) so that L
identifies to ℏ∂τ1 . Let us defineτ1τ2

τ3

 = B

t1,1t2,1
t3,1

 ⇔

t1,1t2,1
t3,1

 = B−1

τ1τ2
τ3

 , (D-39)

where B is a 3 × 3 matrix with coefficients expressed in terms of spectral times different from
(ti,1)1≤i≤3. The chain rule implies that

∀ i ∈ J1, 3K : ∂ti,1 =
∂τ1
∂ti,1

∂τ1 +
∂τ2
∂ti,1

∂τ2 +
∂τ3
∂ti,1

∂τ3 = b1,i∂τ1 + b2,i∂τ2 + b3,i∂τ3 . (D-40)

In other words, ∂t1,1∂t2,1
∂t3,1

 = Bt

∂τ1∂τ2
∂τ3

 . (D-41)

Since

L = (L[t1,1],L[t2,1],L[t3,1])

∂t1,1∂t2,1
∂t3,1

 = (L[t1,1],L[t2,1],L[t3,1])B
t

∂τ1∂τ2
∂τ3

 , (D-42)

L = ℏ∂τ1 if and only if

(L[t1,1],L[t2,1],L[t3,1])B
t = (ℏ, 0, 0) ⇔ B

L[t1,1]
L[t2,1]
L[t3,1]

 =

ℏ
0
0

 ⇔

L[t1,1]
L[t2,1]
L[t3,1]

 = B−1

ℏ
0
0

 .

(D-43)
In other words

B−1 =


L[t1,1]

ℏ c1,2 c1,3
L[t2,1]

ℏ c2,2 c2,3
L[t3,1]

ℏ c3,2 c3,3

 . (D-44)

We choose coefficients (ci,j)1≤i,≤3,2≤j≤3 so that det(B−1) = −(t3,2 − t1,2)(t3,2 − t2,2)(t2,2 − t1,2)
which corresponds to the prefactor of the Wronskian. Indeed, we want the change of variables
to remain invertible except when the Wronskian vanishes. We find that

B−1 =

−(t1,2t2,2 + t1,2t3,2 + t2,2t3,2) 1 t1,2
−(t1,2t3,2 + t2,2t3,2 + t22,2) 1 t2,2
−(t1,2t2,2 + t2,2t3,2 + t23,2) 1 t3,2

 (D-45)
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is such that det(B−1) = −(t3,2 − t1,2)(t3,2 − t2,2)(t2,2 − t1,2). It is equivalent to

− (t3,2 − t1,2)(t3,2 − t2,2)(t2,2 − t1,2)B = t3,2 − t2,2 −(t3,2 − t1,2) t2,2 − t1,2
t1,2(t

2
3,2 − t22,2) −t2,2(t23,2 − t21,2) t3,2(t

2
2,2 − t21,2)

(t3,2 − t2,2)(t3,2 + t2,2 − t1,2) −t3,2(t3,2 − t1,2) t2,2(t2,2 − t1,2)

 , (D-46)

which provides a suitable change of variables for which L = ℏ∂τ1 .
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