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Abstract – Only one High Intensity Focused Ultrasound device 

has been clinically approved for transcranial brain surgery at 

the time of writing. The device operates within 650 kHz and 720 

kHz and corrects the phase distortions induced by the skull of 

each patient using a multi-element phased array. Phase 

correction is estimated adaptively using a proprietary algorithm 

based on computed-tomography (CT) images of the patient’s 

skull. In this paper, we assess the performance of the phase 

correction computed by the clinical device and compare it to (i) 

the correction obtained with a previously validated full-wave 

simulation algorithm using an open-source pseudo-spectral 

toolbox and (ii) a hydrophone-based correction performed 

invasively to measure the aberrations induced by the skull at 650 

kHz. For the full-wave simulation, three different mappings 

between CT Hounsfield units and the longitudinal speed of 

sound inside the skull were tested. All methods are compared 

with the exact same setup thanks to transfer matrices acquired 

with the clinical system for N=5 skulls and T=2 different targets 

for each skull. We show that the clinical ray-tracing software 

and the full-wave simulation restore respectively 84±5% and 

86±5% of the pressure obtained with hydrophone-based 

correction for targets located in central brain regions. On the 

second target (off-center), we also report that the performance 

of both algorithms degrades when the average incident angles of 

the acoustic beam at the skull surface increases. When incident 

angles are higher than 20°, the restored pressure drops below 

75% of the pressure restored with hydrophone-based 

correction.  

 

Index Terms— HIFU, transcranial focusing, ultrasound, 

numerical modeling, k-wave toolbox, ray-tracing, Insightec, 

clinical system, aberration correction. 
 

I. INTRODUCTION 

 

Transcranial focused ultrasound has been demonstrated to 

safely ablate deep brain regions involved in neurological 

diseases, such as essential tremor [1]–[3], Parkinsonian 

tremor [4] or obsessive compulsive disorders [5]. The main 

challenge lies in compensating the aberrating effect of the 

human skull [6], [7] to produce an acoustic beam aiming at 

the selected target and with a sharp focus [8]. Adaptive 

corrections are performed by adjusting the phase shift of 

hundreds of programmable ultrasonic transducers mounted 

on a hemispherical surface [9], [10]. 

 

Extensive research has been conducted for the last 20 years 

to estimate the phase shifts induced by the skull bone. As 

reviewed by Kyriakou et al. [11], these techniques range from 

minimally invasive (implanted hydrophone [12]–[15] or 
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acoustic stars [16], [17]) to non-invasive based on numerical 

simulations of the ultrasonic propagation through the skull 

bone with either ray-tracing [10], [18]–[20] angular spectrum 

[21]–[24], finite difference [25]–[32] or pseudo-spectral 

schemes [33]–[37]; or a combination of numerical phase 

estimation adjusted with echoes from injected micro-bubbles 

[38]. For all numerical methods, the acoustic properties such 

as density, speed of sound and attenuation are derived from 

CT or MR imaging of the skull bone [25], [39]–[42]. 

 

Most of these numerical approaches were tested either 

numerically only [19], [23], [28], [30], [31], [35], [43], [44] 

or with a single-element to assess locally the accuracy of the 

computed phase shifts [26], [36], [45]–[48]. The 

improvement of the refocusing with multielement arrays 

compared to no-correction was assessed experimentally in 

head phantoms [49]–[51], animal models [52]–[54] or on 

patients during clinical trials [1]–[5], [38] by measuring the 

thermal rise at focus with MR thermometry [55], [56] or 

directly via hydrophone measurements [13], [14], [17], [22], 

[24], [25], [27], [41], [57]. Quantitative assessment of the 

performance of the simulation should be performed in terms 

of percentage of the restored pressure at the target compared 

to hydrophone-based correction. Hydrophone-based 

correction uses the phase shifts that are directly measured for 

all elements with a hydrophone physically located at the 

target. To our knowledge, only a few publications report the 

quantitative performance of their numerical models with 

human skulls positioned in front of a multi-element 

transducer in terms of pressures restored as compared to a 

hydrophone-based correction [17], [22], [24], [25], [27], [41], 

[57], [58] and none of them compared the relative 

performance of ray-tracing and full-wave simulation 

approaches on the same experimental setup. 

 

In this article, we assess on the same setup the performance 

of the two non-invasive trans-skull correction techniques that 

have been developed historically for implementation in a 

human device: the proprietary algorithm implemented in the 

clinical device [59] and a full-wave simulation using k-wave 

[60] implemented on a transcranial setup [61]. For the full-

wave simulation, we used three mappings relating the density 

to the longitudinal speed of sound inside the skull and 

previously developed and published by three different labs 

[39]–[41]. For direct comparison, the transfer matrix 

formalism was used [61], [62]: a unique transfer matrix was 

acquired for each skull positioned in front of a clinical 1024-

element array operated at 650 kHz and used to assess the 

performance of both simulations. A first target located in the 
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central part of the brain as well as a second target located 

17.5mm laterally from the first target and towards the 

patient’s left direction were tested to challenge both 

techniques and provide insights on how to improve the 

performance. 

 

 

II. MATERIALS AND METHODS 

 

A. Clinical HIFU system 

 

Experiments were conducted with an Exablate Neuro 4000 

clinical system (Insightec, Tirat Carmel, Israël) installed at 

the Institut du Cerveau et de la Moëlle Épinière (ICM), 

located at la Pitié Salpêtrière hospital, Paris. The clinical 

system is an MR-guided High Intensity Focused Ultrasound 

(HIFU) system, which has been approved in Europe for 

thalamotomy  [2], [4], [64]–[68]. The ultrasound treatment 

head is a hemi-spherical transducer with a diameter 

D=300mm and is composed of 1024 piezo-electric elements 

operated at a central frequency f0=650 kHz. 

 

During clinical treatment, the transducer is used in a vertical 

position (transducer axis parallel to the ground) and the 

patient lies on the MR bed with the transducer around its 

head. In all the experiments described in this article, the 

transducer was used in a horizontal position (transducer axis 

perpendicular to the ground) which enabled to fill the 

transducer with water and to position the skulls inside (Fig. 

1.A & 1.B). 

 

B. Skull preparation 

 

Five (N=5) dry skulls were provided by the Institut 

d’Anatomie (UFR Biomédicale des Saints-Pères, Université 

Paris Descartes, Paris, France) as approved by the ethics 

committee of the Centre du Don des Corps (Université Paris 

Descartes, Paris, France) [61]. The skulls were CT scanned 

(Sensation Cardiac 64, Siemens, reconstruction kernel H70h) 

[41], with a voltage of 80 kV and a resolution of 0.45 x 0.45 

mm2 in the axial plane and a 0.4 mm slice thickness in the 

inferior-superior direction. 

 

The skulls were immersed in water prior to each experiment 

and degassed for at least 12 hours at a 2mbar reduced pressure 

(diaphragm pump FB65457, Fisher Scientific, Waltham, MA, 

USA) to remove the gas trapped in the skull. Each skull was 

mounted on a stereotactic frame and positioned inside the 

transducer thanks to a 3D-printed positioning system (Fig. 

1.A red box) described in [34] and [37]. The positioning 

system was then removed and the skull attached to the 

stereotactic frame was placed inside the transducer previously 

filled with water (Fig. 1.B).  

 

Two different targets were defined for each skull. In order to 

compare the results with previously published results [57], 

the first target was the same as in [57] and was located along 

the midline of each skull. The second target was located 

17.5mm away from the first target in the patient’s left position 

(Fig. 1.C). Moving along the left/right axis was motivated by 

the target used in the treatment of essential tremor [1], and 

17.5mm was the maximum distance reachable in order to 

avoid contact between the screws holding the skulls and the 

transducer. The stereotactic frame holding the skull was 

translated so that the target always corresponded to the 

geometrical center of the transducer. 

 

 
Fig. 1: A: Positioning system (red box) with the 3D-imprint (red 

arrow) to attach each skull to the stereotactic frame. B: skull 

positioned inside the transducer after removing the positioning 

system. C: Axial CT scan for skull #2 showing the two different 

targets: first target (blue dot) and second target (orange dot). D: 

Experimental setup. 1: motorized 3D-positionner (with x, y and z 

axes), 2: hydrophone holder, 3: Exablate Neuro transducer in 

horizontal position.  

 

C. Transfer matrix acquisition 

 

The transfer matrix was acquired with a needle hydrophone 

(HNA-0400, ONDA, Sunnyvale, CA, USA, tip dimension: 

400𝜇𝑚) mounted on a motorized 3D positioner (UE41UP, 

Newport, Irvine, CA, USA) (Fig. 1. B & D). The hydrophone 

signal was pre-amplified with an AH-2020 (ONDA, 

Sunnyvale CA) set to high gain, and further amplified by a 

40dB low-noise amplifier (5676 Olympus, Tokyo, Japan). 

The resulting analog signal was recorded with an oscilloscope 

(Handyscope HS5, Tiepie, Sneek, Netherlands) at a 100MHz 

sampling frequency. 

 

The acoustic focus of the transducer was first determined in a 

homogeneous medium (without the skull) by finding the 

position of the maximum pressure field with all the elements 

of the transducer emitting a spherical wave: 1D (along the z 

direction) and 2D (in the x-y plane) scans were iteratively 

performed, starting from coarse scans (1mm resolution in 

each direction) to fine scans (50µm resolution in each 

direction, corresponding to the spatial resolution of the 3D 

positioner). 

 

The water was degassed and cooled before putting the skull 

in place. Water circulation was stopped before inserting the 

skull to avoid contamination of the clinical device. The water 
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temperature and O2 concentration ranged between 14° and 

22.4°C and between 1.2 and 3.9 ppm respectively during the 

whole set of experiments. 

 

Once each skull was positioned in front of the transducer, a 

transfer matrix was acquired around the acoustic focus: an 

ellipsoid volume (small semi-axis: 1 mm, large semi-axis: 1.1 

mm) was first acquired with a spatial resolution of 0.2 mm x 

0.2 mm x 0.3 mm, followed by a second ellipsoid volume 

(small semi-axis: 3 mm, large semi-axis: 4.8 mm) with a 

larger spatial resolution (0.5 mm x 0.5 mm x 0.8 mm), as 

displayed in Fig. 2.A. Each scan contained a total of 1345 

points. The scanned volume was larger than the focal spot 

size in water reported by the manufacturer [69]: 1.5 mm wide 

in the transverse plane (x-y plane in Fig. 2.A) and 3.0 mm 

long in the beam propagation direction (z-axis in Fig. 2.A). 

The scanned volume inside the transducer is displayed in 

Figure 2.B. The two different resolutions are visible on Figure 

2.A, with a smaller spatial step at the center of the volume 

(close to the acoustic focus). 

 

 

 
 

Fig. 2: A: Volume scanned for the transfer matrix acquisition for 

each skull and each target. B: Position of the volume scanned inside 

the transducer. The blue circles represent the position of the 

elements of the transducer. 

 

The elements of the transducer were successively triggered in 

transmit for each point in space 𝑙 ∈ [1,1345], and insonated 

during 500μs at the same electrical power (0.5W per 

element). The signal received at the hydrophone was recorded 

and its amplitude (ℎ𝑙𝑖) and phase (𝜑𝑙𝑖) at 650 kHz were 

extracted for each element 𝑖 ∈ [1,1024] of the transducer. 

The harmonic transfer matrix at 650 kHz was thus recorded 

for each skull: 𝐻𝑙𝑖(𝜔) = ℎ𝑙𝑖 . 𝑒𝑗.𝜑𝑙𝑖 . 

 

The acquisition time for one point in space was 

approximately 30 seconds: each element insonated for 500μs, 

the system paused for 20ms between each of the 1024 element 

insonation, and we added a 10s pause before moving to the 

next point in space to prevent the transducer from heating. 

The total acquisition time for a 1024 x 1345 transfer matrix 

was 12 hours for each skull. In total, 10 transfer matrices were 

acquired (5 skulls x 2 targets) corresponding to more than 10 

million measurements. 

 

In addition, hydrophone measurements were performed on 8 

points located on a cubic grid (1 mm edge) surrounding the 

acoustical focus, before and after each transfer matrix 

acquisition. These hydrophone measurements were used to 

assess the stability of the setup, as described in the 

Supplementary Materials. 

 

D. Pressure field computation with transfer matrix and 

comparison with direct measurements 

 

Based on the transfer matrix acquired for each skull and each 

target, the pressure (𝑝𝑙
𝑐𝑜𝑚𝑝(𝜔)) generated at position 𝑙 for a 

given set of amplitude 𝑎𝑖 and phase shift 𝜑𝑖 emitted by 

element 𝑖 of the therapy transducer can be computed [41], 

[57]: 

 

𝑝𝑙
𝑐𝑜𝑚𝑝(𝜔) = |∑ 𝐻𝑙𝑖(𝜔). 𝑎𝑖𝑒

𝑗.𝜑𝑙𝑖1024
𝑖=1 | (1) 

 

The pressure fields obtained using the transfer matrix 

formalism (𝑝𝑐𝑜𝑚𝑝) were compared to the pressure fields 

measured with the hydrophone when all elements insonate at 

the same time (𝑝𝑚𝑒𝑎𝑠), with different sets of corrections 

applied to the transducer.  

 

For each skull, and for the first target only, four different 

pressure fields (𝑝𝑚𝑒𝑎𝑠) were measured corresponding to four 

different corrections: no correction (all the elements were in 

phase), hydrophone-based correction (the phase shift applied 

on each element corresponded to the negative of the phase 

shift measured at the focal position), correction provided by 

the manufacturer’s clinical software (Insightec), correction 

based on the full-wave simulation using Marsac’s mapping 

(more details in the next sections). This resulted in a total of 

N=20 (5 skulls x 4 corrections) pressure fields scanned with 

the hydrophone. No amplitude correction was applied for any 

of the four different corrections: all elements insonated with 

the same electrical power. The total electrical power across 

the entire transducer array was 10W for each insonation. 

 

The hardware used for signal acquisition was the same as the 

one described for the acquisition of the transfer matrix except 

that the low noise amplifier was removed. We programmed 

the stepper motor to scan the pressure fields at the same 

location as the acquisition of the transfer matrix points and 

the insonation time for each point was also 500μs. 

 

Measured (𝑝𝑚𝑒𝑎𝑠) and computed (𝑝𝑐𝑜𝑚𝑝) pressure fields 

were normalized by their maximum value before comparison. 

For each set of skull and correction, the mean (𝑝̂𝑒𝑟𝑟), standard 

deviation (𝜎𝑒𝑟𝑟), root-mean-square (𝑝𝑒𝑟𝑟
𝑅𝑀𝑆) pressure error and 

the cross-correlation (𝑝𝑋𝐶) fields were computed as described 

in [59]: 

 

A.

B.



 

 

𝑝̂𝑒𝑟𝑟 =
1

𝑁
∑ 𝑝𝑖

𝑐𝑜𝑚𝑝
− 𝑝𝑖

𝑚𝑒𝑎𝑠

𝑁

𝑖=1

 

 

𝜎𝑒𝑟𝑟 = √
1

𝑁
∑(𝑝𝑖

𝑐𝑜𝑚𝑝
− 𝑝𝑖

𝑚𝑒𝑎𝑠 − 𝑝̂𝑒𝑟𝑟)2

𝑁

𝑖=1

 

 

 

𝑝𝑒𝑟𝑟
𝑅𝑀𝑆 = √

1

𝑁
∑(𝑝𝑖

𝑐𝑜𝑚𝑝
− 𝑝𝑖

𝑚𝑒𝑎𝑠)2

𝑁

𝑖=1

 

 

𝑝𝑋𝐶 =
∑ 𝑝𝑖

𝑐𝑜𝑚𝑝
𝑝𝑖

𝑚𝑒𝑎𝑠𝑁
𝑖=1

√∑ (𝑝𝑖
𝑐𝑜𝑚𝑝

)2𝑁
𝑖=1 ∑ (𝑝𝑖

𝑚𝑒𝑎𝑠)2𝑁
𝑖=1

 

 

The shifts between the maximum pressure location of both 

pressure fields were also computed. When displayed in 

subsequent figures, pressure fields were interpolated to the 

resolution of the finest spatial step over 3 (ie. 67 x 67 x 100 

𝜇𝑚3) and centered around the target. 

 

E. Clinical correction 

 

The CT scans of each skull, as well as the location of the 

target in the CT coordinates and the position of the transducer 

with respect to the CT frame (based on our positioning 

system) were used as inputs in the manufacturer's clinical 

software. The phase corrections that would be applied in a 

clinical treatment were calculated, as well as the incident 

angle for each element at the skull surface. The average skull 

density ratio defined for each element as the ratio between 

Hounsfield Unit (HU) in the marrow layer of the skull bone 

and the average HU in the inner and outer cortical bone layers 

[59] was also calculated by the manufacturer’s clinical 

software. 

 

F. Full-wave simulations 

 

The propagation of a 500μs toneburst of central frequency 

f=650 kHz was simulated through the skull from the target up 

to each element of the transducer using the k-wave toolbox 

on Matlab [35], [60]. The full details of the algorithm used in 

this study is described in [57], we only expose the main 

principles here. 

 

Briefly, for each skull, acoustic parameters were derived from 

HU. The k-wave grid was fixed to 760μm to correspond to a 

grid dimension of 𝜆/3 where 𝜆 is the wavelength in water at 

650 kHz, to respect the stability criteria of k-wave [35]. The 

CT was thus first interpolated to fit the spatial resolution of 

the grid. HU was centered around 1024 and thresholded 

between 0 and 2400. The thresholded units were noted 𝐻𝑈̅̅ ̅̅ , 

and used to compute the skull density using the following 

linear relationship described in [41]: 

 

𝜌 =  𝜌𝑚𝑖𝑛 + (𝜌𝑚𝑎𝑥 −  𝜌𝑚𝑖𝑛)
𝐻𝑈̅̅̅̅̅−𝐻𝑈̅̅̅̅̅𝑚𝑖𝑛

𝐻𝑈̅̅̅̅̅𝑚𝑖𝑛−𝐻𝑈̅̅̅̅̅𝑚𝑎𝑥
 (2) 

 

Values used for 𝜌𝑚𝑖𝑛  (𝜌𝑚𝑖𝑛 = 1000 𝑘𝑔/𝑚3) and 𝜌𝑚𝑎𝑥 

(𝜌𝑚𝑎𝑥 = 1900 𝑘𝑔/𝑚3) were taken from [57]. 𝐻𝑈̅̅ ̅̅
𝑚𝑖𝑛  and 

𝐻𝑈̅̅ ̅̅
𝑚𝑎𝑥 are the minimal and maximal values of 𝐻𝑈̅̅ ̅̅  inside the 

skull.  

 

Then, three different mappings were used to calculate the 

speed of sound inside the skull. The first one (Marsac’s 

mapping) was based on 𝜌 using the following formula [41]: 

 

𝑐𝑀𝑎𝑟𝑠𝑎𝑐 =  𝑐𝑚𝑖𝑛 + (𝑐𝑚𝑎𝑥 −  𝑐𝑚𝑖𝑛)
𝜌 − 𝜌𝑚𝑖𝑛

𝜌𝑚𝑖𝑛− 𝜌𝑚𝑎𝑥
 (3) 

 

Again, values used for 𝑐𝑚𝑖𝑛  (𝑐𝑚𝑖𝑛 = 1500 𝑚/𝑠) and 𝑐𝑚𝑎𝑥  

(𝑐𝑚𝑎𝑥 = 3100 𝑚/𝑠) were taken from [57] and 𝜌𝑚𝑖𝑛  and 

𝜌𝑚𝑎𝑥 are minimal and maximal value of the density inside the 

skull. The second mapping (𝑐𝑀𝑐𝐷𝑎𝑛𝑛𝑜𝑙𝑑) was derived from 𝜌 

using McDannold’s 4th order polynomial relationship 

between 𝑐 and 𝜌 described in [42]. The third mapping 

(𝑐𝑃𝑖𝑐ℎ𝑎𝑟𝑑𝑜) was derived from the multi-frequency 

characterization of the speed of sound in human skulls by 

Pichardo et al. (2011) [40]. The speed of sound in the skull 

bone was linearly interpolated at 650 kHz from spline 

functions computed from the data presented in Table 9 of 

[40]. 

 

To reduce the computation load, we employed a hybrid-based 

simulation model [30], [71]. The tone-burst propagation 

through the skull was simulated using k-wave only from a 

spherical surface centered on the target and as close as 

possible to the skull inner surface up to a receiving surface 

located 5 voxels away from the 500 𝐻𝑈̅̅ ̅̅  iso-surface 

corresponding to the outer part of the skull (Figure 3) [57], 

therefore reducing the simulation grid dimensions and the 

number of timesteps. The propagation in water from this 

receiving surface to the transducer elements was computed 

analytically using the second Rayleigh Integral [72]. 

 

 
Fig. 3: Propagation from the inner sphere towards the receiving 

surface (yellow line outside the skull) using k-Wave, and from the 

receiving surface towards the transducer using the second Rayleigh 

integral. The red and yellow arrows indicate the propagation 

direction. A: axial view. B: sagittal view. 

 

The temporal time step was automatically calculated by the 

k-wave toolbox to respect a 0.3 Courant-Friedrich-Lewy 

(CFL) condition [73] for the most constraining medium, i.e. 

inside the skull. k-Wave simulations were performed on a 

k-wave

Rayleigh-
Sommerfeld

k-wave

Rayleigh-
Sommerfeld

A.
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Titan RTX GPU mounted on an Intel Xeon CPU E5-2630 

(v4) operating at 2.2GHz. GPU memory allocation ranged 

between 6 and 8 GB for each simulation, depending on the 

simulation grid size used for each individual skull. The 

simulation time for one propagation through the skull was 

151±24 seconds. This simulation time includes 98±23 

seconds for the propagation through the skull using k-Wave 

and 13±1 seconds for the analytical propagation using the 

Rayleigh Integral and 40±4 seconds for additional processing 

steps (CT interpolation, extraction of density and speed of 

sound). 

 

The same algorithm was also tested at three other spatial 

resolutions: λ/2, λ/4 and λ/5 where 𝜆 is the wavelength in 

water at 650 kHz. The results of this convergence test are 

presented in the Supplementary Materials.  

 

The simulated phase shifts [𝜑1, … , 𝜑1024] on each transducer 

element were used to either compute the restored pressure in 

the focal volume using the transfer matrix formalism, or were 

used as inputs in the clinical system in order to generate the 

restored pressure field and measure it with the hydrophone 

(as previously described in section D). 

 

G. Correction performance 

 

It is known that the aberrations induced by the skull lead to a 

decrease in the maximum pressure [74], a shifting of the 

maximum pressure location [41], a spreading of the main lobe 

[41] and an increase in the sidelobes [74]. Four performance 

indicators were computed to quantify these effects and assess 

the performance of the computed corrections:  

- the ratio (in %) of the maximum pressure amplitude 

divided by the maximum pressure amplitude 

obtained with hydrophone-based correction; 

- the shift of the maximum pressure location with 

respect to the targeted position (in mm); 

- the increase (in %) in the -3dB volume compared to 

the -3dB volume of the hydrophone-based 

correction; 

- the peak sidelobe ratio (PSLR) (in %) defined as the 

ratio of the pressure of the largest sidelobe to the 

pressure of the main lobe. 

Pressure fields were computed using the acquired transfer 

matrices for each set of corrections given by: 

- the manufacturer’s ray-tracing algorithm 

- the full-wave simulation with the three different 

mappings. 

The same analysis was made by isolating the elements based 

on their incident angles at the surface of the skull. For each 

skull and target, the transducer elements were split into 𝑘 =
6 groups (noted 𝛺𝑘) based on their incident angles at the skull 

surface (provided by the manufacturer’s clinical software): 

for k ranging from 1 to 5, each group 𝛺𝑘 corresponded to an 

interval of 5° ([0°, 5°] to [20°, 25°]), and 𝛺6 corresponded to 

angles beyond 25°. The definition of the incident angle at the 

skull surface for one element is shown on Figure 4. 

 

For each skull, target and incident angle group 𝑘, a “sub-

transfer matrix” 𝐻𝑙𝑖
𝑘  was extracted from the initial transfer 

matrix. 𝐻𝑙𝑖
𝑘  was restricted to the rows corresponding to 

transducer elements belonging to 𝛺𝑘 but included all lines 

(corresponding to the volumetric points scanned around the 

acoustic focal): 

 

Hli
k(ω) = hli. ejφli with 𝑙 ∈ [1,1345] and 𝑖 ∈ 𝛺𝑘 

 

For each skull, target and incident angle group 𝑘, the pressure 

fields obtained with the manufacturer correction, full-wave 

simulations (with all mappings) and hydrophone-based 

correction were calculated by propagating the phase shifts for 

the selected elements 𝜑𝑖
𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑒𝑟

, 𝜑𝑖
𝑓𝑢𝑙𝑙−𝑤𝑎𝑣𝑒

 and 

𝜑𝑖
ℎ𝑦𝑑𝑟𝑜𝑝ℎ𝑜𝑛𝑒

respectively, using formula (1) for 𝑖 ∈ 𝛺𝑘. The 

performance of both manufacturer’s algorithm and full-wave 

simulation was assessed as a function of the incident angle 

interval for each skull and target by comparing the restored 

pressure fields to the hydrophone-based correction. 

 

 
Fig. 4: Incident angle at the skull surface for one element of the 

transducer. The incident angle changes when the skull is moved 

inside the transducer between target 1 (A) and target 2 (B). 

 

III. RESULTS 

 

For clarity, throughout the entire Results Section, average 

results are presented along with their standard deviation. We 

use the notation average ± standard deviation. 
 

A. Validity of the transfer matrix formalism 

 

The average difference between measured and computed 

pressure fields was -0.9±5.4% (𝑝̂𝑒𝑟𝑟 ± 𝜎𝑒𝑟𝑟). The root mean 

square error was 5.6% (𝑝𝑒𝑟𝑟
𝑅𝑀𝑆) and the cross-correlation (𝑝𝑋𝐶) 

was 98.9%. The average shift in maximum pressure location 

between measured and computed pressure fields was 

0.3±0.1mm. Results are summarized in Table I. 

 



 

 

 
 

Table I : Comparison between computed and measured pressure 

fields for the first target for 4 corrections (no correction, full-wave 

simulation with Marsac’s mapping, Insightec ray-tracing, 

hydrophone correction). 

 

Figure 5 displays the shape of the computed 𝑝𝑐𝑜𝑚𝑝  (Fig. 5A) 

and measured 𝑝𝑚𝑒𝑎𝑠 (Fig. 5B) pressure fields in the focal 

plane for target 1, skull #2 without correction. Skull #2 was 

chosen to illustrate this study because it is representative of 

the defocusing effect when no correction is applied. The 

bottom rows of Figure 5 (C to F) show the point-by-point 

comparison of the normalized computed and measured 

pressure fields in the focal plane, along the coordinates of the 

target. All the other pressures fields are provided in the 

supplementary materials. 

 

B. Simulation performance  

 

The computed phase shifts for each transducer’s elements and 

their corresponding restored pressure fields in the focal plane 

are displayed in Figure 6 (skull #2 and first target) for all 

simulations (manufacturer ray-tracing, full-wave simulation 

with all three mappings), no correction and hydrophone-

based correction. 

 

For both targets, all the corrections were able to restore on 

average more than 80% of the pressure obtained with the 

hydrophone correction. The maximum pressures correction 

for all skulls and corrections are summarized in Table II. The 

average performance of the full-wave simulation with 

Marsac’s mapping was 86 ± 5% and 84 ± 4% for the first and 

second target respectively. In comparison, the manufacturer’s 

ray-tracing restored 84 ± 5% and 83 ± 6% of the hydrophone-

based correction for the first and second target respectively. 

Although not statistically significant, the list in increasing 

average performance is the following: full-wave simulation 

with Pichardo’s mapping, full-wave simulation with 

McDannold’s mapping, ray-tracing from the manufacturer 

and full-wave simulation with Marsac’s mapping.  

 

The decrease in the PSLR followed the same trend. Without 

correction, the PSLRs were above 60% for the two targets. 

The pressure fields obtained after corrections resulted in a 

reduced PSLR, ranging from 45±8% for the full-wave 

simulation with Marsac’s mapping to 52 ± 11% for the full-

wave with Pichardo’s mapping. Hydrophone corrections 

exhibited a PSLR of 31 and 34 %, for the first and the second 

targets respectively. The standard deviation of the PSLR was 

also reduced when corrections were applied.  

 

The shift in the maximum pressure location was comprised 

between 0.2 and 0.3 mm for all corrections and both targets, 

corresponding to less than 𝜆/8 where 𝜆 is the wavelength in 

water at 650 kHz, corresponding to an improvement of more 

than 70% compared to the shift without correction (0.8 and 

1.0 mm for target 1 and 2 respectively). Finally, the -3dB 

volume ranged from 2.9 to 3.1 mm3. This represents an 

increase of less than 7% as compared to the volume at -3dB 

with hydrophone correction. The results for all targets and 

corrections in terms of PSLR, shift in maximum pressure 

location and volume at -3dB are presented in Table III. 

 

 
Fig. 5: A & B: comparison between the pressure fields computed 

with the transfer matrix formalism (A) and measured with the 

hydrophone (B) without correction for skull #2 at the first target. C 

& D: point-by-point comparison along the x and y-axis without 

correction. E & F: point-by-point comparison with the correction 

from the full-wave simulation (Marsac’s mapping). 

A.

B.

C. D.

E. F.



 

 

 

 
Table II: Performance in terms of restored pressure compared to 

hydrophone-based correction for each skull for the first (top) and 

the second (bottom) target. 

  

 

  
Table III: PSLR, shift in maximum pressure location and volume at 

-3dB averaged over the 5 skulls for each correction and each target. 

 

The full-wave simulation performance was the same when 

the spatial resolution was reduced to 𝜆/4 but the 

computational time was increased to 459±75s. More details 

are presented in the Supplementary Materials. For 

comparison, it takes on the order of one second for the 

manufacturer’s algorithm to execute after clicking on the 

“Calculate” button in the workstation. 

 

C. Angle distribution performance 

 

Figure 7.A displays the angle distribution for the two targets. 

The average incident angle is 8.5±0.6° for the first target, it 

increases to 13.4±0.6° for the second target. For the first 

target (blue bars on Fig. 7.A), less than 50 elements 

correspond to incident angles above 20° and only the front 

part and side parts of the transducer contain elements with 

angles higher than 15° (Fig. 7.B). On the contrary, for the 

second target, all incident angle intervals contain more than 

50 elements (orange bars on Fig. 7.A) and elements with 

incident angles larger than 15° are located all over the 

transducer surface (Fig. 7.C). 

 

Fig. 8 displays the average performance of the manufacturer’s 

corrections, the full-wave simulation corrections (for all 

mappings) and no correction, for each incident angles 

interval.  

 

Between 0° and 10°, all corrections perform above 85% for 

both targets, whereas for incident angles between 10° and 

20°, the performance drops between 80% and 85%. For the 

second target, where more elements have incident angles 

larger than 20°, the performance of the full-wave simulation 

with Marsac’s mapping and the manufacturer’s algorithm 

continues to drop, with respective values of 76±15% and 

74±17% for angles between 20 and 25° and of 65±21% and 

62±25% for angles beyond 25°.  

 

The standard deviations of the restored pressure with and 

without correction increase with incident angles for all 

corrections. Without correction, for the second target, the 

standard deviation increases from 6% for angles below 5° to 

15% for angles beyond 25°. 

 

 

Fig. 6: Pressure fields with different corrections for skull#2 at the first target. Top row: phase shifts computed by the different algorithms 

at the surface of the transducer (each dot represents an element of the transducer). Middle row: pressure fields in the axial focal plane 

(X-Y plane) resulting from the top-row corrections. Bottom row: pressure fields in the X-Z plane (Z is the beam propagation direction). 



 

 

 
Fig. 7: A: average incident angle distribution for the two targets. B  

& C: element incident angle distribution for the transducer’s 

elements for the first (B) and the second (C) target. 

 

 
Fig. 8: Algorithm performance based on the incident angle 

distribution. n represents the number of elements (for the 5 skulls) 

on which the average performance was computed and the error bars 

represent the standard deviation. 
 

IV. DISCUSSION 

 

The primary goal of this article was to evaluate whether the 

use of full-wave transcranial simulation for adaptive 

aberration corrections would increase the focusing 

performance compared to ray tracing. 

 

The full-wave simulation presented in this article achieves an 

average 86% pressure restoration compared to hydrophone-

based correction with Marsac’s mapping. To compare our 

results with results published in [57] using the same skulls, 

the same target and the same mapping, we compensated the 

two different transducer geometries by isolating elements 

from the Exablate-Neuro transducer (blue probe on Fig 9.A) 

corresponding to the aperture of the pre-clinical transducer 

used in [57] (orange probe on Fig 9A). The corresponding 

elements are visible inside the orange circle on Fig 9B. 

Following the same methodology as for elements with 

incident angles inside a given interval, we computed the full-

wave simulation algorithm performance on those elements 

and obtained a performance of 89±4%. Although the impact 

of changing the operating frequency (900 kHz in [57] and 650 

kHz in our case) on the performance of full-wave simulations 

is unknown, such a 89±4% performance is in line with the 

90±3% published in [57]. 

 

However, the improvement exhibited in this study in terms of 

pressure restoration in favor of the full-wave simulation with 

Marsac’s mapping as compared to the ray-tracing correction 

from the manufacturer appears quite limited. In theory, full-

wave simulations should provide a better modelling of the 

ultrasonic wave propagation in complex environments as 

compared to ray-tracing approaches, especially when 

diffraction effects become important and the so-called 

Eikonal approximation is no more valid [75]. Jones et al. [76] 

compared the performance of ray-tracing correction and full-

wave simulation correction in the field of transcranial passive 

acoustic imaging. The ray-tracing algorithm modelled the 

skull as a three layer interface [45] and the full-wave 

simulation solved the Westervelt equation [77] using the 

same Pichardo’s mapping [40] as the one used in this study. 

Jones et al. report that the reconstructed images with the full-

wave simulation corrections significantly reduced the PSLR, 

the shift of the detected emission position, the signal-to-noise 

ratio and the volume at -3dB as compared to images 

reconstructed with the ray-tracing correction. More recently, 

Paeng et al. [58] compared the performance of the 

manufacturer’s correction with Kranion, an open-source ray-

tracing algorithm for transcranial aberration correction [18] 

where the skull is modeled as a single layer. On average, the 

correction from Insightec improves the restored pressure by 

more than 10% as compared to Kranion. Since the Insightec 

ray-tracing algorithm is proprietary, it is difficult to compare 

it to other ray-tracing techniques previously published [18], 

[19], [76], and similarly, comparing different full-wave 

simulation algorithms [42], [48], [57], [76] without having 

access to the details of the code is limited. Nevertheless, the 

manufacturer ray-tracing simulation performed beyond our 

expectations. 

 

 

A.

B. C.



 

 

 
 

Fig. 9: A: comparison of the geometry of the 512-element pre-

clinical transducer (orange circle) [57] and the clinical (Insightec) 

transducer used in this study (blue circle). In red overlay, the 

elements of the clinical transducer facing the same part of the skull 

as the pre-clinical one. B: incident angles distribution for each 

element of the clinical transducer. The orange circle shows the 

elements corresponding to the outer radius of the pre-clinical 

transducer.  
 

Using a large aperture transducer is optimum for transcranial 

thermal ablation as it disperses the ultrasound over a large 

region of the skull [10]. Nevertheless, it also increases the 

range of incident angles at the outer surface of the skull. Our 

study shows that the performance of both algorithms tends to 

degrade for incident angles higher than 20°. It is further 

confirmed by the increase in standard deviation for incident 

angles higher than 20°, as compared with no correction (Fig. 

8). When incident angles are low, the defocusing variability 

of each skull, illustrated by the standard deviation of the 

restored pressure without correction, is compensated by the 

ability of the algorithms to obtain a better focusing with lower 

standard deviations. As incident angles increase, the 

variability between each skull increases (the standard 

deviation without correction increases) but is no longer 

compensated by the computed phase corrections. For angles 

above 25°, algorithms fail to restore more pressure than 

without correction, and the standard deviation of the 

corrected pressure is even higher than the standard deviation 

of the restored pressure without correction. 

 

The SDR (skull density ratio) is a known factor impacting 

clinical efficiency of HIFU treatments: patients with high 

SDR exhibit a better temperature rise at the target location 

[59], [78]. As evidenced by Jung et al. [78], the SDR 

correlates with the local intensity ratio defined for each 

element as the amplitude received at the target after passing 

the skull over the amplitude in water without the skull. This 

ultimately impacts the performance of HIFU therapy in the 

clinic, since less energy will pass the skull bone of patients 

with low SDR. In this article, we performed experiments on 

N=5 skulls with SDR ranging from 0.37 to 0.57 with a mean 

value of 0.47±0.09. This is comparable to the SDR 

distribution from Jung et al. However, in our study, the skull 

density ratio did not impact the performance of either the 

manufacturer’s or the full-wave simulation algorithm. This 

result supports the hypothesis that low clinical performance 

for patients with low SDR rather originates from the lack of 

sufficient energy to heat tissue locally rather than the inability 

of the algorithm to compensate the dephasing induced by the 

skull. However, given the high variability of treatment 

efficiency as a function of SDR [59], this hypothesis would 

need to be confirmed with a larger number of skulls. 

 

Multiple limitations can degrade the performance of the 

algorithm. Experimental limitations include the positioning 

errors of the skull with respect to the transducer, possible 

errors in the initial localization of the acoustic focus in water 

with the hydrophone. Simulation limitations include the lack 

of shear-wave modelling inside the bone, possible inaccurate 

modeling of the acoustical properties of the skull, or inherent 

k-wave limitations (band limited interpolation, staircasing 

[35]). Most of these limitations affect all the ultrasound 

beams, whereas shear-waves are most likely to take place at 

high incident angles [45]. 

 

It is indeed known that shear-wave propagation plays a 

significant role for incident angles higher than 20° [79] and 

the algorithms tested in this study are based on a fluid model 

[80], [81] and do not model the longitudinal-transverse-

longitudinal conversion at the water-skull-brain interface. 

One possible improvement could be to model shear-wave 

propagation inside the skull [48], [82], [83] by providing 

transverse speed maps, and longitudinal and transverse 

absorption maps inside the skulls [36], [48] to a full-wave 

simulation algorithm. However, such approach could not be 

performed in this study because the elastic version of k-wave 

was causing large increases in memory allocation (more than 

100GB of RAM was needed for one simulation). Another 

approach could be to model two rays inside in the skull (one 

longitudinal and one transverse) recombining inside the brain 

as a single longitudinal ray as described in [43], [46]. The 

efficiency of these approaches could be tested with the 

transfer matrices acquired in this study as all the 

measurements performed here include the impact of shear 

waves. Based on performance obtained for low-incident 

angles, taking into account shear-wave inside the skull could 

potentially lead to performance above 90% of pressure 

restoration compared to hydrophone-based correction. This 

would be of particularly interest during MRgFUS procedures 

targeting less centered brain regions [5], [84]. Increased 

pressures at target from 86% to 90% of hydrophone-based 

correction would result in a 10% increase in intensity, having 

a direct impact on treatment efficiency. Additionally, 

incorporating absorption maps to the full-wave simulation 

algorithms would also enable to estimate pressure 

amplitudes, opening room for improvement in amplitude 

correction during treatment [25], [85]. 

 

Modeling transverse propagation inside the skull using a 

finite difference algorithm would increase the computation 

time [36], [48]. The spatial sampling interval of the 

A.

B.



 

 

simulation scheme must indeed be decreased to respect the 

stability criteria in the case of shear-wave modeling [35], 

[36]. Consequently, and as also shown in this study when 

decreasing the spatial resolution size (Supplementary 

Materials), computation time increases. Even if such 

algorithms could in theory be more accurate than the current 

full-wave simulation, it would require some optimization or 

increased computation power to be suitable for clinical use. 

Recently, it has been proposed to decrease the simulation 

frequency to reduce the simulation grid while maintaining a 

good level of performance [57]. Such an approach could be 

extended to shear wave modeling. 

 

It is worth noting here that in this paper all the skulls were 

immersed in water. During clinical treatments, the ultrasound 

beams focus through the skin, the skull and various soft 

tissues (dura, white matter, grey matter, cerebrospinal fluid, 

etc.). Nevertheless, this is not expected to play a major role 

compared to the aberrations induced by the skull bone, 

notwithstanding that the beamformers of current diagnostic 

ultrasound devices reconstruct the images with a constant 

speed of sound and neglect the distortions induced by the soft 

tissue heterogeneities [86]. 

 

Finally, this study confirmed that the transfer matrix 

formalism is a robust methodology to compute pressure fields 

without the need to scan with the hydrophone for each set of 

emission signals. It was shown that the pressure field 

measurements were similar to the calculations using the 

transfer matrices with a cross-correlation of 99% and an 

average difference of -0.9±5.4%. The spatial shift of the peak 

pressure was 0.3mm, which is comparable to the finest spatial 

step of the acquisitions (0.2mm x 0.2mm x 0.3mm). 

Moreover, the transfer matrix approach allows back-to-back 

comparison of various sets of simulations. The matrix offers 

indeed an identical propagation from the transducer array to 

the measurement points, including the location of the skull, 

the noise of the electronics, the location of the hydrophone 

measurements. 

 

V. CONCLUSIONS 

 

In this paper, we assessed the performance of the only system 

currently approved for brain HIFU therapy in terms of (i) 

percentage of pressure restored compared to hydrophone-

based correction, (ii) targeting accuracy, (iii) volume at -3dB 

and (iv) peak-sidelobe ratio. On average, 84% of the pressure 

is restored for central targets and 83% for 17.5mm off-

centered targets. A full-wave simulation algorithm was tested 

as well and showed a slight increase in the performance (86% 

and 84% for centered and off-centered targets respectively) 

but with a longer simulation time. Finally, it was shown that 

the performance was mostly impaired by the higher incident 

angles, suggesting rooms for improvement with the addition 

of shear-wave modeling inside the skull bone. 
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