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A B S T R A C T

Refractory castables are crucial for the production of steel and other materials. Upon heating, pressurization of
vapor within their pores is developed, which may lead to cracks and even explosions. Numerical simulations are
valuable tools for studying and developing strategies to prevent such phenomena during the drying stage. These
mathematical models are categorized as single-phase or multiphase depending on whether the moving phases are
considered individually or represented by a single entity. In this paper, an unprecedented direct comparison of
such approaches is presented pointing out that the single-phase models could represent the experimental results to
a reasonable extent with some minor caveats. To fulfill this task the modelling results were compared with those
obtained by pressure and temperature measurements and using neutron tomography tests. Particularly, the
multiphase model that considered the effect of capillary pressure could predict specific aspects such as the water
accumulation ahead of the drying front.
1. Introduction

Refractory castables define a specific category of monolithic material
that is directly shaped when applied [1,2]. As the development of
chemical bonding among the components of such ceramic products will
only be formed after sintering at high temperatures, a binder system that
provides their green mechanical strength is required. The most common
option is the class of hydraulic binders, which is based on chemical
compounds that develop strength due to hydration reactions. The major
representative is the calcium aluminate cement, which precipitates hy-
drated phases containing different stoichiometry of CaO and Al2O3 after
its interaction with water during the castables’ processing steps [2].

Although monolithics have numerous advantages over shaped prod-
ucts, such as easier application, no need for numerous joints (which are
likely sites for corrosion initiation), and the possibility of automation of
its application, some special attention is still required during the initial
steps of their drying. This is a consequence of the risk of explosive
spalling [2], which is related to the thermomechanical stresses and the
pore pressurization of water vapor originated from dehydration and
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evaporation of reminiscent unreacted and reacted water [3].
This phenomena can also be seen when structures made of Portland

cement concretes are on fire [4]. Portland cement strength also derives
from the precipitation of hydrated phases, however, instead of containing
CaO and Al2O3, this binder is mainly comprised of CaO and SiO2 [5].
Given the importance of this structural material for civil constructions
such as tunnels, buildings and nuclear reactor walls, fire safety concerns
led to the development of various studies [4,6–11].

Indeed, it was within the scope of Portland cement concrete structures
under intense heating that the first numerical models were developed
[6], according to the mathematical model based on classical irreversible
thermodynamics proposed by Luikov [12], Ba�zant also considered the
concrete microstructure, proposing a single-phase model in which the
fluid phase was controlled by the movement of the hindered adsorbed
water among the solid particles [6,13,14].

Ba�zant also developed semi-empirical relationships of concrete
properties, such as the sorption isotherms that describe the amount of
evaporable water inside the concrete, permeability, and dehydration
water release. The model provided the possibility of attaining relative
humidity higher than 100%, which has a debatable physical meaning.
aterials Science and Engineering (PPGCEM), Rod. Washington Luiz, km 235,
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Nomenclature

ðρCpÞ effective heat capacity of concrete [J/(m3 K)]
ρi mass of phase i per unit volume of concrete [kg/m3]
ΔHs enthalpy of vaporization of water [J/kg]
Δmdehyd mass released by dehydration [kg/m3]
δi parameter that defines the central difference

approximation
ε emissivity [�]
εi volume fraction of phase i [�]bwchange normalized relative water change at a specific moment [�]
κ hydraulic conductivity [m/s]
λ thermal conductivity [W/(m K)]bn normal unit vector
μi Dynamic viscosity of phase i [Pa s]

ρCp v! vector of energy transport by fluid flow [J/(m2 K)
φ porosity [�]
ρi density of phase i [kg/m3]
σ Stefan-Boltzmann's constant [5.67 10�8 W/(m2 K4)]fð�Þ variable defined per unit volume of gaseous mixture

J
!

i Mass flux density of phase i [kg/(m2 s)]
Cp;i isobaric specific heat of phase i [J/(kg K)]
Db diffusivity of adsorbed water [m2/s]

DAV diffusion coefficient of air or vapor in the gaseous mixture
[m2/s]

g acceleration of gravity [m/s2 ]
hi mass transfer coefficient of phase i [s/m]
hm mass transfer coefficient [s/m]
hT heat transfer coefficient [W/m2K]
K0 initial intrinsic permeability [m2]
Kg relative permeability of the gas phase [�]
Kk Klinkenberg correction factor [�]
Kl relative permeability of the liquid phase [�]
pi pressure of phase i [N/m2]
Sb pore saturation with adsorbed water [�]
Sl pore saturation with liquid [�]
Sssp solid saturation point [�]
T temperature [K]
t time [s]
wi initial water content [kg/m3]
wchange relative water change at a specific moment [kg/m3]

Subscript
d chemically bound water
e evaporable water
env property of the environment
l liquid water

Fig. 1. Overview of the experimental setup used for (a) the neutron tomography tests and (b) the PTM ones used as reference for the numerical models.
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Although this point was considered as one major drawback of this model
[11,15], Ba�zant justifies that such a scenario is possible when one con-
siders an anticlastic meniscus with negative curvature radius [14].
Despite its simplicity (and probably also because of it), Ba�zant's model is
one of the most common methodologies applied to simulate concrete
exposed to fire [15]. Gong et al. [16,17] and Palmer et al. [18] also used
this approach to study the drying of refractory castables. Recently, new
developments based on Ba�zant's work yield mesoscale modelling of re-
fractory castables and polymeric fibers providing new tools for studying
and designing additives to decrease the probability of explosive spalling
[19].

Meanwhile, another modelling approach was developed, where
conversely the flow of each fluid phase was considered separately. The
main representative of this class of models is the one proposed by Gawin
et al. [20], which also considers the thermomechanical behavior of
concrete, and the kinetic models of chemical and mechanical damage. A
detailed thermodynamic analysis of Gawin's model, points out that its
2

selection of primary variables and its main hypothesis are consistent
[21], making it one of the most physically accurate models to account for
the different phenomena involved in drying.

It should be noted that one of the main criticisms of this model is that
the porosity of concrete is not totally interconnected and, therefore, an
approach that considers the flow of each phase individually might not be
accurate [14]. Another drawback of this model is that they demand
numerous input parameters and rely on properties that are not easily
measured, which inhibits its technological application, specially when
comparing numerous materials with distinct properties.

Although different approaches were proposed [14,22] recently, the
homogenized continuum multi and single-phase treatment of the prob-
lem remains the most popular tool to describe the drying behavior of
concrete and refractories castables at high temperatures [23–25].

Considering specifically the refractories, Fey et al. [23,26,27] applied
a multiphase model that neglected the effect of capillary pressure based
on the works by Tenchev and Davie [28,29] to study, i) the effect of



Fig. 2. Geometry and boundary conditions of the modelling of the PTM test.

Fig. 3. Geometry and boundary conditions of the modelling of the neutron tomography test.
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properties on the predicted maximum pressures, ii) the inclusion of a
proportional integral derivative (PID) controller to design safe heating
procedures and, iii) the effect of multiple layers of distinct materials. No
clear explanation on why this specific model was adopted by the authors
neither comparisons with simplified models were provided in that study.

To the best of the authors’ knowledge, no direct comparison of such
methods is available in the literature, neither for refractory castable nor
for structural Portland cement concrete. Gawin et al. provided an inter-
esting review that focused on assessing the importance of the different
aspects of their model [15,20]. These authors analyzed the effect of
neglecting specific properties on their model without directly comparing
it with the other ones in the literature.

Therefore, the current work aims to fulfill this gap by comparing the
single and multiphase approaches evaluating the predictive capacity of
each model via reference experimental results of temperature and pres-
sure (this setup is also known as PTM) [30], as well as neutron tomog-
raphy studies [31–33]. The latter experimental results present the
advantage of yielding 3D scans that describe the moisture distribution
within the sample. All models considered in this study were implemented
using the open source finite element framework FEniCS [34]. Validation
of the implemented models was carried out by comparing the results with
those published by the different authors.

Once the models have been validated, by yielding similar results to
the ones present in the original works, they were used to simulate the
experimental tests. The objective of this work was to provide an un-
precedented comparison which may guide researchers to further develop
their models and also help end-users to choose the appropriate ones
3

considering the balance among theoretical fidelity, the various mecha-
nisms involved in the physical process and the easiness of the numerical
implementation.

2. Materials and methods

The current section presents the experimental techniques that were
used as reference and the three different models that were selected for
testing. For each model, a short review of the main assumptions and the
balance equations are shown. The last section aims to describe the setup
case. The materials considered in the analysis and their properties are
presented in Appendix A.
2.1. Pressure and temperature measurements, and neutron tomography
tests

The most common experimental technique for assessing the behavior
of concrete (and refractory castable) at high temperatures is the PTM test
[11,23,33], where pressure transducers and thermocouples are placed at
different depths of a sample to record such properties during a
one-directional heating test. The mass evolution of the sample can also be
assessed (hence the acronym PTM). This test provides the evolution of
temperature and pressure at specific positions, which can be compared to
the results obtained by numerical simulations. As the input parameters of
the different models are challenging to be measured at such extreme
conditions, some properties of concrete are usually adjusted to match the
results of the PTM test [9,23,35].



Fig. 4. Validation of the single-phase model. For the original results,
see Ref. [17].

Fig. 5. Validation of the multiphase neglecting capillary effects model. For the
original results, see Ref. [23].
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Although this methodology is of great interest to provide important
insights, there are fundamental issues related to this technique. The most
important is that the thermomechanical properties of the sensors and
concrete are different, yielding thermal stresses upon heating, which
could generate microcracks around the sensors, directly affecting the
local permeability and the observed behavior [23,33]. Another problem
4

is that air bubbles can be formed on the surface of the sensors when the
samples are cast, giving rise to defects that also influence the local
properties. Interestingly, this situation was observed even using ther-
mocouples as thin as 0.25 mm in diameter [33].

Thus, experimental techniques that do not rely on sensors placed
within the samples can be of great interest. Recently, tomography studies
have been proposed [31–33,36,37], based on the interaction of X-ray or



Fig. 6. Validation of the multiphase model considering capillary effects. For the original results, see Refs. [43,44].
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neutrons with the microstructure of partially saturated concrete. The
neutron tomography has the advantage of strongly interacting with the
hydrogen nuclei in the water molecules. Moreover, the aggregates have a
lower absorption which make it possible to distinguish the drying front
inside the sample with no effect of the measurement methodology.

One major drawback of this technique is the limited size of the
samples that can be used, as even materials that can be considered
transparent to the neutron flux absorb a fraction of it, and, end up
behaving as an opaque one. For the sake of comparison, the dimensions
of the cylinder samples are 30 mm in diameter and 60 mm high, whereas
the samples used for the PTM tests are slabs of 300 mm � 300 mm x 120
mm (see Fig. 1).

In the current work, neutron tomography tests carried out at the NeXT
tomograph [38] at the Institute Laue-Langevin (ILL) will be used as the
reference data to be compared with the numerical models. This equip-
ment provides the world's highest cold neutron flux available for imaging
samples. As a complete tomography can be obtained in a single minute,
using such temporal resolution enables the analysis of the phenomena in
real time.

After acquiring the tomographies, the images are processed in order
to reconstruct the 3D geometry. At this step, various procedures are
applied to correct likely sources of noise, such as the beam hardening
effect, which is a spurious reduction of the gray value in the bulk of the
sample.

A threshold filter is used to disregard the aggregates and the other
bodies surrounding the sample, as the attention is upon the water
transport within the cement paste. As this mask is applied, analysis of the
moisture profile (which is the distribution of the normalized gray value
through the sample, indicating the attenuation due to the hydrogen ab-
sorption of neutrons) or the drying rate (the ratio between the dry cement
at a specific instant and the initial value) [31] can be obtained.

A sketch of the experimental methodology is shown in Fig. 1 (a). For
further details, the reader can be referred to the works by Dauti et al. [31,
33]. The PTM test is also represented in Fig. 1 (b).

2.2. Single-phase model

Based on the analysis of the pore structure of concrete [13,14], Ba�zant
et al. proposed that the mass transfer within the material is limited by the
transport of adsorbed water [6]. Thus, considering that the movement of
separated phases could be seen as an unnecessary complication and that
the mass balance equation could be written considering the flow of
moisture, that is, the sum of the vapor and liquid water phases. The
balance equations can be found in Equations (1) and (2). The nomen-
clature used for these equations is presented in the list available at the
beginning of this work.
5

∂ρe
∂t ¼r� κ

g
rpv þ ∂ρd

∂t (1)

� �

ρeff Cp;eff
∂T
∂t ¼r � �λeffrT

��Cp;l
κ

g
rpv � rT þ ΔHvap

∂w
∂t (2)

The thermal boundary conditions that may be considered are the
imposition of specific temperatures through Dirichlet type ones, or the
definition of convection heat transfer on the surface by means of New-
ton's cooling law, or the use of radiant heat transfer. These take the form
of Equations (3) and (4).

�bn � λeffrT ¼ hT ðT � T∞Þ (3)

�bn � λeffrT ¼ σε
�
T4 � T4

∞

�
(4)

Meanwhile, the conditions regarding the mass transport are based on
the definition of mass flux by the difference of partial pressure of vapor
between the ambient and the surface of the domain. This is achieved via a
relationship similar to Newton's law of cooling based on the Chilton-
Colburn analogy [28], as seen in Equation (5).

�bn � κ
g
rpv ¼ hmðPv �Pv;∞Þ (5)

Finally, adiabatic or impermeable scenarios for heat and mass trans-
fer, respectively, can be achieved by defining a zero Neumann boundary
condition, which naturally emerges in the variational formulation of the
problem to be used for discretization [39].

2.3. Multiphase model neglecting capillary effects

The model described by Fey et al. [23] is an example of a multiphasic
model with intermediate complexity. It is based on the works by Tenchev
and Davie [28,29], and it considers the adsorbed water flux but it ne-
glects the effect of the capillary pressure (thus, referenced as the multi-
phase model neglecting capillary effects, MP-NCP). The primary
variables are: the temperature, the dry air pressure and the vapor
pressure.

∂
�
εg~ρa

�
dt

¼ �r � J!a (6)

∂
�
εg~ρv

�
∂t þ ∂ρl

∂t �
∂ρd
∂t ¼ �r�

�
J
!

v þ J
!

l

�
(7)



Fig. 7. Comparison of the temperature evolution predicted by the models with
the PTM tests reported in Ref. [30]. In (a), SP represents the single-phase model
(Section 2.2), in (b), MP-NCP stands for the multiphase model neglecting
capillary effects (Section 2.3), and in (c), MP-CCP denotes the multiphase model
considering the capillary pressure (Section 2.4).

Fig. 8. Comparison of the gas pressure evolution predicted by the models with
the PTM tests reported in Ref. [30]. In (a), SP represents the single-phase model
described in Section 2.2, in (b), MP-NCP stands for the multiphase model
neglecting capillary effects, as defined in Section 2.3, and in (c), MP-CCP de-
notes the multiphase model considering the capillary pressure, as shown in
Section 2.4.
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Fig. 9. Summary of the comparison among the models regarding the temper-
ature evolution (a), the gas pressure evolution (b) and the maximum pressure
evolution (c) of the PTM tests.

Fig. 10. Evolution of the vapor pressure predicted by the models during the
PTM test.
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�
ρCp

� ∂T
∂t � ΔHvap

∂ρl
∂t þ

�
ΔHd þ ΔHvap

� ∂ρd
∂t ¼
r � ðλrTÞ þ ΔHvapr � J!l �
�
ρCp v!

�
� rT

(8)

Equations (6)–(8) describe the mass balance of dry air, of humidity
(liquid water and vapor) and the thermal energy balance. The dry air

mass flux, J
!

a is given by the Darcy and diffusion mechanisms as
7

described in Equation (9), where the symbols are defined in the
nomenclature index. The mass flux of vapor is assumed in a similar way,
only changing the densities of the phases considered, i.e.:

J
!

a ¼ � εg~ρa
KKgKk

μg
rpg � εg~ρgDAVr

0
@~ρa
~ρg

1
A (9)

J
!

v ¼ � εg~ρv
KKgKk

μg
rpg � εg~ρgDAVr

0
@~ρv
~ρg

1
A (10)

The mass flux of liquid is also given by both a Darcy term and one that
represents the diffusion of the adsorbed water. The former resembles the
first term of the right hand side of Equations (9) and (10), considering the
properties and the pressure of the liquid phase instead of the gas one.

J
!

l ¼ � ρl
KKl

μl
rpl � ρlDbrSb (11)

The adsorbed water diffusion is considered by the last term of the
right hand side of Equation (11), where rSb represents the sorptive
bound water and is given by Ref. [23]:

rSb ¼
�rS; if S � Sssp
0; if S > Sssp

	
(12)

The solid saturation point, Sssp, defines the degree of saturation limit
where there is only physically bound water (and no capillary water)
below it.

The boundary conditions applied in this formulation are related to the
primary variables selected, the temperature and the dry air and the vapor
pressures. Considering the heat transport, both conditions described by
Equations (3) and (4) (the convection and radiant heat transfer, respec-
tively) can be applied, as well as the definition of specific temperatures at
the boundary via the Dirichlet boundary condition (DBC) [23].

The dry air transport at the edges of the computational domain can
also bemodeled by DBC (such as the ones applied by Fey et al. [23]), or as
a mass flux as follows

bn � J!a ¼ ha

�
~ρa � ~ρa;∞

�
(13)

where ~ρa;∞ is the density of the dry air of the environment and ha is the
mass transfer coefficient of dry air.

A similar approach can be applied for the vapor transport at the
boundaries.



Fig. 11. Temperature evolution predicted by the models with the neutron to-
mography test reported in Ref. [43]. In (a), SP represents the single-phase
model, in (b), MP-NCP stands for the multiphase model neglecting capillary
effects, and in (c), MP-CCP denotes the multiphase model considering the
capillary pressure.
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bn � J!v ¼ hv ~ρv � ~ρv;∞ (14)

� �

Again, the approach taken by Fey et al. assumed fixed values at the
edges using a DBC. It should be noted that this choice of fixing both Pa
8

and Pv guaranteed that the total gas pressure at the boundaries were
equal to the atmospheric one. The value related to the vapor pressure was
defined by the ambient relative humidity [23]. Moreover, it is important
to emphasize that the liquid pressure, described in Equation (11), is taken
as equal to the gas pressure. This is equivalent to consider that there is no
effect of the capillary pressure due to the surface tension among the
multiple phases involved [23].

There is no clear explanation in the literature justifying this modeling
approximation, and it could be related to the selection of the primary
variables. Gawin et al. reported that using the capillary pressure itself as a
primary variable had the advantage of being a quantity that could have
physical meaning attributed to it, both at low and high temperatures [8].
It was also reported that the simplification of neglecting the capillary
effects yielded a model with inconsistent assumptions [15,40,41].

Thus, the next model to be presented follows the strategy proposed by
Gawin et al. and considers the effect of capillary pressure. On the other
hand, the effect of the adsorbed water mass transport is neglected, and
the primary variables used are also different. The given nomenclature
considering or neglecting the capillary effects is used to highlight what
the fundamental difference is between such multiphasic models, but one
should notice that this is not the only difference between them.
2.4. Multiphase model considering capillary effects

A more theoretically consistent approach for multiphase models is
given by considering the capillary pressure effect on the liquid pressure
and its use as one of the primary variables, as firstly proposed by Gawin
et al. [20], and also adopted by Dal Pont et al. [32,42] (consequently
referenced as MP-CCP). It was shown that such a strategy respects the
thermodynamic laws (specifically obeying Kelvin's law for capillary
pressure, as all phases are considered under thermodynamic equilibrium)
by considering a different meaning of this capillary pressure for regions
where there is no liquid water [21].

The mass balance is given by Equations (15) and (16), whereas the
thermal energy one is described in Equation (17).

∂ðφð1� SlÞ ~ρaÞ
∂t ¼ �r� Ja! (15)

∂ðφSlρlÞ
∂t þ ∂ðφð1� SlÞ ~ρvÞ

∂t � ∂ρl
∂t ¼ �r �

�
Jv
!þ Jl

!�
(16)

�
ρCp

� ∂T
∂t �ΔHvap

∂ðφSlρlÞ
∂t þ �

ΔHd þΔHvap

� ∂ρd
∂t

¼ r � ðλrTÞþΔHvapr � J!l �
�
ρCp v!

�
� rT (17)

The first equation corresponds to the mass balance of dry air. The
difference regarding Equation (9) is that the fraction of gas, εg , was
replaced by the product between the porosity and the volume fraction of
gas, φ and ð1 � SlÞ, respectively. The air flux is given by Equation (9),
however the Klinkenberg correction is neglected.

The vapor flux in the mass balance equation of humidity is also
described in a similar manner. The main difference is in the flux of water
described in Equation (18), where the Klinkenberg factor and the diffu-
sion of adsorbed water are neglected.

J
!

l ¼ � ρl
Kl

μl
rpl (18)

The definition of the liquid pressure is also distinct. Instead of
assuming that it is equivalent to the gas pressure, the capillary pressure is
accounted for and the gradient of the liquid pressure is given by,

rpl ¼rpg �rpc (19)

For the boundary conditions, once more the thermal conditions can



Fig. 12. Comparison of the relative water change predicted by the models with the neutron tomography test reported in Ref. [43].
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be of the Dirichlet type or the Robin one, as given by Equations (3) and
(4).

The gas pressure is often fixed as the atmospheric pressure through
Dirichlet conditions [32,42], but an expression similar to the one
described in Equation (14) can also be applied, which is also used as the
boundary condition for the mass balance equation of water.

2.5. Benchmark cases

The benchmark cases are divided into two different types of experi-
ments. Firstly, the results reported by Kalifa et al. [30], where pressure
and temperature measurements were obtained during one dimensional
heating of a slab of Portland cement concrete (also known as the TM test).
The selected properties of the concrete are taken from Dauti et al. [43].
The setup is shown in Fig. 2.

Secondly, a neutron tomography test was also considered. The
properties of the high performance concrete composition analyzed
through the neutron tomography were obtained from a previous set of
studies [32]. These properties of the selected material can be found in
Appendix A. The setup is depicted in Fig. 3.
9

3. Results and discussion

The current section is divided into two parts. The first one is devoted
to the validation of the current finite element implementation of the
three different models (single-phase, MP-NCP and MP-CCP), previously
introduced (Sections 2.2, 2.3, 2.4). This is accomplished by comparing
the attained results with those previously published for each model.
Although this step is of utmost importance, its completion is complicated
by the fact that some of the input parameters are not clearly reported in
the literature and because the numerical strategies are different and are
also not often reported in detail.

The second part of this section presents the comparison with exper-
imental results based on both temperature and pressure measurements
during heating, collected by sensors placed within the samples (as shown
by Kalifa et al. [30]) and the measurements of moisture content obtained
by neutron tomography tests (described by Dauti et al. [31,43]).
3.1. Validation of the finite element implementations

3.1.1. Single-phase model
The single-phase model developed by Ba�zant et al. was validated with

the results obtained by Gong et al. [17]. The simulated case represents a



Fig. 13. Comparison of the models' sensitivity to the initial permeability, K0 (m2), after 58 min of heating. The neutron tomography test reported in Ref. [43] is also
presented for comparison.
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refractory castable wall of 20 cm submitted to a heat-up curve that
comprises two constant heating rate regimes (30∘C/min) and a temper-
ature plateau (200∘C for 10 h). The unidimensional mesh was defined
with 40 elements and the time step was 15 s, as reported by Gong et al.
For more information the reader is referred to the original work [17].

Besides the properties of the material, several details about the nu-
merical aspects are also described in Ref. [17], such as the use of a
predictor-corrector method for solving the nonlinear equations and the
strategy for numerically differentiating the sorption isotherms with the
help of a central formulation based on the results of successive time steps.

In this work, the solution of the discretized problem was obtained via
linearizing its resulting equations. The numerical derivatives of the
sorption isotherm were obtained using a central difference scheme that
was independent of the time step, as described in Equation (20) (a similar
expression is used for differentiating the sorption isotherm with respect
to the temperature and in the current implementation δp ¼ δT ).
10
∂ρlðTn; pnÞ
∂p � ρl T

n; pn þ δp pn � ρl T
n; pn � δp pn

2 δ pn
(20)
� � � �
p

where δp ≪ 1:0 is a parameter that defines how refined the approxima-
tion of the sorption isotherm is. In the numerical studies developed by the
present authors, it was found out that reducing this parameter could
increase the predicted maximum pressure by almost 20%, when
compared with the strategy adopted by Gong et al. [17]. A rough esti-
mation of an equivalent value of δp for Gong's approach (considering the
results of successive time steps) yields a numerical differentiation with
the parameter close to δp ¼ 1:0 x 10�3. For δp values smaller than
1:0 x 10�6, the results converged to those with higher pressures.

Fig. 4 shows a comparison among results considering Gong et al. and
the finite element implementation developed herein.

The temperature profiles shown in Fig. 4 (a) are close to those



Fig. 14. Mesh used in the 3D simulations.

Table 1
Comparison of the computational cost of the three models regarding the CPU
time for running the 3D neutron tomography simulations. All computations were
performed using a desktop Intel Xeon E3-1225 (3.30 GHz) with 16 Gb RAM. The
results presented are on a comparative basis as such timings can vary depending
on other factors such as other sub-processes carried out during the simulation.

Single-Phase Multiphase NCP Multiphase CCP

CPU Time 75% Faster Slowest 10% Faster
(� 10min) (� 45min) (� 40min)
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reported in the original work [17], specially close to the heated face.
Some larger differences are observed on the cold side, which could be

related to using a different numerical strategy and also to the boundary
condition adopted. The boundary condition described in Ref. [17], pre-
sented in Equation (21), comprises a term related to the thermal energy
transport due to the flux of mass. In the present implementation, when
this term was considered, it resulted in temperature profiles with no
physical meaning and that were considerably different from the ones
presented in the original work. Therefore, it was neglected.

�bn � λeffrT ¼ hT ðT � T∞Þ þ Cp;l hmðP�P∞Þ (21)

The pressure profiles described in Fig. 4 (b), which are highly affected
by the strategy adopted to differentiate the sorption isotherm, shows a
good correspondence with the values described in the work by Gong
et al., when δp ¼ 0:005 was used (i.e. using values of the same order of
magnitude of the estimated parameter δp that was equivalent to Gong's
strategy).

This agreement can also be seen in the maximum pressure evolution
in Fig. 4 (c). The highest difference was around 6 and 18 h, and is
possibly related to the strategies adopted here to solve the problem
(linearizing the equations by explicitly using the primary variables of the
Fig. 15. Water content at the end of t
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last time step for the material property functions instead of using the
predictor-corrector originally proposed) and the numerical derivative of
the sorption isotherm (by using Equation (20)).

The possible sources of differences between the finite element
implementation of the current work and the results from Gong et al. [17]
are summarized next:

� Use of a central difference scheme independent of the time dis-
cretization for differentiating the sorption isotherm with respect to
the temperature and pressure;

� Use of a linearized system of equations instead of the predictor-
corrector method described in Ref. [17];

� Neglecting the thermal boundary condition related to the thermal
energy transport due to the mass flux (second term of the right hand
side of Equation (21)).

Altogether, it can be concluded that the finite element implementa-
tion via FEniCS platform of Ba�zant's model proposed in the present work
yields similar results and qualitatively agrees with those reported in the
work by Gong et al., therefore it is validated for further investigations.

3.1.2. Multiphase model neglecting capillary effects
The finite element implementation into the FEniCS platform of the

thermohygro model neglecting capillary effects was validated by
comparing it with the results reported by Fey et al. [23]. The simulation
consists of a 1D wall of refractory castable heated from the left side. More
details can be found in the original publication [23], where the model is
discretized using the finite difference method and the upwind scheme.
The possible differences due to the use of the Finite Element Method
could be one source of variation among the results. Likely errors in
reporting the properties could also be a reason for the discrepancies, as
the work described in Ref. [23] presents two different set of results with
distinct materials.

One critical point is related to the sorption isotherm adopted by Fey
et al., whose analytical expression disagrees with its plot (comparing
he simulation for the 3D analysis.
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Figure B31 and Equation B17 shown in Ref. [23], one concludes that the
upper limit of the sorption isotherm is 0.95 instead of 0.9). In private
communications with the corresponding author of [23], some of the is-
sues were solved, such as the use of 0.95 as the correct factor for the
sorption isotherm and also the intrinsic permeability used, yielding the
results described in Fig. 5.

Again, there is a very good agreement in the temperature evolution as
seen in Fig. 5 (a), pointing out that the thermal properties reported and
the energy balance equations implemented are all equivalent.

The gas pressure evolution shows a reasonable fitting, both on the
pressure peak time and the overall value (Fig. 5 (b)). The main difference
(roughly 0.2 MPa) was detected for the pressure evolution at 12 cm from
the heated face.

Finally, in Fig. 5 (c), the behavior of the dry air gas pressure is
compared, showing a great match until the 21h mark, where the finite
implementation developed in this work predicts a steeper increase in the
pressure values.

These results show good overall agreement between both imple-
mentations validating our computational tool.

3.1.3. Multiphase model considering capillary effects
Finally, the multiphase model comprising the capillary effect was

analyzed and compared with the results by Dauti and Weber [43,44],
where the simulation of a 1D domain of concrete heated by thermal ra-
diation and convection on the left side was assumed. This setup was used
in the original works for validation of the thermohygro models as it
represents the experimental test conducted by Kalifa et al. [30], which is
also adopted as a benchmark in the next section.

The comparison among the results of the original works and the
current finite element implementation is shown in Fig. 6.

Both temperature and pressure profiles show good agreement, with
minor deviations, which could be derived from using different numerical
solver procedures, or round-off differences of the coefficients of the input
parameters.

This indicates that the implementation of the multiphase model
considering the capillary effects is also properly carried out in the current
work. Thus, equipped with all the three models, the next section com-
pares experimental benchmarks with each one of the numerical
implementations.

3.2. Experimental benchmarks

3.2.1. Temperature and pressure sensor results
PTM tests are broadly used as a benchmark for numerical models of

concrete at high-temperatures [23,35,45,46]. These results are also
applied to tune the physical parameters.

The current section aims to compare the behavior of distinct models,
and, as they result from different initial assumptions, it is expected that
each model would require its own set of tuning. Thus, the proposed
methodology consists of using the same set of properties described in
Appendix A (and based on [43]) for all three models and comparing these
results to the experimental values. Considering this, the reader should
keep in mind that the accuracy of such models could be improved by
following the same approach that various authors have taken by
adjusting the properties for each model (which was not carried out in this
work).

Fig. 7 shows the comparison of the temperature evolution experi-
mentally measured and the values predicted for the simulations, by the
single-phase model, the multiphase one that neglects the capillary effects
(NCP) and also the full multiphase thermohygro model (CCP), in (a), (b)
and (c), respectively.

It can be observed that the measured temperature increase in the
heated face matches the predicted values for all three models. At the
following inner positions (10 mm, 20 mm, 30 mm, and 40 mm), the
overall shape of the profile is well represented and the highest difference
at the end of the experiment (240 min) is of roughly 15 �C (4%). The
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innermost position (50 mm) is the one with the most significant
discrepancy, 35 �C (9.3%). The model that best described the evolution
was the multiphase one that neglects the capillary pressure, where the
most noticeable difference was around 20 �C (5.3%).

Considering the pressure development, Fig. 8 shows the comparison
of the models with the values experimentally measured. The single-phase
model does not provide the gas pressure result directly, and thus, the
value used is the sum of the predicted vapor pressure and the atmo-
spheric one (0.101325 MPa). It can be concluded from Fig. 8 (a) that the
predicted pressure profiles match the experimental values for the posi-
tions closer to the hot face (10 mm, 20 mm and 30 mm).

However, the pressure peak calculated for all analyzed conditions is
smaller and the following decrease is not as intense as the measured
values. This is explained by the fact that the mechanical effect of the
permeability increase was not considered [35,43,44]. Finally, the
moment where the pressure peak reaches its maximum value is also
satisfactorily predicted, only showing a difference for the 50 mm posi-
tion. Another change observed is related to the results at 30 mm, where
the experimental values are lower than the ones predicted by the models.
This can be explained by problems with the sensor used at this position,
as reported by Kalifa et al. [30].

Regarding the multiphase model that neglects the capillary pressure,
presented in Fig. 8 (b), the pressure peaks predicted are lower. During the
first minutes, higher values than the ones obtained experimentally are
observed from the numerical simulation. Again, the exception is the 30
mm position, where the experimental values are doubtful.

Finally, the multiphase thermohygro model comprising the capillary
pressure is the one that best represents the experimental values,
considering both the pressure peak position and its value (for example at
the 10 mm position, predicting a peak of 2.1 MPa after 40 min of heat-
ing). This is also a consequence of the fact that the input properties for all
the models evaluated were the ones reported by Dauti et al. [43], who
also used the multiphase model that considers the capillary effects. Thus,
such parameters were adjusted for this model, which justifies its better
behavior.

Fig. 9 (a) shows the temperature evolution for the three models in a
single graph. It can be observed that they are equivalent. Only the
multiphase model that does not consider the capillary pressure shows
lower temperatures.

When comparing the gas pressure evolution of all models (Fig. 9 (b))
it is evident that the differences among the results are less than 20%
considering the attained maximum peak values, indicating that although
the starting hypothesis are considerably distinct, the overall results are
similar. This can also be seen in the evolution of the maximum gas
pressure values (Fig. 9 (c)).

One of the likely explanations for such differences of the gas pressure
is related to the share of the dry air pressure (as pg ¼ pa þ pv). To check
this hypothesis, Fig. 10 presents the evolution of the vapor pressure (a
quantity that is calculated for all models).

The highest difference was detected at the positions closer to the
heated face (10 mm and 20 mm) at later times (after 40 min), which are
the ones that were already dried and where the effect of the capillary
pressure is most pronounced. At the other positions and moments, the
difference is negligible comparing all three models.

From a technological application point of view, such specificities
could be considered not significant for justifying the use of models of
higher complexity, specially when considering that each model can be
properly finely tuned according to the experimental results (whereas for
this set of results they all share the same input parameters).

Considering the limitations of the PTM tests (see Section 2.1), the
next section aims to conduct the comparison of the models using the
results of the moisture fields obtained by the neutron tomography tests.

3.2.2. Neutron tomography results
Firstly, the temperature evolution at three specific positions inside the

cylindrical sample were measured using thermocouples. The comparison
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with the values predicted by the models is shown in Fig. 11.
It can be observed that all three approaches show a similar trend,

where there is a good agreement for the first 15 min at the 3 mm position,
but afterwards, the model predicts lower values. The biggest difference
was detected upon completion of the test, where it is roughly 12∘C. The
values at position 10 mm and 20 mm shows an opposite trend, where the
matching between the experimental and numerical results is better at
later stages. Considering these and also the earlier results from the PTM
benchmark (Section 3.2.1), it can be concluded that all three approaches
showed equivalent thermal results.

In the work by Dauti et al. [32,43], it was pointed out that the beam
hardening effect due to radial moisture flux affected the calculations of
the water content. Efforts to minimize this effect are still under devel-
opment [47], but to this point, this remains an issue for this technique.
Thus, the next set of comparisons will be based on qualitative analysis of
the moisture content field throughout the samples. Further quantitative
studies considering the performance of the different modelling ap-
proaches will be carried out when the beam hardening effect will be
correctly prevented, resulting in new experimental quantitative results.
In the meantime, the qualitative analysis is presented next.

Fig. 12 shows the comparison of the relative water change between
two moments predicted by the models and the one obtained by the
neutron tomography tests. This quantity is calculated by Equations (22)
and (23), where φ is the porosity of concrete, Sl is the saturation with
liquid water, ρl is the density of liquid water, mdehyd is the mass of water
released due to dehydration and wi is the initial water content (for this
concrete composition, wi ¼ 189:1kg/m3)

wchange ¼ðφSlρlÞ0 �ðφSlρlÞt þ Δmdehyd (22)

bwchange ¼wi � wchange

wi
(23)

It can be observed that the drying front has the same velocity
(compare the height of the blue blunt front) for all the three models,
which agree with the experimental results observed. The single-phase
and multiphase NCP results are equivalent, whereby the biggest differ-
ence is that the drying at the hot face is more intense in the former. The
multiphase CCP has a steeper drying front, highlighting that the lateral
drying predicted is higher than the other models, which can be explained
by the capillary pressure effects.

Overall, all three models resulted in qualitatively equivalent pre-
dictions, which agree with the overall behavior of concrete observed by
neutron tomography.

Considering this qualitative equivalence between the water content
prediction, one important aspect that remains to be analyzed is the
sensitivity of the models to the initial intrinsic permeability, K0. In order
to investigate this aspect, simulations with the three approaches were
carried out assuming K0 ¼ 10�19 m2, K0 ¼ 10�20 m2 (the default values)
and K0 ¼ 10�21 m2.

Based on the obtained results (Fig. 13), reducing the initial perme-
ability decreases the drying front speed (bottom row results), conversely,
when this parameter is increased, the water removal takes place faster
(top row results). This trend can be observed for all models. Moreover,
the initial intrinsic permeability of 10�20 m2 is the one that best repre-
sents the actual water removal, as lower values predict faster drying than
the one observed by the neutron tomography, and higher ones results in
slower water withdrawal.

Comparing each modelling approach, one can see that again both
single-phase and multiphase NCP models are analogous, showing a small
difference of the water accumulation (the phenomenon also known as
moisture clog) at the inner colder positions of the sample. These profiles
are different than those predicted by the multiphase CCP model, where
the water accumulation is very sensitive to the initial intrinsic perme-
ability, predicting a noticeable content of water ahead of the drying front
in the case of the material presenting the lowest permeability (case with
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K0 ¼ 10�21 m2, at the positions in dark blue). Again, this specific
behavior of the MP-CCP model could be associated to the capillary
pressure effects.

Finally, one last comparison among the models was carried out using
a 3D mesh of the neutron tomography experiment setup. The objective
was to compare the computational cost of such models in situations
where this is a limiting factor. The mesh used has 12879 tetrahedral el-
ements and 2811 nodes and is shown in Fig. 14.

Fig. 15 presents the results of the water content in the 3D case after
completing the simulation. There are no major differences when
comparing such values with the prediction of the bi-dimensional models
(Fig. 12). Despite the differences among the distinct modelling ap-
proaches, similar results for the single-phase and multiphase CCP models
were observed, with the main difference being the higher lateral drying
and the water accumulation ahead of the drying front predicted by the
latter.

Table 1 shows the CPU time for the simulations. It was observed that
the single-phase model was over three times faster than the other ap-
proaches. This was expected because of the fewer number of degrees of
freedom (DOF) of this model when compared to the multiphasic options
(in fact, it comprises two thirds of the DOF of the multiphase models for
the same mesh, type and order of the finite elements), as it considers only
two primary variables instead of the three needed for defining the other
cases. Neglecting the capillary pressure resulted in the longest simulation
time indicating that numerical efficiency is not a strong argument to
disregard the capillary pressures at the cost of the theoretical consistency.

Thus, specially considering optimization algorithms where a large
number of numerical experiments need to be run, the single-phase model
can be of great interest, reassuring its technological application attribute.
For the case of defining a heating procedure for a refractory castable
lining, for example, an initial screening might be carried out with the
single-phase tool and the best candidates can be simulated using the CCP
multiphase approach, assuming that all the needed parameters are
known.

In summary, in the present work all three selected models were
implemented and validated with the results reported in the original
works that described such procedures. Minor deviations were detected,
and thus it was possible to assume that the implementations of these
models using the FEniCS open source framework were correctly carried
out.

The first set of comparisons used the well-established PTM tests
conducted by Kalifa et al., where the pressure and temperature evalua-
tions were obtained at specific positions. All three models were able to
reproduce the temperature evolution with a margin of error lower than
35∘C (9.3%). The model that neglected the capillary pressures (NCP)
performed slightly better than the others (where the highest error was
20∘C, 5.3%). When considering the gas pressure predictions, the NCP
model was the one with the highest difference, predicting lower values
for the pressure peaks (roughly 20%). The single-phase approach (SP)
was closer to the multiphasic one that included the capillary effects
(CCP), which best represented the experimental results. Finally, the
vapor pressure prediction of all models showed a very similar behavior,
specially at the innermost positions of the concrete specimens. The
exception was the multiphase CCP model at the position close to the
samples’ boundary, pointing out that the capillary effects are more pro-
nounced in such regions.

The comparison with the neutron tomography data was carried out
both considering the temperature evolution and the qualitative behavior
of the water content inside the sample. Again, the temperature increase
profile was equivalent for all the models. The water content results
supported the finding that the capillary effects are most noticeable at the
boundary, as this was one of the biggest difference from the other ap-
proaches. Another distinction was the more intense water accumulation
ahead of the drying front predicted by the multiphase CCP model.

When assessing the sensitivity of the models to the initial intrinsic
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permeability, it was identified that its effect on the speed of the drying
front is the same for all models, and the only difference was that when
using lower values of this parameter only the multiphasic approach that
considered the capillary effects (CCP) resulted in increased water
accumulation.

Finally, the evaluation of the neutron tomography test using a 3D
mesh was also conducted to compare the computational cost of the
different approaches. It was observed that the SP model (which yields the
lowest number of degrees of freedom as it considered only two primary
variables) was roughly three times faster than the multiphasic ones. The
computational costs of the multiphase models with or without the
capillary pressure were similar.

4. Conclusions

The present study aimed to extend the understanding of the numer-
ical models used to simulate refractory castables and concrete upon
heating by directly comparing the results of the most well-known options
available in the literature with experimental tests. This contribution is
unprecedented as most of the earlier comparisons available were based
only on theoretical discussions without considering a benchmark case
and actually implementing the distinct approaches using the same finite
element platform.

Based on these findings a clear picture can be drawn of such ap-
proaches providing important information for end-users that might adopt
one of these strategies. The most complete multiphasic model (CCP) has a
stronger theoretical consistency, and is capable of providing more details
of the behavior of the porous media at higher temperatures. The NCP
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showed no computational cost advantages nor was it capable of detecting
features such as the increased water accumulation ahead of the drying
front. The simplest single-phase approach (SP) yields comparable results
to the multiphasic models, and is simpler and more computationally
efficient at the cost of some theoretical concepts and capability to
represent the complete behavior of the material.

Consequently, from a technological application point-of-view, the SP
model would be the best one suited for practical scenarios of modeling
the drying of numerous distinct refractory castables, as the properties of
such materials vary considerably even with small changes on their
compositions, which ultimately hinders the application of more complex
multiphasic approaches that demand multiple input parameters.
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Appendix A. Properties of the HPC material

Both the PTM and neutron tomography experimental tests used for the benchmarks in this paper were applied to Portland cement concrete. The
properties used for the simulations of such tests are the same as the ones reported in the original works [32,43,44] and are also presented next.

Appendix A.1. Material considered in PTM tests

The PTM test reported by Kalifa et al. were conducted using a high performance concrete, MT100. The initial properties are listed in Table A.1.
Table A.1

Summary of properties of theMT100 high performance concrete used for
modelling the PTM tests reported by Kalifa et al. [30].

Property Value
Initial Solid Density, ρs;0
 2611 kg/m3
Solid Density Evolution, ρsðTÞ
 Equation A.1

Initial Porosity, φ0
 0.1368

Porosity Evolution, φðTÞ
 Equation A.2

Initial Specific Heat of Solid, Cp;s;0
 948 J/kgK

Specific Heat of Solid, Cp;sðTÞ
 Equation A.3

Initial Dry Thermal Conductivity, λd;0
 1.67 W/mK

Thermal Conductivity Evolution, λðT;SlÞ
 Equation A.4

Initial Intrinsic Permeability, K0
 7.5x10�20 m2
Intrinsic Permeability Law, KðT;pgÞ
 Equation A.6

Gas Relative Permeability, KgðT;SlÞ
 Equation A.7

Liquid Relative Permeability, KlðT;SlÞ
 Equation A.8
Dehydration Mass,
∂ρd
∂T
Equation A.9
Initial Relative Humidity, RH0
 0.5

Emissivity, ε
 0.85

Retention Curves, SlðT;pcÞ
 Equation A.11
ρs ¼ ρs;0 þ Aρ;sðT � T0Þ (A.1)

with Aρ;s ¼ 0:2235 and T0 ¼ 273.15 K.

φðTÞ¼φ0 þ AφðT �T0Þ (A.2)
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where Aφ ¼ 0:78x10�5 K�1 and T0 ¼ 273.15 K.

CpsðTÞ¼Cps0½1þAcðT �T0Þ	 (A.3)

where Ac ¼ 0.35 K�1 and T0 ¼ 273.15 K.

λðT ; SlÞ¼ λd

�
1þ 4

Slφρl
ð1� φÞρs

�
(A.4)

where λd is given by Equation A.5

λd ¼ λd0½1þAλðT �T0Þ	 (A.5)

and Aλ ¼ �0:0005 K�1.

K
�
T ; pg

�¼K0 � 10AT ðT�T0Þ
�

pg
patm

�Ap

(A.6)

where AT ¼ 0:005, Ap ¼ 0:368 and patm ¼ 101325Pa.

krg ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1� Sl

p �
1� S1=ASl

�2AS
(A.7)

krl ¼
ffiffiffiffi
Sl

p �
1�

�
1� S1=ASl

�AS�2

(A.8)

where AS ¼ 0:6 for both Equations A.7 and A.8.

∂ρd
∂T ¼ fsfmfcf ðTÞ (A.9)

where fs ¼ 200kg/m3, fm ¼ 0:24, fc ¼ 0:4 and f ðTÞ is given by Equation A.10.

f ðTÞ¼

8><
>:

0; if T < 105∘C

½1þ sinðπ=2ð1� 2expð�0:004ðT � 105ÞÞÞÞ	2
;

if T > 105∘C

9>=
>; (A.10)

Sl ¼
��

EðTÞ
aðTÞpc

� b
b�1

þ 1
��1=b

(A.11)

where EðTÞ represents the influence of temperature on the surface tension and is given in Equation A.12, whereas aðTÞ represents the microstructural
changes on the material during its heating, depicted by Equation A.13, and b ¼ 2:27 is an empirical parameter.

EðTÞ¼

8>>>><
>>>>:

�
Tcrit � T0

Tcrit � T

�N
if T < 374:15∘C

N
z
E0T þ

�
E0 � N

z
E0ðTcrit � zÞ

�
if T 
 374:15∘C

9>>>>=
>>>>;

(A.12)

with N ¼ 1:2, z ¼ 5 and E0 ¼ 1 non-dimensional constants obtained empirically.

aðTÞ¼

8><
>:

Q3 if T < 100∘C

ðQ3 � Q2Þ
�
1þ 2

�
T � 100
Tcr � 100

�3

� 3
�
T � 100
Tcr � 100

�2�
if T 
 100∘C

9>=
>; (A.13)

where Q3 ¼ 18:62MPa and Q2 ¼ 7MPa obtained experimentally.
It should be noted that both the single-phase model (SP) and the multiphase that neglects the capillary pressure (NCP) demand updates on the

retention curves, as the capillary pressure is not a primary variable of such models. To evaluate the retention curves, an equivalent capillary pressure, bpc
is calculated by means of Equation A.14.

bpc ¼ � log
�

pv
psatðTÞ

�
ρlðTÞ R T

Mv
(A.14)
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Appendix A.2. Material considered for neutron tomography tests

Most of the properties of concrete analyzed using the neutron tomography tests share the same laws used for the MT100 high performance concrete,
with some of the empirical parameters adjusted as described in Table A2 (the changed parameters are presented explicitly in the Table A.2, otherwise
the value used is the same as the ones defined in the previous section Appendix A.1).
Table A.2

Summary of properties of the high performance concrete used for modelling the neutron tomography tests reported
by Dauti et al. [32,43].

Property Value
1

Initial Solid Density, ρs;0
 2389.64 kg/m3
Solid Density Evolution, ρsðTÞ
 Equation A.1

Initial Porosity, φ0
 0.05

Porosity Evolution, φðTÞ
 Equation A.2 with Aφ ¼ 14 x 10�5
Initial Specific Heat of Solid, Cp;s;0
 940 J/kgK

Specific Heat of Solid, Cp;sðTÞ
 Equation A.3

Initial Dry Thermal Conductivity, λd;0
 1.67 W/mK

Thermal Conductivity Evolution, λðT;SlÞ
 Equation A.4

Initial Intrinsic Permeability, K0
 1x10�20 m2
Intrinsic Permeability Law, KðT;pgÞ
 Equation A.6

Gas Relative Permeability, KgðT;SlÞ
 Equation A.7

Liquid Relative Permeability, KlðT;SlÞ
 Equation A.8
Dehydration Mass,
∂ρd
∂T
Equation A.15
Initial Relative Humidity, RH0
 0.58035

Emissivity, ε
 0.8

Retention Curves, SlðT;pcÞ
 Equation A.11 with Q3 ¼ 96:28MPa, N ¼ 2:2 and b ¼ 1:954
∂ρd
∂T ¼ fNT f ðTÞ (A.15)

where fNT ¼ 149:3kg/m3 and f ðTÞ is given by Equation A.16.

f ðTÞ¼ A
1þ expð � ððT � BÞ=CÞ (A.16)

with A ¼ 0:814, B ¼ 304:30 and C ¼ 10:475.
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