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#### Abstract

The present work is devoted to the numerical approximation of the Shallow water Exner system in both one and two dimensions, where the Exner equation expresses the evolution in time of the bed sediment. In particular the Grass formula is taken into account to model the solid transport discharge contributions. The numerical scheme is based on the Lagrange-projection formalism which consists in splitting the mathematical model into the acoustic and transport system. In particular, the Exner equation is taken into account only at the transport level; both a decoupled and weakly coupled formulation are proposed. The method is designed in such a way to satisfy the well-balanced property as well. Details to reach the second-order of accuracy are given; numerical results are shown to validate the numerical schemes.


## 1 Introduction and governing equations

This work deals with the design and implementation of a second-order well-balanced Lagrange-projection scheme applied to the 1D and 2D shallow water system with bed sediment not-constant in time. Lagrange-projection approach consists in splitting the acoustic and transport waves of the model, leading to the possibility of approximating the two resulting systems with different approaches. This reveals itself to be useful for instance in subsonic regimes, where the acoustic waves are the reason of the restrictive CFL condition one has to employ in order to have a stable numerical scheme. Indeed, the Lagrange-projection decomposition makes possible to implicitly approximate only the acoustic system and, thus, to circumnavigate the problem of restrictive time-steps.

Nowadays, the Lagrange-projection approach have been studied in order to satisfy different properties and as applied to several models. Giving few examples, we refer for instance to the work [21], where all-regime first-order explicit and semi-implicit Lagrange-projection schemes have been applied to the gas dynamics model in several dimensions, or to [20], where the scheme was extended to the 2D two-phase flows model. Another possible reference is [8] with the numerical approximation of low Mach number flows of the barotropic Euler equations where the asymptotic-preserving property is satisfied as well. On the other hand, when it comes to the modeling of the shallow water system in the Lagrange-projection formalism, we can refer to [22] for an implicit well-balanced first-order scheme, to [15] for a fully well-balanced firstorder explicit method, and finally to [40] for high-order fully well-balanced schemes. Last but not least, and without being exhaustive, we refer for instance to [27, 37, 35, 13, 43] for other interesting studies in this framework.

While details for the Lagrange-projection splitting are given in the following section, let us present now the mathematical model we are interested in. It is composed of two different ones, the hydrodynamic and the morphodynamic model. The former is simply given by the well-known shallow water system, which is derived from the Navier-Stokes system under the hypothesis that the vertical scale is much smaller than the horizontal dimension. As such, it is composed of the continuity and momentum equations, which are expressed as in the following

$$
\left\{\begin{array}{l}
\partial_{t} h+\partial_{x}(h u)=0  \tag{1.1}\\
\partial_{t}(h u)+\partial_{x}\left(h u^{2}+\frac{g h^{2}}{2}\right)=-g h \partial_{x} z
\end{array}\right.
$$

[^0]where $h(x, t)>0$ is the water depth, $u(x, t)$ the averaged velocity and $z(x, t)$ the bed level. In particular, $H=h+z$ is the free surface elevation. Finally, $g$ is the gravitational acceleration, $t>0$ represents the time and $x$ the axial coordinate. Let us briefly recall that this system is strictly hyperbolic with real eigenvalues given by $u \pm c$ with the sound speed $c=\sqrt{g h}$.

Then, we aim to simulate the interaction between the sediments and the flow, thus we consider the topography $z$ not constant in time and we make use of the so-called Exner equation, which reads

$$
\begin{equation*}
\partial_{t} z+\zeta \partial_{x} q_{b}=0 \tag{1.2}
\end{equation*}
$$

Here $q_{b}=q_{b}(h, u)$ is the solid transport discharge, $\zeta=\frac{1}{1-\rho_{0}}$ and $\rho_{0}$ is the porosity of the sediment layer. The coupling of (1.1) and 1.2 leads to the final system,

$$
\left\{\begin{array}{l}
\partial_{t} h+\partial_{x}(h u)=0  \tag{1.3}\\
\partial_{t}(h u)+\partial_{x}\left(h u^{2}+\frac{g h^{2}}{2}\right)+g h \partial_{x} z=0 \\
\partial_{t} z+\zeta \partial_{x} q_{b}=0
\end{array}\right.
$$

which in compact form reads

$$
\partial_{t} \mathbf{Q}+\partial_{x} \mathbf{F}(\mathbf{Q})+\mathbf{A}(\mathbf{Q}) \partial_{x} \mathbf{Q}=\mathbf{O}
$$

where

$$
\mathbf{Q}=\left(\begin{array}{c}
h \\
h u \\
z
\end{array}\right), \quad \mathbf{F}(\mathbf{Q})=\left(\begin{array}{c}
h u \\
h u^{2}+p \\
\zeta q_{b}
\end{array}\right), \quad \mathbf{A}(\mathbf{Q})=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & g h \\
0 & 0 & 0
\end{array}\right)
$$

with the pressure term $p=\frac{g h^{2}}{2}$. For details about shallow-water equations with and without not-constant in time bed sediment, we refer for instance to [2, $9,10,7]$ and $[47$ 3, 12, 15,41$]$.

It is known that there exist different formulations to express the solid transport discharge $q_{b}$, depending on the characteristics of the sediment and the flow, for instance the Froude number, the slope of the bottom or the grain size. One of the easiest and most frequently used formulation is the well-known Grass model, which expresses the instantaneous sediment transport as a power law of the averaged velocity $u$, namely

$$
\begin{equation*}
q_{b}=A_{g} u|u|^{m_{g}-1}, \quad 1 \leq m_{g} \leq 4, \tag{1.4}
\end{equation*}
$$

refer to [42|5]. This deterministic Grass formulation is suitable to model non-cohesive granular sediment. Here $A_{g} \in[0,1]$ is a dimensional calibration constant which is usually measured experimentally and expresses the kind of interaction between the fluid and the sediment, whose strength increases as $A_{g}$ approaches to 1 . In particular, the value of the constant $A_{g}$ is related to factors as the grain size and the kinematic viscosity. Finally, we set $m_{g}=3$.

In this work we will take into account only the Grass model, but for details about other possible formulations for the solid transport discharge, refer to [42]. It is important to stress that, depending on the formulation used for $q_{b}$, system (1.3) may be hyperbolic or not. In particular, in [10] it has been confirmed that considering the Grass formula leads to a strictly hyperbolic system with all real eigenvalues. Indeed, defining the quantities

$$
a_{1}=-2 u, \quad a_{2}=u^{2}-c^{2}\left(1+\zeta \partial_{h u} q_{b}\right) \quad \text { and } \quad a_{3}=-\zeta c^{2} \partial_{h} q_{b}
$$

one can easily see that the eigenvalues are given by the solution of the following equation

$$
\lambda^{3}+a_{1} \lambda^{2}+a_{2} \lambda+a_{3}=0
$$

Hence, the three eigenvalues read

$$
\begin{equation*}
\lambda_{k}=2 \sqrt{-p} \cos \left(\frac{\theta+2 k \pi}{3}\right)-\frac{a_{1}}{3} \quad \text { with } \quad k=0,1,2 \tag{1.5}
\end{equation*}
$$

where

$$
p=\frac{3 a_{2}-a_{1}^{2}}{9}, \quad r=\frac{9 a_{1} a_{2}-27 a_{3}+2 a_{1}^{3}}{54} \quad \text { and } \quad \theta=\arccos \left(\frac{r}{\sqrt{-p^{3}}}\right) .
$$

We remark that, in order to have real eigenvalues, we need $p^{3}+r^{2} \leq 0$, which can be proved in the case of the Grass model.
As mentioned at the very beginning of this work, we are also looking for a well-balanced numerical scheme, namely able to preserve the smooth stationary solutions of the system, that is to say the steady states which satisfy the ordinary differential equations

$$
\partial_{x}(h u)=0, \quad \partial_{x}\left(h u^{2}+\frac{g h^{2}}{2}\right)+g h \partial_{x} z=0 \quad \text { and } \quad \partial_{x} q_{b}=0
$$

and obey to

$$
q=h u=\mathrm{constant}=q_{0}, \quad \frac{q_{0}^{2}}{2 h^{2}}+g(h+z)=\mathrm{constant} \quad \text { and } \quad q_{b}=\mathrm{constant} .
$$

Note that if we use the Grass formula for $q_{b}$, then the only non trivial stationary solutions are given by

$$
\begin{equation*}
u=0 \quad \text { and } \quad h+z=\text { constant } \tag{1.6}
\end{equation*}
$$

which is called "lake at rest" equilibrium. For well-balanced schemes for the shallow-water equations, see for instance to [3, 12, 38, 39], while for well-balanced methods in the Lagrange-projection formalism we refer to [22 15, 40]. As far as the evolution in time of the bed sediment is considered as well, for general well-balanced schemes we refer for instance to [5, 36].

Outline of the paper. For the sake of clarity, let us briefly give the paper structure. In the next section 2 the Lagrangeprojection splitting is presented considering both Eulerian and Lagrangian variables. A brief summary of the approximate Riemann solver for the acoustic system is outlined as well. In section 3 both first and second-order numerical schemes are described, distinguishing between acoustic and transport step. Then, the two-dimensional extension of the mathematical model and numerical method is illustrated in section 4 Finally, section 5 is exploited to present the numerical results and validate our numerical schemes. Concluding, final remarks are drawn in section 6

## 2 Operator splitting and Lagrangian coordinates

In this section we briefly explain the decomposition which entails the splitting of system 1.3 into two different ones, the so-called acoustic and transport systems. The former takes into account the acoustic effects of the model and the source term related to the topography, while the latter the transport phenomena. We will see further on that this splitting can be interpreted as a Lagrange-projection one, as we first formulate the shallow-water system in Lagrangian coordinates (acoustic step) and then we project the solution into Eulerian coordinates (transport step). For more the details about this decomposition, the reader can refer to [15, 22, 40].

Considering first only the shallow water system, it can be reformulated as

$$
\left\{\begin{array}{l}
\partial_{t} h+h \partial_{x} u+u \partial_{x} h=0 \\
\partial_{t}(h u)+h u \partial_{x} u+u \partial_{x}(h u)+\partial_{x}\left(\frac{g h^{2}}{2}\right)=-g h \partial_{x} z
\end{array}\right.
$$

where we used the chain rule for space derivatives. Therefore, the acoustic and transport system are respectively given by

$$
\left\{\begin{array}{l}
\partial_{t} h+h \partial_{x} u=0  \tag{2.1}\\
\partial_{t}(h u)+h u \partial_{x} u+\partial_{x}\left(\frac{g h^{2}}{2}\right)=-g h \partial_{x} z
\end{array}\right.
$$

and

$$
\begin{equation*}
\partial_{t} X+u \partial_{x} X=0 \tag{2.2}
\end{equation*}
$$

with $X=h$ and $X=h u$. We also observe that the acoustic system 2.1) can be expressed as

$$
\left\{\begin{array}{l}
\partial_{t} \tau-\partial_{m} u=0  \tag{2.3}\\
\partial_{t} u+\partial_{m} p=-\frac{g}{\tau} \partial_{m} z
\end{array}\right.
$$

where we have introduced the unknown $\tau=\frac{1}{h}$ and the mass variable $m$ such that $\frac{1}{h} \partial_{x}=\partial_{m}$, see [15, 23, 20, 21, 22]. Moreover, it is easy to find that the eigenvalues of system 2.3 are $\pm h \sqrt{g h}= \pm h c$.

About the Exner equation. Let us now consider the Exner equation as well, for which one could imagine at least three possibilities for numerical treatment. The first one would account for it at the acoustic level, the second one directly inside the transport step, and the third one by splitting it inside both steps. However, the issue of coupling the Exner equation and the shallow water system has been vastly studied in the literature. In particular, it is known that a fully decoupled scheme can lead to a numerical method which produces spurious oscillations inside the numerical solutions; this issue has been clearly presented in [26]. However, it is not even necessary to consider a fully coupled scheme in order to avoid this problem; indeed a weakly coupling of the equations at the numerical level can lead to satisfying results, see for instance [5]. In this work we mainly focus on weakly coupled numerical approach. Moreover, in the following we completely take into account the Exner equation in the projection step.

Finally, in this first part of this work, the acoustic and transport systems respectively read

$$
\left\{\begin{array}{l}
\partial_{t} \tau-\partial_{m} u=0  \tag{2.4}\\
\partial_{t} u+\partial_{m} p=-\frac{g}{\tau} \partial_{m} z \\
\partial_{t} z=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\partial_{t} h+u \partial_{x} h=0  \tag{2.5}\\
\partial_{t}(h u)+u \partial_{x}(h u)=0 \\
\partial_{t} z+\zeta \partial_{x} q_{b}=0
\end{array}\right.
$$

Hence, the numerical strategy will be composed of two steps:

1. Take into account the acoustic effects of the model by solving system 2.4;
2. Consider and solve the transport system 2.5);

System (1.1) in Lagrangian coordinates. In order to interpret the strategy as a Lagrange-Projection one, we first define the fluid particle $\xi$ and the characteristic curves

$$
\left\{\begin{array}{l}
\frac{\partial x}{\partial t}(\xi, t)=u(x(\xi, t), t)  \tag{2.6}\\
x(\xi, 0)=\xi
\end{array}\right.
$$

which define the trajectory : $t \rightarrow x(\xi, t)$, of $\xi$ as the time goes on. Therefore, any function : $(x, t) \rightarrow \varphi(x, t)$ in Eulerian coordinates can be written in Lagrangian coordinates,

$$
\bar{\varphi}(\xi, t)=\varphi(x(\xi, t), t)
$$

Let us now introduce the volume ratio

$$
\begin{equation*}
L(\xi, t)=\frac{\partial x}{\partial \xi}(\xi, t) \tag{2.7}
\end{equation*}
$$

such that

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial t}(\xi, t)=\partial_{\xi} u(x(\xi, t), t)  \tag{2.8}\\
L(\xi, 0)=1
\end{array}\right.
$$

Consequently, we note that

$$
\partial_{t} L(\xi, t)=\partial_{\xi} u(x(\xi, t), t)=\partial_{\xi} \bar{u}(\xi, t),
$$

and thus

$$
\partial_{\xi} \bar{\varphi}(\xi, t)=L(\xi, t) \partial_{x} \varphi(x, t) \quad \text { and } \quad \partial_{t} \bar{\varphi}(\xi, t)=\partial_{t} \varphi(x, t)+u(x, t) \partial_{x} \varphi(x, t)
$$

We have now all the ingredients to write 1.1) in Lagrangian coordinates. More precisely, observing that smooth solutions of (1.1) satisfy

$$
\left\{\begin{array}{l}
L\left(\partial_{t} h+u \partial_{x} h+h \partial_{x} u\right)=0 \\
L\left(\partial_{t}(h u)+u \partial_{x}(h u)+h u \partial_{x} u+\partial_{x} p+g h \partial_{x} z\right)=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
L \partial_{t} \bar{h}+\bar{h} \partial_{t} L=0 \\
L \partial_{t} \overline{h u}+\overline{h u} \partial_{t} L+\partial_{\xi} \bar{p}+g \bar{h} \partial_{\xi} \bar{z}=0
\end{array}\right.
$$

we get

$$
\left\{\begin{array}{l}
\partial_{t}(L \bar{h})=0  \tag{2.9}\\
\partial_{t}(L \overline{h u})+\partial_{\xi} \bar{p}=-g \bar{h} \partial_{\xi} \bar{z}
\end{array}\right.
$$

Notice that in the following sections, we shall omit the bar over the Lagrangian functions when there can be no confusion. This new formulation of system (1.1) exploiting the Lagrangian coordinates makes the above numerical strategy based on an acoustic-transport splitting strictly equivalent to a Lagrangian-projection splitting, that can be summarized as in the following,

1. Solve the system 2.9 in Lagrangian coordinates;
2. Project the solution in Eulerian coordinates solving the transport system 2.5.

To conclude this section, we derive from (2.9) an evolution equation for $L u$ that will be useful in the next sections. Removing the bars and using the discharge equation on $L u$, we have in particular

$$
h \partial_{t}(L u)+L u \partial_{t} h+\partial_{\xi} p+g h \partial_{\xi} z=0
$$

and, since $0=\partial_{t}(L h)=h \partial_{t} L+L \partial_{t} h=h \partial_{\xi} u+L \partial_{t} h$, we get

$$
h \partial_{t}(L u)-h u \partial_{\xi} u+\partial_{\xi} p+g h \partial_{\xi} z=0
$$

and finally

$$
\begin{equation*}
\partial_{t}(L u)-\partial_{\xi} \frac{u^{2}}{2}=-g \partial_{\xi}(h+z) \tag{2.10}
\end{equation*}
$$

Note that the source term now involves the quantity $h+z$ which is constant for stationary solutions.

### 2.1 A well-balanced approximate Riemann solver for the acoustic system

In this section we briefly recall the definition of a well-balanced approximate Riemann solver proposed in [22] for the acoustic system 2.4 and that will be useful in the following. It is based on the Gallice theory [28 29] which is an extension to balance laws of the Harten, Lax and van Leer formalism [32] for conservation laws. For more details about this Riemann solver, the reader can refer to [22]. Then, suppose that we want to solve 2.4) with the following Riemann initial data

$$
\mathbf{U}(m, t=0)=\left\{\begin{array}{lll}
\mathbf{U}_{L} & \text { if } & m<0 \\
\mathbf{U}_{R} & \text { if } & m \geq 0
\end{array}\right.
$$

where we have set

$$
\mathbf{U}_{L}=\left(\begin{array}{l}
\tau_{L} \\
u_{L} \\
z_{L}
\end{array}\right) \quad \text { and } \quad \mathbf{U}_{R}=\left(\begin{array}{l}
\tau_{R} \\
u_{R} \\
z_{R}
\end{array}\right)
$$

The proposed approximate solution has the following form

$$
\hat{\mathbf{U}}\left(\frac{m}{t} ; \mathbf{U}_{L}, \mathbf{U}_{R}\right)=\left\{\begin{array}{lll}
\mathbf{U}_{L} & \text { if } \quad \frac{m}{t}<-a \\
\mathbf{U}_{L}^{*} & \text { if } \quad-a<\frac{m}{t}<0 \\
\mathbf{U}_{R}^{*} & \text { if } 0<\frac{m}{t}<a \\
\mathbf{U}_{R} & \text { if } \quad \frac{m}{t}>a
\end{array}\right.
$$

where $a$ is a constant and where the intermediate states

$$
\mathbf{U}_{L}^{*}=\left(\begin{array}{c}
\tau_{L}^{*}  \tag{2.11}\\
u_{L}^{*} \\
z_{L}
\end{array}\right), \quad \mathbf{U}_{R}^{*}=\left(\begin{array}{c}
\tau_{R}^{*} \\
u_{R}^{*} \\
z_{R}
\end{array}\right)
$$

are defined thanks to

$$
\left\{\begin{array}{l}
\tau_{L}^{*}=\tau_{L}+\frac{1}{a}\left(u_{*}-u_{L}\right) \\
\tau_{R}^{*}=\tau_{R}-\frac{1}{a}\left(u_{*}-u_{R}\right) \\
u_{L}^{*}=u_{R}^{*}=u^{*} \\
u^{*}=\frac{1}{2}\left(u_{L}+u_{R}\right)-\frac{1}{2 a}\left(\Pi_{R}-\Pi_{L}\right)-\frac{\mathcal{M}}{2 a} \\
\Pi^{*}=\frac{1}{2}\left(\Pi_{L}+\Pi_{R}\right)-\frac{a}{2}\left(u_{R}-u_{L}\right)
\end{array}\right.
$$

with

$$
\mathcal{M}=\frac{g}{2}\left(\frac{1}{\tau_{L}}+\frac{1}{\tau_{R}}\right)\left(z_{R}-z_{L}\right) .
$$

Observe that $\Pi$ is a new variable introduced to be able to define the approximate Riemann solver. In particular, $\Pi$ can be interpreted as a linearization of the pressure term $p$ and its initial data are well-prepared in the sense that $\Pi=p$.

Then, it is clear that $\mathcal{M}=0$ if $z_{L}=z_{R}$ so that the classical form of an approximate Riemann solver for a system of conservation law is recovered, while $X_{L}^{*}=X_{L}$ and $X_{R}^{*}=X_{R}$ with $X=\tau$, $u$, when the "lake at rest" stationary conditions are satisfied, namely

$$
u_{L}=u_{R}=0, \quad h_{L}+z_{L}=h_{R}+z_{R}
$$

In that sense, the proposed approximate Riemann solver is said to be well-balanced. Note that this is true whatever the definition of the constant $a$ is. In practice, we will choose $a=\max \left((h c)_{L},(h c)_{R}\right)$ according the well-known subcharacteristic stability condition. For more details, we refer again to [22].

## 3 Numerical methods

Before getting into the heart of the matter, we give few details about the time and space discretizations we use in the following sections. Given a constant time step $\Delta t$, we define the intermediate times by $t^{n}=n \Delta t$ for $n \in \mathbb{N}$. Then, the mesh interfaces are $x_{j+1 / 2}=j \Delta x$ for $j \in \mathbb{Z}$, where $\Delta x$ is the constant space step, while $x_{j}$ is the center of the cell $\left[x_{j-1 / 2}, x_{j+1 / 2}\right)$. Hence, given a variable $\varphi$, we denote $\varphi_{j}^{n}$ its constant average approximation on each cell $\left[x_{j-1 / 2}, x_{j+1 / 2}\right)$ at time $t^{n}$, namely

$$
\varphi_{j}^{n} \approx \frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \varphi\left(x, t^{n}\right) d x
$$

with $n \in \mathbb{N}$ and $j \in \mathbb{Z}$. At last, note that, regarding the mass variable $m$, we use $\Delta m_{j}=h_{j}^{n} \Delta x$ for all $j$.
Given the sequence $\left\{\varphi_{j}^{n}\right\}_{j}$, we now look for its approximation at the next time level $t^{n+1}$, namely $\left\{\varphi_{j}^{n+1}\right\}_{j}$. At this stage, we are able to present the numerical schemes, starting with the first-order method and proceeding with the secondorder one. For each of them, we will prove the well-balanced condition as well. Let us recall that the numerical schemes are divided into two different steps. First we have the acoustic step, in which we numerically solve system (2.4). Then, we exploit its solution as the initial condition for solving system 2.5 . We can sum up this procedure in the following way,

1. Acoustic step: solve system 2.4 in order to update $\mathbf{Q}^{n}$ to $\mathbf{Q}^{n+1-}$;
2. Transport step: find $\mathbf{Q}^{n+1}$ from $\mathbf{Q}^{n+1-}$ by the approximation of the solution of system 2.5 .

Note that in the first step, we implicitly use the change of variable $\mathbf{U}=\mathbf{U}(\mathbf{Q})$ to first define $\mathbf{U}^{n}$ from $\mathbf{Q}^{n}$ before solving (2.4), and then the change of variables $\mathbf{Q}=\mathbf{Q}(\mathbf{U})$ to define $\mathbf{Q}^{n+1-}$ from $\mathbf{U}^{n+1-}$.

### 3.1 First-order scheme

Here we give the details for the first-order scheme distinguishing between the acoustic and transport steps.

### 3.1.1 Acoustic step and Lagrangian reformulation

As far as the discretization of 2.4 is concerned, we suggest to use a classical Godunov-type method based on the wellbalanced approximate Riemann solver proposed in section 2.1 As usual, it simply consists in averaging on each cell the juxtaposition of the approximate Riemann solutions set at each interface. Therefore, it follows after easy calculations that the numerical discretization of the acoustic relaxation system 2.4 can be formulated as

$$
\left\{\begin{array}{l}
\tau_{j}^{n+1-}=\tau_{j}^{n}+\frac{\Delta t}{\Delta m_{j}}\left(u_{j+\frac{1}{2}}^{*}-u_{j-\frac{1}{2}}^{*}\right)  \tag{3.1}\\
u_{j}^{n+1-}=u_{j}^{n}-\frac{\Delta t}{\Delta m_{j}}\left(\Pi_{j+\frac{1}{2}}^{*}-\Pi_{j-\frac{1}{2}}^{*}\right)-\Delta t\left\{\frac{g}{\tau} \partial_{m} z\right\}_{j}^{n}
\end{array}\right.
$$

where we have set

$$
\begin{align*}
& u_{j+\frac{1}{2}}^{*}=u_{j+\frac{1}{2}}^{*}\left(\mathbf{Q}_{j}^{n}, \mathbf{Q}_{j+1}^{n}\right)=\frac{1}{2}\left(u_{j+1}^{n}+u_{j}^{n}\right)-\frac{1}{2 a_{j+\frac{1}{2}}^{n}}\left(\Pi_{j+1}^{n}-\Pi_{j}^{n}\right)-\frac{\mathcal{M}_{j+1 / 2}^{n}}{2 a_{j+1 / 2}},  \tag{3.2}\\
& \Pi_{j+\frac{1}{2}}^{*}=\Pi_{j+\frac{1}{2}}^{*}\left(\mathbf{Q}_{j}^{n}, \mathbf{Q}_{j+1}^{n}\right)=\frac{1}{2}\left(\Pi_{j+1}^{n}+\Pi_{j}^{n}\right)-\frac{a_{j+\frac{1}{2}}^{n}}{2}\left(u_{j+1}^{n}-u_{j}^{n}\right)
\end{align*}
$$

$a_{j+\frac{1}{2}}^{n}=\max \left((h c)_{j}^{n},(h c)_{j+1}^{n}\right)$, while regarding the source term we have

$$
\begin{equation*}
\left\{\frac{g}{\tau} \partial_{m} z\right\}_{j}^{n}=\frac{1}{2}\left(\frac{\Delta m_{j+1 / 2}}{\Delta m_{j}}\left\{\frac{g}{\tau} \partial_{m} z\right\}_{j+1 / 2}^{n}+\frac{\Delta m_{j-1 / 2}}{\Delta m_{j}}\left\{\frac{g}{\tau} \partial_{m} z\right\}_{j-1 / 2}^{n}\right) \quad \text { with } \quad\left\{\frac{g}{\tau} \partial_{m} z\right\}_{j+1 / 2}^{n}=\frac{\mathcal{M}_{j+1 / 2}^{n}}{\Delta m_{j+1 / 2}} \quad \forall j \tag{3.3}
\end{equation*}
$$

where $\Delta m_{j+1 / 2}=\left(\Delta m_{j}+\Delta m_{j+1}\right) / 2, \Delta m_{j}=\frac{\tau_{j}^{n}}{\Delta x}$ and

$$
\mathcal{M}_{j+1 / 2}=\frac{g}{2}\left(\frac{1}{\tau_{j}^{n}}+\frac{1}{\tau_{j+1}^{n}}\right)\left(z_{j+1}^{n}-z_{j}^{n}\right)
$$

Let us note that $z$ remains constant in this step, thus $z_{j}^{n+1-}=z_{j}^{n}$ for all $j$.
Lagrangian reformulation of 3.1). Let us observe that 3.1 reveals to be strictly equivalent to

$$
\left\{\begin{array}{l}
L_{j}^{n+1-} h_{j}^{n+1-}=L_{j}^{n} h_{j}^{n}  \tag{3.4}\\
L_{j}^{n+1-}(h u)_{j}^{n+1-}=L_{j}^{n}(h u)_{j}^{n}-\frac{\Delta t}{\Delta x}\left(\Pi_{j+\frac{1}{2}}^{*}-\Pi_{j-\frac{1}{2}}^{*}\right)+\Delta t s_{j}^{n}
\end{array}\right.
$$

where we have set

$$
\begin{equation*}
L_{j}^{n+1-}=L_{j}^{n}+\frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}-u_{j-\frac{1}{2}}^{*}\right) \quad \text { with } \quad L_{j}^{n}=1 \tag{3.5}
\end{equation*}
$$

and

$$
s=-g h \partial_{x} z, \quad s_{j}^{n}=\frac{1}{2}\left(s_{j+1 / 2}^{n}+s_{j-1 / 2}^{n}\right) \quad \text { and } \quad s_{j+1 / 2}^{n}=-\frac{\mathcal{M}_{j+1 / 2}^{n}}{\Delta x} \quad \forall j
$$

Considering that the Lagrangian variable $\xi$ is discretized using the same mesh step as the one we used for $x$, namely $\Delta \xi=\Delta x$, and $\xi_{j+1 / 2}=x_{j+1 / 2}, \xi_{j}=x_{j}$ for all $j$, it is clear that (3.4) and 3.5 respectively approximate 2.9) and 2.8). This Lagrangian reformulation turns out to be crucial in order to derive hereafter a second-order extension of the propose numerical scheme. Note that we still have of course $z_{j}^{n+1-}=z_{j}^{n}$ for all $j$.

### 3.1.2 Projection step

As already mentioned, the aim of this step is to turn into Eulerian coordinates the solution obtained at the end of the previous step thanks to 3.4 and given in Lagrangian coordinates. This amounts to solve the transport system (2.5) which also contains the evolution equation for $z$. Recall indeed that $z$ stayed constant in the first step.

In order to project $X=h, h u$ on the Eulerian grid, we use the following identity

$$
\int_{\xi_{1}}^{\xi_{2}} L(\xi, t) X(\xi, t) d \xi=\int_{x\left(\xi_{1}, t\right)}^{x\left(\xi_{2}, t\right)} X(x, t) d x
$$

where we recall that the trajectories $t \mapsto x(\xi, t)$ and the volume ratio $L(\xi, t)$ are defined by 2.6) and 2.7). Therefore, it is natural to define $\hat{\xi}_{j+1 / 2}$ such that $x\left(\hat{\xi}_{j+1 / 2}, t^{n+1}\right)=x_{j+1 / 2}$ and $x\left(\hat{\xi}_{j+1 / 2}, t^{n}\right)=\hat{\xi}_{j+1 / 2}$ for all $j$ and to write

$$
\begin{equation*}
X_{j}^{n+1}=\frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} X\left(x, t^{n+1}\right) d x=\frac{1}{\Delta x} \int_{x\left(\hat{\xi}_{j-\frac{1}{2}}, t^{n+1}\right)}^{x\left(\hat{\xi}_{j+\frac{1}{2}}, t^{n+1}\right)} X\left(x, t^{n+1}\right) d x=\frac{1}{\Delta x} \int_{\hat{\xi}_{j-\frac{1}{2}}}^{\hat{\xi}_{j+\frac{1}{2}}} L\left(\xi, t^{n+1-}\right) X\left(\xi, t^{n+1-}\right) d \xi \tag{3.6}
\end{equation*}
$$

Splitting the last integral into three parts, namely

$$
\begin{align*}
X_{j}^{n+1}= & \frac{1}{\Delta x} \int_{\hat{\xi}_{j-\frac{1}{2}}}^{\xi_{j-\frac{1}{2}}} L\left(\xi, t^{n+1-}\right) X\left(\xi, t^{n+1-}\right) d \xi+ \\
& +\frac{1}{\Delta x} \int_{\xi_{j-\frac{1}{2}}}^{\xi_{j+\frac{1}{2}}} L\left(\xi, t^{n+1-}\right) X\left(\xi, t^{n+1-}\right) d \xi+\frac{1}{\Delta x} \int_{\xi_{j+\frac{1}{2}}}^{\hat{\xi}_{j+\frac{1}{2}}} L\left(\xi, t^{n+1-}\right) X\left(\xi, t^{n+1-}\right) d \xi \tag{3.7}
\end{align*}
$$

and approximating $\hat{\xi}_{j+1 / 2}$ by

$$
x_{j+1 / 2}=x\left(\hat{\xi}_{j+1 / 2}, t^{n+1}\right) \simeq x\left(\hat{\xi}_{j+1 / 2}, t^{n}\right)+\Delta t \partial_{t} x\left(\hat{\xi}_{j+1 / 2}, t^{n}\right) \simeq \hat{\xi}_{j+1 / 2}+\Delta t u_{j+1 / 2}^{*}
$$

it is natural to set, using first-order approximations of the integrals,

$$
\begin{equation*}
X_{j}^{n+1}=\frac{\xi_{j-\frac{1}{2}}-\hat{\xi}_{j-\frac{1}{2}}}{\Delta x}(L X)_{j-1 / 2}^{n+1}+(L X)_{j}^{n+1-}+\frac{\hat{\xi}_{j+\frac{1}{2}}-\xi_{j+\frac{1}{2}}}{\Delta x}(L X)_{j+1 / 2}^{n+1} \tag{3.8}
\end{equation*}
$$

where for all $j$

$$
(L X)_{j+1 / 2}^{n+1}=\left\{\begin{array}{lll}
(L X)_{j}^{n+1-} & \text { if } \quad u_{j+1 / 2}^{*} \geq 0 \\
(L X)_{j+1}^{n+1-} & \text { if } \quad u_{j+1 / 2}^{*}<0
\end{array}\right.
$$

After easy manipulations, 3.8 is equivalent to

$$
\begin{equation*}
X_{j}^{n+1}=(L X)_{j}^{n+1-}-\frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}(L X)_{j+\frac{1}{2}}^{n+1-}-u_{j-\frac{1}{2}}^{*}(L X)_{j-\frac{1}{2}}^{n+1-}\right) \tag{3.9}
\end{equation*}
$$

Therefore, taking $X=h$ and $X=h u$ concludes the projection on the Eulerian grid.
Let us now consider the Exner equation for which we propose two different strategies. On one hand, we simply update the topography as in the following

$$
\begin{equation*}
z_{j}^{n+1}=z_{j}^{n}-\zeta \frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}\left(\frac{q_{b}}{u}\right)_{j+\frac{1}{2}}^{n}-u_{j-\frac{1}{2}}^{*}\left(\frac{q_{b}}{u}\right)_{j-\frac{1}{2}}^{n}\right) \tag{3.10}
\end{equation*}
$$

with

$$
\left(\frac{q_{b}}{u}\right)_{j+1 / 2}^{n}=\left\{\begin{array}{lll}
\left(\frac{q_{b}}{u}\right)\left(u_{j+1}^{n}\right) & \text { if } & u_{j+\frac{1}{2}}^{*} \leq 0 \\
\left(\frac{q_{b}}{u}\right)\left(u_{j}^{n}\right) & \text { if } & u_{j+\frac{1}{2}}^{*}>0
\end{array}\right.
$$

where we see that the numerical fluxes are evaluated simply using the solution at time $t^{n}$, and not the one obtained at the end of the Lagrangian step. This means in some sense that the evolution of the topography is not coupled with the one hydrodynamic model from a numerical point of view and this is the reason why this strategy is said to be decoupled. At last, note that $\frac{q_{b}}{u}$ is well-defined and actually depends on $u$ only, as we suppose the solid transport discharge to be given by the Grass formula with $m_{g}=3$. On the other hand, we propose a weakly coupled strategy in which we exploit the solution obtained at time $t^{n+1-}$, by setting

$$
\begin{equation*}
z_{j}^{n+1}=z_{j}^{n}-\zeta \frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}\left(\frac{q_{b}}{u}\right)_{j+\frac{1}{2}}^{n+1-}-u_{j-\frac{1}{2}}^{*}\left(\frac{q_{b}}{u}\right)_{j-\frac{1}{2}}^{n+1-}\right) \tag{3.11}
\end{equation*}
$$

At this stage, notice that it would be tempting to define $\left(\frac{q_{b}}{u}\right)_{j+\frac{1}{2}}^{n+1-}$ using the velocity $u^{n+1-}$ simply defined by $u^{n+1-}=$ $\frac{L h u^{n+1-}}{L h^{n+1-}}$. However, even if this option results to be natural, dividing by $L h$ rises difficulties when considering the secondorder extension. For this reason, we prefer to set

$$
\left(\frac{q_{b}}{u}\right)_{j+1 / 2}^{n+1-}=\left\{\begin{array}{lll}
\left(\frac{q_{b}}{u}\right)\left((L u)_{j+1}^{n+1-}\right) & \text { if } & u_{j+\frac{1}{2}}^{*} \leq 0 \\
\left(\frac{q_{b}}{u}\right)\left((L u)_{j}^{n+1-}\right) & \text { if } & u_{j+\frac{1}{2}}^{*}>0
\end{array}\right.
$$

where a possible discretization of the evolution equation 2.10 for $L u$ reads

$$
\begin{equation*}
(L u)_{j}^{n+1-}=(L u)_{j}^{n}+\frac{\Delta t}{2 \Delta x}\left(\left(u_{j+\frac{1}{2}}^{*}\right)^{2}-\left(u_{j-\frac{1}{2}}^{*}\right)^{2}\right)+\Delta t \frac{\hat{s}_{j+\frac{1}{2}}+\hat{s}_{j-\frac{1}{2}}}{2} \tag{3.12}
\end{equation*}
$$

with

$$
\hat{s}_{j+\frac{1}{2}}=-g \frac{(h+z)_{j+1}^{n}-(h+z)_{j}^{n}}{\Delta x}
$$

As a last remark we observe that, since we are also interested in a $2 D$ formulation and 2.10 could not be extended in two dimensions as it is (see hereafter), we will propose an alternative approximation of $L u$ which reads

$$
(L u)_{j}^{n+1-}=(L u)_{j}^{n}+\frac{u_{j}^{n}+u_{j+1}^{n}}{2} \frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}-u_{j-\frac{1}{2}}^{*}\right)+\Delta t \frac{\hat{s}_{j+\frac{1}{2}}+\hat{s}_{j-\frac{1}{2}}}{2} .
$$

Both formulations turn out to give the same results in $1 D$.

### 3.1.3 Overall scheme and well-balanced property

Next, we give an equivalent formulation of our first-order scheme which takes into account both the acoustic and transport steps. This formulation is interesting in the sense that it clearly shows that the scheme is indeed conservative when there is no source term. More precisely, considering together (3.4) and (3.9) we easily get

$$
\left\{\begin{array}{l}
h_{j}^{n+1}=h_{j}^{n}-\frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}(L h)_{j+\frac{1}{2}}^{n+1-}-u_{j-\frac{1}{2}}^{*}(L h)_{j-\frac{1}{2}}^{n+1-}\right)  \tag{3.13}\\
(h u)_{j}^{n+1}=(h u)_{j}^{n}-\frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}(L h u)_{j+\frac{1}{2}}^{n+1-}+\Pi_{j+\frac{1}{2}}^{*}-u_{j-\frac{1}{2}}^{*}(L h u)_{j-\frac{1}{2}}^{n+1-}-\Pi_{j-\frac{1}{2}}^{*}\right)+\Delta t s_{j}^{n}
\end{array}\right.
$$

while the evolution equations 3.10 and 3.11 for $z$ are clearly conservative. Let us now prove the well-balanced property.
Theorem 1. The first-order numerical scheme with updating formula 3.13) and 3.10) or 3.11) preserves the "lake at rest" stationary solution 1.6.)
Proof. Assuming to be under the "lake at rest" condition, that is to say $u_{j}^{n}=0$ and $h_{j}^{n}+z_{j}^{n}=$ constant, for all $j$, it is straightforward to demonstrate that this stationary solution is preserved. Indeed, few algebraic computations show that $u_{j+\frac{1}{2}}^{*}=0$ as $u_{j}^{n}=u_{j+1}^{n}=0$ and

$$
\Pi_{j+1}^{n}-\Pi_{j}^{n}=\frac{g}{2}\left(\left(h_{j+1}^{n}\right)^{2}-\left(h_{j}^{n}\right)^{2}\right)=\frac{g}{2}\left(h_{j}^{n}+h_{j+1}^{n}\right)\left(h_{j+1}^{n}-h_{j}^{n}\right)=-\frac{g}{2}\left(h_{j}^{n}+h_{j+1}^{n}\right)\left(z_{j+1}^{n}-z_{j}^{n}\right)
$$

Similarly, it can be proved that $\frac{1}{\Delta x}\left(\Pi_{j+\frac{1}{2}}^{*}-\Pi_{j-\frac{1}{2}}^{*}\right)=s_{j}^{n}$ and thus $(L h u)_{j}^{n+1-}=(L h u)_{j}^{n}=(h u)_{j}^{n}=0$. We can also note that $(L u)_{j}^{n+1-}=0$ as $(h+z)_{j}^{n}=(h+z)_{j+1}^{n}$ for all $j$. Finally, it is easily seen that under the property $u_{j+1 / 2}^{*}=0$ for all $j$, then the transport step gives $h_{j}^{n+1}=h_{j}^{n},(h u)_{j}^{n+1}=0$, and $z_{j}^{n+1}=z_{j}^{n}$ which concludes the proof.

### 3.2 Second-order scheme

We now explain how to reach the second order of accuracy in both space and time. While increasing the order of accuarcy is a standard process, the key issue is to preserve the well-balanced property.

In order to construct a high-order approximation in space, we will make use of classical first-order polynomial reconstructions, but applied to the so-called fluctuations which is non-standard and has been introduced in [40] to combine both the well-balanced property and the higher order property.

Regarding the second-order discretization in time, we simply consider Runge-Kutta TVD scheme at second order [31]. In particular, we apply it to the overall scheme (Lagrangian and remap step together) in order to avoid diffusion due to the splitting.

### 3.2.1 Lagrangian step

In order to reach the second order of accuracy in space, we begin by defining at time $t^{n}$ and for each cell $j$ a stationary solution denoted by $x \mapsto \mathbf{Q}_{j}^{n, e}(x)$ and defined for all $x$ by

$$
\begin{equation*}
\left(h_{j}^{n, e}\right)(x)=h_{j}^{n}+z_{j}^{n}-z^{n}(x), \quad u_{j}^{n, e}(x)=u_{j}^{n} \quad \text { and } \quad z_{j}^{n, e}(x)=z^{n}(x) \tag{3.14}
\end{equation*}
$$

where $x \mapsto z^{n}(x)$ is nothing but the piecewise constant approximation of $z$ at time $t^{n}$, namely such that $z^{n}(x)=z_{j}^{n}$ for all $x$ in $\left[x_{j-1 / 2}, x_{j+1 / 2}\right)$. Such a reconstructed solution satisfies the in-cell conservativity property

$$
\frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \mathbf{Q}_{j}^{n, e}(x) d x=\mathbf{Q}_{j}^{n}
$$

Next, we follow [40] and introduce the so-called $j$-fluctuations defined as

$$
\mathbf{D}_{k, j}^{n}=\mathbf{Q}_{k}^{n}-\frac{1}{\Delta x} \int_{x_{k-1 / 2}}^{x_{k+1 / 2}} \mathbf{Q}_{j}^{n, e}(x) d x
$$

for all $k$. Observe that $\mathbf{D}_{j, j}^{n}=\mathbf{0}$ by construction, while $\mathbf{D}_{k, j}^{n}=\mathbf{0}$ for all $k$ if the approximate solution at time $t^{n}$ satisfies the "lake at rest" condition 1.6.

At last, for each cell $I_{j}$ we make use of a reconstructed polynomial vector $\mathbf{P}_{j}^{n}(x)$ defined by

$$
\mathbf{P}_{j}^{n}(x)=\mathbf{Q}_{j}^{n}+\Delta_{j}^{n}\left(x-x_{j}\right)
$$

where $\Delta_{j}^{n}=\Delta_{j}^{n}\left(\mathbf{D}_{j-1, j}^{n}, \mathbf{D}_{j, j}^{n}, \mathbf{D}_{j+1, j}^{n}\right)$ is the ENO [46] or the MINMOD [45] slope applied to the fluctuations.
The numerical fluxes $u_{j+\frac{1}{2}}^{*}$ and $\Pi_{j+\frac{1}{2}}^{*}$ are then defined in a very classical way using the interfaces values

$$
\mathbf{Q}_{j+\frac{1}{2} L}^{n}=\mathbf{P}_{j}^{n}\left(x_{j+\frac{1}{2}}\right) \quad \text { and } \quad \mathbf{Q}_{j+\frac{1}{2} R}^{n}=\mathbf{P}_{j+1}^{n}\left(x_{j+\frac{1}{2}}\right)
$$

and formula (3.2, namely

$$
\begin{equation*}
u_{j+\frac{1}{2}}^{*}=u_{j+\frac{1}{2}}^{*}\left(\mathbf{Q}_{j+\frac{1}{2} L}^{n}, \mathbf{Q}_{j+\frac{1}{2} R}^{n}\right) \quad \text { and } \quad \Pi_{j+\frac{1}{2}}^{*}=\Pi_{j+\frac{1}{2}}^{*}\left(\mathbf{Q}_{j+\frac{1}{2} L}^{n}, \mathbf{Q}_{j+\frac{1}{2} R}^{n}\right) \tag{3.15}
\end{equation*}
$$

with

$$
a_{j+\frac{1}{2}}^{n}=\max \left(h_{j+\frac{1}{2}, L}^{n} c_{j+\frac{1}{2}, L}^{n}, h_{j+\frac{1}{2}, R}^{n} c_{j+\frac{1}{2}, R}^{n}\right)
$$

Regarding the source term, once again we exploit formulas (3.3). Let us note that, thanks to formula $(3.14), z_{j+\frac{1}{2} L}=z_{j}$ and $z_{j+\frac{1}{2} R}=z_{j+1}$ as the fluctuations related to the topography are null. Finally, the discretization of the Lagrangian system (2.9) ${ }^{2}$ reads as in the first-order step, namely

$$
\left\{\begin{array}{l}
L_{j}^{n+1-} h_{j}^{n+1-}=L_{j}^{n} h_{j}^{n} \\
L_{j}^{n+1-}(h u)_{j}^{n+1-}=L_{j}^{n}(h u)_{j}^{n}-\frac{\Delta t}{\Delta x}\left(\Pi_{j+\frac{1}{2}}^{*}-\Pi_{j-\frac{1}{2}}^{*}\right)+\Delta t s_{j}^{n}
\end{array}\right.
$$

### 3.2.2 Projection step

In this step, we exploit again a reconstructed polynomial $L \mathbf{P}$. However, in order to preserve the second-order of accuracy, it is crucial to reconstruct the Lagrangian variables $(L X)$, namely as

$$
\begin{equation*}
(L X)_{j}^{n+1-}(\xi)=(L X)_{j}^{n+1-}+\Delta_{j}^{n+1-}\left(\xi-\xi_{j}\right) \tag{3.16}
\end{equation*}
$$

with the slope $\Delta_{j}^{n+1-}=\Delta_{j}^{n+1-}\left((L X)_{j-1}^{n+1-},(L X)_{j}^{n+1-},(L X)_{j+1}^{n+1-}\right)$ and where the variable $X$ denotes $h, h u$ and $u$. Then, the updating formula for $X=h$ and $X=h u$ are given by a second-order approximation of the three integrals that appear in (3.7. This is achieved by using the mid-point rule, thus we get

$$
\begin{equation*}
X_{j}^{n+1-}=(L X)_{j}^{n+1-}-\frac{\Delta t}{\Delta x}\left(u_{j+\frac{1}{2}}^{*}(L X)_{j+\frac{1}{2}}^{n+1-}\left(\frac{\xi_{j+\frac{1}{2}}+\hat{\xi}_{j+\frac{1}{2}}}{2}\right)-u_{j-\frac{1}{2}}^{*}(L X)_{j-\frac{1}{2}}^{n+1-}\left(\frac{\xi_{j-\frac{1}{2}}+\hat{\xi}_{j-\frac{1}{2}}}{2}\right)\right) \tag{3.17}
\end{equation*}
$$

where we use the upwind definition

$$
(L X)_{j-\frac{1}{2}}^{n+1-}(\xi)=\left\{\begin{array}{lll}
(L X)_{j-1}^{n+1-}(\xi) & \text { if } & u_{j-\frac{1}{2}}^{*}>0  \tag{3.18}\\
(L X)_{j}^{n+1-}(\xi) & \text { if } & u_{j-\frac{1}{2}}^{*} \leq 0
\end{array}\right.
$$

As far as the topography is concerned, we consider the weakly coupled scheme 3.11 where we naturally set

$$
\left(\frac{q_{b}}{u}\right)_{j+1 / 2}^{n+1-}=\left\{\begin{array}{lc}
\left(\frac{q_{b}}{u}\right)\left((L u)_{j+1}^{n+1-}\left(\frac{\xi_{j+\frac{1}{2}}+\hat{\xi}_{j+\frac{1}{2}}}{2}\right)\right) & \text { if } \\
u_{j+\frac{1}{2}}^{*} \leq 0 \\
\left(\frac{q_{b}}{u}\right)\left((L u)_{j}^{n+1-}\left(\frac{\xi_{j+\frac{1}{2}}+\hat{\xi}_{j+\frac{1}{2}}}{2}\right)\right) & \text { if }
\end{array} u_{j+\frac{1}{2}}^{*}>0, ~ \$\right.
$$

and $u_{j \pm \frac{1}{2}}^{*}$ is given by 3.15 .
Afterwards, for the decoupled scheme, we first define the reconstructed polynomial for the water height $h$ and the flow $h u$ at time $t^{n}$,

$$
P(X)_{j}^{n}(x)=X_{j}^{n}+\Delta_{j}^{n}\left(x-x_{j}\right)
$$

with $X=h, h u$ and $\Delta_{j}^{n}$ the slopes (either ENO or Minmod). Then, we use formula 3.10 where we impose

$$
\left(\frac{q_{b}}{u}\right)_{j+1 / 2}^{n}= \begin{cases}\left(\frac{q_{b}}{u}\right)\left(\frac{P(h u)_{j+1}^{n}\left(x_{j+\frac{1}{2}}\right)}{P(h)_{j+1}^{n}\left(x_{j+\frac{1}{2}}\right)}\right) & \text { if } \quad u_{j+\frac{1}{2}}^{*} \leq 0 \\ \left(\frac{q_{b}}{u}\right)\left(\frac{P(h u)_{j}^{n}\left(x_{j+\frac{1}{2}}\right)}{P(h)_{j}^{n}\left(x_{j+\frac{1}{2}}\right)}\right) & \text { if } \quad u_{j+\frac{1}{2}}^{*}>0\end{cases}
$$

Theorem 2. The second-order numerical scheme described preserves the "lake at rest" stationary solution (1.6).
Proof. Since we already proved the well-balanced property for the first-order scheme, it is straightforward to show it for the second-order method as well. Indeed, it is enough to observe that the slopes $\Delta_{j}^{n}=\Delta_{j}^{n}\left(\mathbf{D}_{j-1, j}^{n}, \mathbf{D}_{j, j}^{n}, \mathbf{D}_{j+1, j}^{n}\right)$ are null under the hypothesis of the "lake at rest condition" thanks to definition of the fluctuations. Hence, once again we obtain $u_{j+\frac{1}{2}}^{*}=0$ and thus $L h u_{j}^{n+1-}=h u_{j}^{n}=0, L h_{j}^{n+1-}=h_{j}^{n}, h u_{j}^{n+1}=L h u_{j}^{n+1-}=h u_{j}^{n}=0, h_{j}^{n+1}=L h_{j}^{n+1-}=h_{j}^{n}$ and $z_{j}^{n+1}=z_{j}^{n}$. Finally, it is only worth to specify that the Runge-Kutta TVD procedure automatically preserves the stationary solutions.

## 4 Two-dimensional extension

In this section, we briefly describe how we extend the proposed approach in two space dimensions using dimensional splitting. Let us first recall that if we denote $(x, y) \in \mathbb{R}^{2}$ the space variables and $\mathbf{u}=(u, v)^{T}$ the velocity vector, then the

2D shallow water system reads

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \mathbf{u})=0  \tag{4.1}\\
\partial_{t}(h \mathbf{u})+\nabla \cdot(h \mathbf{u} \otimes \mathbf{u})+\nabla p=-g h \nabla z
\end{array}\right.
$$

while the Exner equation is given by

$$
\partial_{t} z+\zeta \partial_{x} q_{b, x}+\zeta \partial_{y} q_{b, y}=0
$$

where $q_{b, x}$ and $q_{b, y}$ are the solid transport discharges in the $x$ and $y$ direction respectively. Exploiting once again the Grass model, their formula are the following,

$$
q_{b, x}=A_{g} u\left(u^{2}+v^{2}\right) \quad \text { and } \quad q_{b, y}=A_{g} v\left(u^{2}+v^{2}\right) .
$$

Notice that the "lake at rest" stationary solutions now satisfy

$$
u=0, \quad v=0 \quad \text { and } \quad \nabla(h+z)=0
$$

It is still possible to consider a Lagrangian formulation of these equations. More precisely, let us introduce the Lagrangian coordinates $\left(\xi_{1}, \xi_{2}\right)$ and consider the map : $\left(\xi_{1}, \xi_{2}\right) \rightarrow(x, y)$, with $x=x\left(\xi_{1}, \xi_{2}, t\right), y=y\left(\xi_{1}, \xi_{2}, t\right)$ and such that

$$
\begin{gathered}
\frac{\partial x}{\partial t}=u(x, y, t) \quad \text { and } \quad \frac{\partial y}{\partial t}=v(x, y, t) \\
x\left(\xi_{1}, \xi_{2}, 0\right)=\xi_{1}, \quad y\left(\xi_{1}, \xi_{2}, 0\right)=\xi_{2}
\end{gathered}
$$

We also assume that for each $t>0$, this map is invertible and its Jacobian (determinant of the Jacobian matrix) is given by

$$
L\left(\xi_{1}, \xi_{2}, t\right)=\left|\begin{array}{ll}
\partial_{\xi_{1}} x & \partial_{\xi_{2}} x \\
\partial_{\xi_{1}} y & \partial_{\xi_{2}} y
\end{array}\right|
$$

with $L\left(\xi_{1}, \xi_{2}, 0\right)=1$ and, after easy calculations,

$$
\begin{equation*}
\frac{\partial L\left(\xi_{1}, \xi_{2}, t\right)}{\partial t}=L \nabla \cdot \mathbf{u}=L \partial_{x} u+L \partial_{y} v \tag{4.2}
\end{equation*}
$$

Then, it can be shown that the Lagrangian formulation of the system writes

$$
\left\{\begin{array}{l}
\partial_{t}(L h)=0  \tag{4.3}\\
\partial_{t}(L h \mathbf{u})+L \nabla p=-g h L \nabla z
\end{array}\right.
$$

where the gradient is still taken with respect to the Eulerian variables $(x, y)$, while on the other hand we also have

$$
\partial_{t}(L \mathbf{u})-\mathbf{u} L \nabla \cdot \mathbf{u}+g L \nabla(h+z)=0
$$

which will be useful hereafter. We refer the reader to [35 37] for more details about Lagrangian coordinates in 2-dimensions.
We now give the basic formulas based on a dimensional splitting and introduce some notations. First of all, the computational domain $\Omega \subset \mathbb{R}$ is divided into $M_{x} \times M_{y}$ rectangular cells with constant space steps $\Delta x$ and $\Delta y$ in the $x$ and $y$ directions respectively. Then, the mesh interfaces are given by $x_{i+1 / 2}$ for $i \in\left\{0, \ldots, M_{x}\right\}$ and $y_{j+1 / 2}$ for $j \in\left\{0, \ldots, M_{y}\right\}$. Thus, $\varphi_{i, j}^{n}$ denotes the piecewise constant approximation of the variable $\varphi$ in the cell $\left[x_{i-1 / 2}, x_{i+1 / 2}\right) \times\left[y_{j-1 / 2}, y_{j+1 / 2}\right)$ at time $t^{n}$, namely

$$
\varphi_{i, j}^{n} \approx \frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} \int_{y_{j-1 / 2}}^{y_{j+1 / 2}} \varphi\left(x, y, t^{n}\right) d x d y
$$

## Acoustic step

Following the 1D scheme, the numerical approximation of 4.3 is taken to be

$$
\left\{\begin{array}{l}
(L h)_{i, j}^{n+1-}=(L h)_{i, j}^{n}  \tag{4.4}\\
(L h u)_{i, j}^{n+1-}=(L h u)_{i, j}^{n}-\frac{\Delta t}{\Delta x}\left(\Pi_{i+\frac{1}{2}, j}^{*}-\Pi_{i-\frac{1}{2}, j}^{*}\right)+\Delta t s_{i, j}^{1, n} \\
(L h v)_{i, j}^{n+1-}=(L h v)_{i, j}^{n}-\frac{\Delta t}{\Delta y}\left(\Pi_{i, j+\frac{1}{2}}^{*}-\Pi_{i, j-\frac{1}{2}}^{*}\right)+\Delta t s_{i, j}^{2, n}
\end{array}\right.
$$

where we have set

$$
\begin{equation*}
L_{i, j}^{n+1-}=L_{i, j}^{n}+\frac{\Delta t}{\Delta x}\left(u_{i+\frac{1}{2}, j}^{*}-u_{i-\frac{1}{2}, j}^{*}\right)+\frac{\Delta t}{\Delta y}\left(v_{i, j+\frac{1}{2}}^{*}-v_{i, j-\frac{1}{2}}^{*}\right) \tag{4.5}
\end{equation*}
$$

with

$$
\begin{align*}
& u_{i+\frac{1}{2}, j}^{*}=\frac{1}{2}\left(u_{i+1, j}^{n}+u_{i, j}^{n}\right)-\frac{1}{2 a_{i+\frac{1}{2}, j}^{n}}\left(\Pi_{i+1, j}^{n}-\Pi_{i, j}^{n}\right)-\frac{\mathcal{M}_{i+1 / 2, j}^{n}}{2 a_{i+1 / 2, j}}, \\
& v_{i, j+\frac{1}{2}}^{*}=\frac{1}{2}\left(v_{i, j+1}^{n}+v_{i, j}^{n}\right)-\frac{1}{2 a_{i, j+\frac{1}{2}}^{n}}\left(\Pi_{i, j+1}^{n}-\Pi_{i, j}^{n}\right)-\frac{\mathcal{M}_{i, j+1 / 2}^{n}}{2 a_{i, j+1 / 2}},  \tag{4.6}\\
& \Pi_{i+\frac{1}{2}, j}^{*}=\frac{1}{2}\left(\Pi_{i+1, j}^{n}+\Pi_{i, j}^{n}\right)-\frac{a_{i+\frac{1}{2}, j}^{n}}{2}\left(u_{i+1, j}^{n}-u_{i, j}^{n}\right), \\
& \Pi_{i, j+\frac{1}{2}}^{*}=\frac{1}{2}\left(\Pi_{i, j+1}^{n}+\Pi_{i, j}^{n}\right)-\frac{a_{i, j+\frac{1}{2}}^{n}}{2}\left(v_{i, j+1}^{n}-v_{i, j}^{n}\right),
\end{align*}
$$

with $a_{i+1 / 2, j}^{n}=\max \left((h c)_{i, j}^{n},(h c)_{i+1, j}^{n}\right), a_{i, j+1 / 2}^{n}=\max \left((h c)_{i, j}^{n},(h c)_{i, j+1}^{n}\right)$, while regarding the source term we have for all $j$

$$
\begin{aligned}
& s_{i, j}^{1, n}=\frac{1}{2}\left(s_{i+1 / 2, j}^{n}+s_{i-1 / 2, j}^{n}\right) \quad \text { with } \quad s_{i+1 / 2, j}^{n}=-\frac{\mathcal{M}_{i+1 / 2, j}^{n}}{\Delta x} \\
& s_{i, j}^{2, n}=\frac{1}{2}\left(s_{i, j+1 / 2}^{n}+s_{i, j-1 / 2}^{n}\right) \quad \text { with } \quad s_{i, j+1 / 2}^{n}=-\frac{\mathcal{M}_{i, j+1 / 2}^{n}}{\Delta y}
\end{aligned}
$$

with

$$
\mathcal{M}_{i+1 / 2, j}^{n}=\frac{g}{2}\left(\frac{1}{\tau_{i, j}^{n}}+\frac{1}{\tau_{i+1, j}^{n}}\right)\left(z_{i+1, j}^{n}-z_{i, j}^{n}\right), \quad \mathcal{M}_{i, j+1 / 2}^{n}=\frac{g}{2}\left(\frac{1}{\tau_{i, j}^{n}}+\frac{1}{\tau_{i, j+1}^{n}}\right)\left(z_{i, j+1}^{n}-z_{i, j}^{n}\right) .
$$

It is clear that the numerical scheme (4.6) is a natural extension of the one used for the one-dimensional system.

## Projection step

As before, the second step of the Lagrange-projection scheme consists in projecting the solution obtained at the end of the acoustic step onto the Eulerian grid, that is to say in approximating the transport system

$$
\partial_{t} \varphi+\mathbf{u} \cdot \nabla \varphi=0
$$

or equivalently

$$
\partial_{t} \varphi+\nabla \cdot(\varphi \mathbf{u})-\varphi \nabla \cdot \mathbf{u}=0,
$$

where we assumed $\varphi=h, h u, h v$. Here and analogously to the 1D formulation (3.9), we simply set

$$
\begin{equation*}
\varphi_{i, j}^{n+1}=(L \varphi)_{i, j}^{n+1-}-\frac{\Delta t}{\Delta x}\left(u_{i+\frac{1}{2}, j}^{*}(L \varphi)_{i+\frac{1}{2}, j}^{n+1-}-u_{i-\frac{1}{2}, j}^{*}(L \varphi)_{i-\frac{1}{2}, j}^{n+1-}\right)-\frac{\Delta t}{\Delta y}\left(v_{i, j+\frac{1}{2}}^{*}(L \varphi)_{i, j+\frac{1}{2}}^{n+1-}-v_{i, j-\frac{1}{2}}^{*}(L \varphi)_{i, j-\frac{1}{2}}^{n+1}\right), \tag{4.7}
\end{equation*}
$$

where

$$
(L \varphi)_{i-\frac{1}{2}, j}^{n+1-}=\left\{\begin{array}{lll}
(L \varphi)_{i-1, j}^{n+1-} & \text { if } & u_{i-\frac{1}{2}, j}^{*}>0 \\
(L \varphi)_{i, j}^{n+1-} & \text { if } & u_{i-\frac{1}{2}, j}^{*} \leq 0,
\end{array} \quad \text { and } \quad(L \varphi)_{i, j-\frac{1}{2}}^{n+1-}=\left\{\begin{array}{lll}
(L \varphi)_{i, j-1}^{n-1} & \text { if } & v_{i, j-\frac{1}{2}}^{*}>0 \\
(L \varphi)_{i, j}^{n+1-} & \text { if } & v_{i, j-\frac{1}{2}}^{*} \leq 0 .
\end{array}\right.\right.
$$

The Exner equation. As a natural extension of 3.11), we set

$$
z_{i, j}^{n+1}=z_{i, j}^{n}-\zeta \frac{\Delta t}{\Delta x}\left(u_{i+\frac{1}{2}, j}^{*}\left(\frac{q_{b, x}}{u}\right)_{i+\frac{1}{2}, j}^{n+1-}-u_{i-\frac{1}{2}, j}^{*}\left(\frac{q_{b, x}}{u}\right)_{i-\frac{1}{2}, j}^{n+1-}\right)-\zeta \frac{\Delta t}{\Delta y}\left(v_{i, j+\frac{1}{2}}^{*}\left(\frac{q_{b, y}}{v}\right)_{i, j+\frac{1}{2}}^{n+1-}-v_{i, j-\frac{1}{2}}^{*}\left(\frac{q_{b, y}}{v}\right)_{i, j-\frac{1}{2}}^{n+1-}\right)
$$

with
$\left(\frac{q_{b, x}}{u}\right)_{i+1 / 2, j}^{n+1-}=\left\{\begin{array}{lll}\left(\frac{q_{b, x}}{u}\right)\left((L \mathbf{u})_{i+1, j}^{n+1-}\right) & \text { if } \quad u_{i+1 / 2, j}^{*} \leq 0 \\ \left(\frac{q_{b, x}}{u}\right)\left((L \mathbf{u})_{i, j}^{n+1-}\right) & \text { if } \quad u_{i+1 / 2, j}^{*}>0,\end{array} \quad\right.$ and $\quad\left(\frac{q_{b, y}}{v}\right)_{i, j+1 / 2}^{n+1-}= \begin{cases}\left(\frac{q_{b, y}}{v}\right)\left((L \mathbf{u})_{i, j+1}^{n+1-}\right) & \text { if } \\ v_{i, j+1 / 2}^{*} \leq 0 \\ \left(\frac{q_{b, y}}{v}\right)\left((L \mathbf{u})_{i, j}^{n+1-}\right) & \text { if } \quad v_{i, j+1 / 2}^{*}>0,\end{cases}$
where a possible discretization of the evolution equations for $L u$ and $L v$ read

$$
(L u)_{i, j}^{n+1-}=(L u)_{i, j}^{n}+\Delta t \frac{u_{i+1, j}+u_{i, j}}{2}\left(\frac{1}{\Delta x}\left(u_{i+\frac{1}{2}, j}^{*}-u_{i-\frac{1}{2}, j}^{*}\right)+\frac{1}{\Delta y}\left(v_{i, j+\frac{1}{2}}^{*}-v_{i, j-\frac{1}{2}}^{*}\right)\right)-\Delta t \frac{\hat{s}_{i+\frac{1}{2}, j}+\hat{s}_{i-\frac{1}{2}, j}}{2}
$$

and

$$
(L v)_{i, j}^{n+1-}=(L v)_{i, j}^{n}+\Delta t \frac{v_{i, j+1}+v_{i, j}}{2}\left(\frac{1}{\Delta x}\left(u_{i+\frac{1}{2}, j}^{*}-u_{i-\frac{1}{2}, j}^{*}\right)+\frac{1}{\Delta y}\left(v_{i, j+\frac{1}{2}}^{*}-v_{i, j-\frac{1}{2}}^{*}\right)\right)-\Delta t \frac{\hat{s}_{i, j+\frac{1}{2}}+\hat{s}_{i, j-\frac{1}{2}}}{2}
$$

where $\hat{s}_{i+\frac{1}{2}, j}=g\left((h+z)_{i+1, j}-(h+z)_{i, j}\right) / \Delta x$ and $\hat{s}_{i, j+\frac{1}{2}}=g\left((h+z)_{i, j+1}-(h+z)_{i, j}\right) / \Delta y$.

## 2 D extension of the second-order scheme

We now briefly discuss the extension of the second-order scheme, distinguishing among the Exner equation and the Lagrangian and projection steps for the shallow water system. Once again we reach the second order of accuracy in time exploiting the Runge-Kutta procedure, which is applied to the Lagrangian and projection step together. As expected, the overall strategy is analogous to what we have done for the 1D case.

Regarding the Lagrangian step, we proceed as usual and compute the numerical fluxes $u_{i+\frac{1}{2}, j}^{*}, v_{i, j+\frac{1}{2}}^{*}, \Pi_{i+\frac{1}{2}, j}^{*}$ and $\Pi_{i, j+\frac{1}{2}}^{*}$, but also the speeds $a_{i+1 / 2, j}$ and $a_{i, j+1 / 2}$ using left and right interfaces values defined by means of reconstructed polynomials as in the 1D case, namely

$$
\begin{equation*}
\mathbf{V}_{i+1 / 2 L, j}^{n}=\mathbf{V}_{i, j}^{n}+\Delta_{i, j}^{x, t} \frac{\Delta x}{2}, \quad \mathbf{V}_{i+1 / 2 R, j}^{n}=\mathbf{V}_{i+1, j}^{n}-\Delta_{i+1, j}^{x, t} \frac{\Delta x}{2} \tag{4.8}
\end{equation*}
$$

in the $x$ direction, and

$$
\begin{equation*}
\mathbf{V}_{i, j+1 / 2 L}^{n}=\mathbf{V}_{i, j}^{n}+\Delta_{i, j}^{y, t} \frac{\Delta y}{2}, \quad \mathbf{V}_{i, j+1 / 2 R}^{n}=\mathbf{V}_{i, j+1}^{n}-\Delta_{i, j+1}^{y, t} \frac{\Delta y}{2} \tag{4.9}
\end{equation*}
$$

along the $y$ axis, where we have set $\mathbf{V}=(h, h u, h v)^{T}$. At this stage, we only need to define the slopes $\Delta_{i, j}^{x, t}, \Delta_{i, j}^{y, t}$ which are computed exactly as in the 1D case thanks to the definition of fluctuations in the $x$, respectively $y$, direction and considering that the $y=y_{j}$, resp. $x=x_{i}$, is fixed and using reconstructed stationary solutions direction by direction. The details are left to the reader. In particular, such a strategy guarantees the well-balanced property of the numerical scheme, since the slopes turn out to be null under the "lake at rest" conditions.

Regarding the transport step, we consider a direct 2D extension of 3.17) namely

$$
\begin{aligned}
X_{i, j}^{n+1}= & (L X)_{i, j}^{n+1-}-\frac{\Delta t}{\Delta x}\left(u_{i+\frac{1}{2}, j}^{*}(L X)_{i+\frac{1}{2}, j}^{n+1-}\left(\frac{\xi_{1, i+\frac{1}{2}}+\hat{\xi}_{1, i+\frac{1}{2}}}{2}\right)-u_{i-\frac{1}{2}, j}^{*}(L X)_{i-\frac{1}{2}, j}^{n+1-}\left(\frac{\xi_{1, i-\frac{1}{2}}+\hat{\xi}_{1, i-\frac{1}{2}}}{2}\right)\right) \\
& -\frac{\Delta t}{\Delta y}\left(v_{i, j+\frac{1}{2}}^{*}(L X)_{i, j+\frac{1}{2}}^{n+1-}\left(\frac{\xi_{2, j+\frac{1}{2}}+\hat{\xi}_{2, j+\frac{1}{2}}}{2}\right)-v_{i, j-\frac{1}{2}}^{*}(L X)_{i, j-\frac{1}{2}}^{n+1-}\left(\frac{\xi_{2, j-\frac{1}{2}}+\hat{\xi}_{2, j-\frac{1}{2}}}{2}\right)\right),
\end{aligned}
$$

where we have used clear notations which are based on classical first-order polynomial reconstructions of the Lagrangian unknowns $(L X)$ in each direction as in the 1D case, with $X=h, h u, h v$.

Finally, exploiting also the reconstructed values for $L u$ and $L v$ and using again classical notations, we suggest a direct 2D extension of 3.11 namely
$z_{i, j}^{n+1}=z_{i, j}^{n}-\zeta \frac{\Delta t}{\Delta x}\left(u_{i+1 / 2, j}^{*}\left(\frac{q_{b, x}}{u}\right)_{i+1 / 2, j}^{n+1-}-u_{i-1 / 2, j}^{*}\left(\frac{q_{b, x}}{u}\right)_{i-1 / 2, j}^{n+1-}\right)-\zeta \frac{\Delta t}{\Delta y}\left(v_{i, j+1 / 2}^{*}\left(\frac{q_{b, y}}{v}\right)_{i, j+1 / 2}^{n+1-}-u_{i, j-1 / 2}^{*}\left(\frac{q_{b, y}}{v}\right)_{i, j-1 / 2}^{n+1-}\right)$
with a natural definition for the numerical fluxes $\frac{q_{b, x}}{u}$ and $\frac{q_{b, y}}{v}$. Again, the details are left to the reader since there is no ambiguity.

To conclude this 2D section, let us mention that both the schemes described here preserve the "lake at rest" stationary solutions. The proof is analogous to the one seen in 1D.

## 5 Numerical results

This section is devoted to the presentation of the simulations and outputs of the numerical schemes we described so far. Regarding the 1D time step value, at each time $t^{n}$ we compute two different time steps, one for the acoustic system and the other for the transport part, which respectively read

$$
\Delta t \leq \mathrm{CFL}_{l} \frac{\Delta x}{\max _{j}\left\{\max \left(\tau_{j}^{n}, \tau_{j+1}^{n}\right) a_{j+\frac{1}{2}}\right\}}
$$

and

$$
\Delta t \leq \mathrm{CFL}_{t} \frac{\Delta x}{\max _{j}\left\{u_{j-\frac{1}{2}}^{+}-u_{j+\frac{1}{2}}^{-}\right\}}
$$

where $\mathrm{CFL}_{l}$ and $\mathrm{CFL}_{t}$ are respectively the CFL number for the Lagrangian and the transport system, and

$$
u_{j-\frac{1}{2}}^{+}=\max \left(u_{j-\frac{1}{2}}^{*}, 0\right) \quad \text { and } \quad u_{j+\frac{1}{2}}^{-}=\min \left(u_{j+\frac{1}{2}}^{*}, 0\right)
$$

Then, the final time step is taken as the minimum between the two. If working in 2 D , the acoustic time step is automatically extended, it is enough to consider both directions, while the transport time step reads

$$
\Delta t \leq \mathrm{CFL}_{t} \min _{i, j}\left\{\left\{\frac{u_{i-\frac{1}{2}, j}^{+}-u_{i+\frac{1}{2}, j}^{-}}{\Delta x}+\frac{v_{i, j-\frac{1}{2}}^{+}-v_{i, j+\frac{1}{2}}^{-}}{\Delta y}\right\}^{-1}\right\}
$$

Finally, if not otherwise specified, we take $\zeta=1, q_{b}=A_{g} u^{3}$ with $A_{g}=0.005$ for the Exner equation, and transmissive boundary conditions. For the CFL number we use $\mathrm{CFL}_{l}=0.45$ and $\mathrm{CFL}_{l}=0.25$ for the first and second order schemes respectively, while $\mathrm{CFL}_{t}=1$. When the 1 D reference solution is inserted, it is computed exploiting the second-order scheme with decoupled approximation 3.10 for the Exner equation. Then, $M=2000$ cells are used, where $\Delta x=\frac{L}{M}$ with $L$ the length of the channel.

### 5.1 Test of order of accuracy

Here we test the order of accuracy of the numerical schemes described previously. Let us consider a channel of length $L=20 m, A_{g}=0.3, m=3$. The initial condition is given by null velocity and

$$
\left\{\begin{array}{l}
z_{I C}=0.1-0.01 e^{-(x-10)^{2}} \\
h_{I C}=2-0.1 e^{-(x-10)^{2}}
\end{array}\right.
$$

We refer to paper [10] for this test case. The reference solution is computed using $M=4096$ cells and second order decoupled method. In table 1 we inserted the error in norm $\mathbf{L}^{1}$ and the empirical order of accuracy (EOA) for the water height $h$, the discharge $q$ and the topography $z$ of both the weakly coupled and decoupled approach. We can see that both schemes reach the second order of accuracy as expected.

| Method | Mesh $M$ | Variable | $\operatorname{err} \mathbf{L}^{1}$ | $O\left(\mathbf{L}^{1}\right)$ | Variable | $\operatorname{err} \mathbf{L}^{1}$ | $O\left(\mathbf{L}^{1}\right)$ | Variable | $\operatorname{err} \mathbf{L}^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Decoupled | 64 | $h$ | 0.0268 | - | $h u$ | 0.1175 | - | $z$ | $0.1792 \times 10^{-3}$ |
|  | 128 |  | 0.0083 | 1.6953 |  | 0.0354 | 1.7320 | - | $0.0544 \times 10^{-3}$ |
|  | 256 |  | 0.0027 | 1.6185 |  | 0.0115 | 1.6249 | $0.0182 \times 10^{-3}$ | 1.5785 |
|  | 512 |  | 0.0007 | 1.8756 |  | 0.0031 | 1.8782 | $0.0050 \times 10^{-3}$ | 1.8761 |
| Weakly coupled | 64 |  |  | 0.0002 | 1.9781 |  | 0.0008 | 1.9818 | $0.0012 \times 10^{-3}$ |
| 1.9932 |  |  |  |  |  |  |  |  |  |
|  | 128 |  | 0.0268 | - | $h u$ | 0.1175 | - | $z$ | $0.1824 \times 10^{-3}$ |
|  | 256 |  | 0.0083 | 1.6955 |  | 0.0354 | 1.7320 | $0.0550 \times 10^{-3}$ | 1.7296 |
|  | 512 |  | 0.0027 | 1.6182 |  | 0.0115 | 1.6248 | $0.0183 \times 10^{-3}$ | 1.5890 |
|  | 1024 |  | 0.0002 | 1.8785 |  | 0.0031 | 1.8781 | $0.0050 \times 10^{-3}$ | 1.8734 |
|  |  |  |  | 0.0008 | 1.9818 | $0.0013 \times 10^{-3}$ | 1.9792 |  |  |

Table 1: Errors and empirical convergence rates for norm $\mathbf{L}^{1}$. Mesh of size $M=(64,128,256,512,1024,2048), C F L=0.25$. Second-order decoupled and weakly coupled numerical schemes.

### 5.2 1D Riemann problem: dam break on movable bottom

For this Riemann problem we refer to [2]. The length of the channel is $L=10 \mathrm{~m}$ and the dam is placed in the middle. The ending time is $t_{\text {end }}=1 \mathrm{~s}$. The initial condition is given by null velocity, flat topography and water height $h_{L}=2 \mathrm{~m}$ if $x<L / 2, h_{R}=0.125 m$ if $x>L / 2$. In figure 1 we insert the numerical results given by the first-order weakly coupled scheme exploiting two different meshes, in particular $M=200$ and $M=2000$ cells. In the second case, we observe that the first-order solution converges towards the reference one, while for $M=200$ the solution is less accurate in the plateau zone when considering the topography $z$. On the other hand, no spurious oscillations appear.

Next, in figure 2 we insert the results for the decoupled and weakly coupled second order numerical methods for different mesh sizes, $M=100, M=200$ and $M=500$ cells . These two schemes give similar results and, in the topography outputs of both of them, we note some oscillations which decrease as we refine the mesh. We also observe that these oscillations are more accentuated in the decoupled scheme outputs. This is indeed expected as in the decoupled scheme the topography is not coupled with the hydrodynamic model.

### 5.3 1D sub-critical and supercritical regions

For the following two numerical tests we refer to paper [26]. As initial condition we consider the sub-critical steady state

$$
\left\{\begin{array}{l}
h u(x, t=0)=0.5 \\
z(x, t=0)=0.1\left(1+e^{-(x-5)^{2}}\right) \\
\frac{u^{2}}{2}+g(h+z)=6.386,
\end{array}\right.
$$

while the length of the channel is $L=10.0 \mathrm{~m}$. In figure 3 we insert the results of the first and second-order numerical schemes computed with $M=200$. We consider both $A_{g}=0.005$ (top) and $A_{g}=0.07$ (bottom). In both cases, the results are satisfying. In work [26], the authors noted as a splitting numerical scheme could produce oscillations in the solution of this numerical test, but to reduce the CFL number could remedy the problem. By splitting numerical scheme, they mean a method which solves before the shallow water system for a fixed topography, and then update the bed level according to the Exner equation. For our method it is not necessary to further decrease the CFL due to the Lagrange-projection splitting whose numerical diffusion is sufficient as coming from both steps. Then, in the same paper [26], the authors presented another test case in which the oscillations of the numerical solution of the splitting method could not be removed, even reducing the CFL number. In figure 4 we show that our solution does not present any oscillation. The decoupled method outputs are not reported as they are very close to the weakly coupled ones. For this last test case, the coefficient $A_{g}$ is kept null until time $t=15 s$ is reached, then the value $A_{g}=0.0005$ is used. As IC we considered

$$
\left\{\begin{array}{l}
h u(x, t=0)=0.6 \\
z(x, t=0)=0.1\left(1+e^{-(x-5)^{2}}\right) \\
h(x, t=0)+z(x, t=0)=0.4 .
\end{array}\right.
$$

Note that in this test case we have both sub-critical and supercritical regions.


Figure 1: RP: dam break on movable bottom; free surface (up) and bed level (bottom). Reference solution (red) and first-order weakly coupled solution (blue). $M=200$ cells (up) and $M=2000$ cells (bottom).


Figure 2: RP: dam break on movable bottom; free surface (up) and bed level (bottom). "Decoupled" (bottom) and "weakly coupled" (up) solutions. Mesh of size $M=100$ (blue line), $M=200$ (magenta line) and $M=500$ (green line) cells. Red line for reference solution.


Figure 3: Flow over a movable bump; bed level $z$ and free surface $z+h$. First (blue) and second-order (magenta) weakly coupled solutions with $M=200$ cells. Reference solution in red.


Figure 4: Free surface and bed level, $M=200$ cells. Reference solution (red) and first-order weakly coupled solution (blue).

Time: 0.2000s



Figure 5: Propagation of perturbation; bed level $z$ and free surface $z+h$ (top), velocity (bottom). First (blue) and second-order (magenta) weakly coupled solutions with $M=200$ cells. Reference solution in red.

### 5.4 1D "lake at rest" solution and perturbation

This numerical test is useful to check the well-balanced property of the numerical scheme as we start considering a stationary solution and then we insert some perturbations. For the numerical tests of this section, see [22]. Thus, let us consider as initial condition null velocity, $h(x, t=0)+z(x, t=0)=3 m$ and

$$
z(x, t=0)= \begin{cases}2+0.25(\cos (10 \pi(x-0.5))+1) & \text { if } 1.4<x<1.6 \\ 2 & \text { otherwise }\end{cases}
$$

The length of the channel is $L=2.0 \mathrm{~m}$. Both first and second-order schemes maintain the steady state up to an error of order $10^{-15}$.

As a second step, let us introduce small perturbations, namely we impose

$$
h(x, t=0)= \begin{cases}3-z(x, t=0)+0.001 & \text { if } 1.1<x<1.2 \\ 3-z(x, t=0) & \text { otherwise }\end{cases}
$$

In figure 5 we compare the results of first and second order numerical schemes against the reference solution. We observe that the outputs are satisfying and in agreement with the ones showed in work [22], no spurious oscillations appear. Clearly, the second order results are less diffusive than the first-order one.

### 5.5 Circular dam break on wet bed

Let us now consider test problems in 2 dimensions. In this first simple test, the Exner equation is not taken into account, refer to [44]. The domain is a $L \times L$ square with $L=50 \mathrm{~m}$. Here as initial condition we consider a flat topography, null velocities in both the $x$ and $y$ directions and water height

$$
h(x, y, t=0)=\left\{\begin{array}{lll}
10 & \text { if } & r \leq 11 \mathrm{~m} \\
1 & \text { if } & r>11 \mathrm{~m}
\end{array}\right.
$$



Figure 6: 2D circular dam break on wet bed; water height (left) and its contour plot (right). 2D extension of first-order scheme solution. $M=100$ cells, $t_{\text {End }}=0.69 \mathrm{~s}$ and $\mathrm{CFL}=0.45$.
with $r=\sqrt{(x-25)^{2}+(y-25)^{2}}$. Thus, we are considering a cylindrical dam that instantaneously breaks at the beginning time $t=0 \mathrm{~s}$. The ending time $t_{\text {End }}=0.69 \mathrm{~s}$. Satisfying results of the first order scheme are reported in figure 6

### 5.6 Water drop in a basin

For this numerical test, see [4]. Here we simulate a water drop in a basin and consequently reflective boundary conditions are used. A L-side square domain with $L=20 \mathrm{~m}$ is considered. The topography is still taken flat and constant in time. At initial time we assume $\mathbf{u}=(0,0)^{t}$ and

$$
h(x, y, t=0)=2.4\left(1+e^{-0.25\left((x-10.05)^{2}+(y-10.05)^{2}\right)}\right)
$$

The outputs are shown in figure 7 at time $t=1 \mathrm{~s}, t=2 \mathrm{~s}, t=3 \mathrm{~s}$ and $t=4 \mathrm{~s}$ respectively. The results agree with the ones reported in [4]. In particular, in the same picture 7. we compare the results at time $t=4 \mathrm{~s}$ obtained using the 2D extensions of the first-order and second-order schemes. We can clearly see that the latter scheme gives less diffusive solutions under the same mesh $M=100$ cells.

### 5.7 2D squared dam break

Once again we assume flat topography constant in time. The domain is a square of side $L=200 \mathrm{~m}$. The dam position is represented in figure 8 We note a breach of length 75 m which is instantaneously opened at time $t=0$. At initial time we also have null velocities and

$$
h(x, y, t=0)=\left\{\begin{array}{lll}
10 & \text { if } & x \leq 100 \mathrm{~m} \\
5 & \text { if } & x>100 \mathrm{~m}
\end{array}\right.
$$

For more details refer to paper [44]. The results for the water height and the velocity field are shown in figure 9 and they appear to be in agreement with the reference outputs given in [44].

### 5.8 2D flow over a smooth bump

The following test problem is useful to check the well-balanced property of the scheme, see [44]. The domain is a square of side $L=1 \mathrm{~m}$ and we consider the Grass formulation for the Exner equation with $A_{g}=1$ and $\zeta=1$. At initial time we


Figure 7: Water drop in a basin; water height at time $t=0 \mathrm{~s}, t=1 \mathrm{~s}, t=2 \mathrm{~s}, t=3 \mathrm{~s}$ and $t=4 \mathrm{~s} . M=100$ cells, $\mathrm{CFL}=0.25$ and $\mathrm{CFL}=0.45$ for the 2 D extension of second and first order scheme respectively.


Figure 8: Geometry of the dam in the squared dam break test problem.
assume null velocities,

$$
z(x, y, t=0)=\max \left(0,0.25-5\left((x-0.5)^{2}+(y-0.5)^{2}\right)\right) \quad \text { and } \quad h(x, y, t=0)=0.5-z(x, y)
$$

Thus, the initial solution satisfies the "lake at rest" condition. Indeed, our 2D numerical schemes are able to preserve this kind of stationary solutions up to an error of order $10^{-15}$.

### 5.9 Conical dune of sand

This test case has been vastly used to validate numerical schemes for shallow water Exner system, here we do refer for instance to [6, 33]. When considering the Grass formulation for the sediment discharge, we take porosity $\rho_{0}=0.4$, where we recall that $\zeta=\frac{1}{1-\rho_{0}}$. The domain is a $L \times L$ square with $L=1000 \mathrm{~m}$. At time $t=0$, we impose

$$
\begin{aligned}
& z(x, y, t=0)= \begin{cases}0.1+\left(\sin \left(\frac{\pi(x-300)}{200}\right)\right)^{2}\left(\sin \left(\frac{\pi(y-400)}{200}\right)\right)^{2} & \text { if } 300 \leq x \leq 500 \quad \text { and } \quad 400 \leq y \leq 600 \\
0.1 & \text { otherwise },\end{cases} \\
& h(x, y, t=0)=10-z(x, y, t=0), \\
& u(x, y, t=0)=\frac{10}{h(x, y, 0)} \quad \text { and } \quad v(x, y, t=0)=0 .
\end{aligned}
$$

Here, as boundary conditions, we assume that at the upstream we impose $u(x, y, t)=\frac{10}{h(x, y, t)}$ while the other boundaries are usual transmissive conditions.

Then, we consider two different cases: in the first one we take $A_{g}=1$ and ending time $t_{\text {End }}=500 \mathrm{~s}$, thus we are assuming a fast interaction between the flow and the sediments. As second case, we diminish the value of $A_{g}$, namely we impose $A_{g}=0.1$, thus the strength of the interaction decreases. The outputs for these two test cases can be found in pictures 10 and 11 respectively. The result are in agreement with the ones reported in [6] even if more diffusive due to a coarser mesh size ( $M=100$ cells).


Figure 9: Squared dam break; water height (left) and contour plot and velocity field (right) at time $t=3.6 \mathrm{~s}, t=7.2 \mathrm{~s}$ and $t=10.8 \mathrm{~s}$. Dam in black. 2D extension of second order scheme with $M=100$ cells and $\mathrm{CFL}=0.25$.


Figure 10: Conical dune of sand; fast interaction $A_{g}=1$. Bed level (left) and contour plot (right) at time $t=500$ s. 2D extension of second order scheme with $M=100$ cells and CFL= 0.25 .


Figure 11: Conical dune of sand; fast interaction $A_{g}=1$. Bed level (left) and contour plot (right) at time $t=500$ s. 2D extension of second order scheme with $M=100$ cells and $\mathrm{CFL}=0.25$.

## 6 Concluding remarks

In this work a second-order well-balanced Lagrange-projection scheme for the shallow water Exner system has been presented in 1D. Two-dimensional extension is proposed as well. Numerical results proved the validity of the scheme. Generally, no oscillations are present in the numerical outputs, with the exception of one test case, in which it is shown that to slightly refine the mesh solve the mentioned problem. Further work to solve implicitly the acoustic step is required. Other strategies to take into account the Exner equation in the Lagrange-projection formalism are being explored and will be shortly submitted.
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