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Abstract

We characterize all random point measures which are in a certain sense stable
under the action of branching. Denoting by ~ the branching convolution operation
introduced by Bertoin and Mallein, and by Z the law of a random point measure on the
real line, we are interested in solutions to the fixed-point equation E = Z ~ E , with E
a random point measure distribution. Under suitable assumptions, we characterize all
solutions of this equation as shifted decorated Poisson point processes with a uniquely
defined shift.
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1 Introduction

In the recent years, the asymptotic behaviour of extremal particles in branching
processes has been the subject of a large literature. Starting from the results of Bramson
[14] and Lalley and Sellke [19] on the asymptotic behaviour of the maximum of branching
Brownian motions, the convergence in distribution of the position of the largest atom
in branching random walks was obtained by Aïdékon [4]. In both cases, the limiting
distribution was identified as a randomly shifted Gumbel distribution.

More generally, the convergence in distribution of the extremal process and the study
of the limit has been a recurrent subject of interest in the last decade. This convergence
was obtained for branching Brownian motion by Aïdékon et al. [1] and Arguin et al. [2].
Madaule [21], relying on [22], extended this convergence result to branching random
walks: the extremal process of the branching random walk converges to a randomly
shifted Poisson point process with exponential intensity, decorated by i.i.d. copies of a
random point measure. This limiting point process was referred to in [25] as a randomly
Shifted Decorated Poisson Point Process, or SDPPP.

The convergence of extremal processes to SDPPP has since been observed in a
variety of processes presenting a branching-type structure. Among these results, we can
mention
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On the branching convolution equation E = Z ~ E

• time-inhomogeneous branching Brownian motions [6, 23], in which for a process of
length t ∈ R+, the variance of particles at time s ≤ t depends continuously on s/t,

• generalized Random Energy Model [24], in which particles branch for nα steps
before displacing independently for nα steps,

• discrete Gaussian free field on the square [10], which is a Gaussian field on
Z2 ∩ [0, N ] with correlation given by the Green kernel of the random walk killed
when hitting the boundary,

• catalytic branching Brownian motion [13] in which particles move as i.i.d. Brownian
motions but can only branch in a neighbourhood of the origin,

• randomly decorated branching random walks [5], in which the extremal process of
a branching random walk is decorated by i.i.d. random variables with exponential
tail,

• reducible multitype branching Brownian motion [12], in which two types of particles
are present, particles of type 1 giving birth to particles of type 2 but not reciprocally.

In all cases the limit of the suitably translated extremal process has been proved to
converge to an SDPPP. The aim of this article is to present a unifying theory. We consider
random point measures which are in a certain sense stable under the action of branching.
We characterize these processes as SDPPP with an explicit random shift. As argued
below, such a characterization should allow to streamline proofs of convergence of
extremal processes of branching-type systems.

1.1 Point measures and branching random walks

We denote by P the set of point measures on R assigning finite mass to the interval
(0,∞). Specifically, D ∈ P if and only if D is a measure on R with an integer-valued
tail, i.e. D(x) := D((x,∞)) ∈ Z+ for every x ∈ R. Given D ∈ P we call the ranked
sequence of atoms of D the non-increasing sequence d = (dn, n ∈ N) of the positions of
the atoms of D, repeated according to their multiplicity. In order to account for finite
point measures, we write dn = −∞ if D(R) < n. In the rest of this article, we canonically
identify the point measure D with its ranked sequence of atoms d via

D =

∞∑
n=1

1{dn>−∞}δdn ⇐⇒ d = (sup{y ∈ R : D((y,∞)) < n}, n ∈ N) .

Therefore we canonically identify P with the space of non-increasing sequences in
[−∞,∞) such that limn→∞ dn = −∞, with the identification d = D. In particular, the
null measure is identified with the sequence (−∞,−∞, · · · ), and a Dirac mass at point
a ∈ R with (a,−∞,−∞, ...). We canonically endow the space of point measures with the
smallest σ-field such that the functions D 7→ dj are measurable for all j ∈ N.

Given D ∈ P and f a measurable non-negative function, we set

〈D, f〉 =

∫
fdD =

∞∑
n=1

1{dn>−∞}f(dn).

We also denote by τ the translation operator on P, defined for all y ∈ [−∞,∞) via

τyD = τyd = (dn + y, n ∈ N).

The law of a random point measure E (i.e. a random element of P) is characterized
by its Laplace functional (see e.g. [17, Section 9.4]), defined as ϕ 7→ E (exp (−〈E,ϕ〉)),
defined for ϕ ∈ T a large enough set of test functions. In this article, we denote by T the
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On the branching convolution equation E = Z ~ E

set of continuous non-negative bounded functions on R with support bounded on the left
that are not constant.

A branching random walk is a P-valued stochastic process (Zn, n ≥ 0), starting from
Z0 = δ0, that satisfies the branching property, i.e. such that for all n,m

Zn+m
(d)
=

∞∑
k=1

τzkZ
(k)
m , where (z1, z2 . . .) is the ranked sequence of atoms of Zn, (1.1)

and (Z
(k)
m , k ∈ N) are i.i.d. copies of Zm, further independent of Zn. The law of the

branching random walk can then be described by recurrence using only the law of
Z := Z1 on P, that we denote by Z. A branching random walk can be described
as a particle system on R starting from a single particle at the origin at time 0. At
each generation, every particle creates offspring around its position, according to an
independent point measure of law Z, translated by its position.

Note that in this article, we do not study branching random walks per se, rather, they
appear as a tool in the study of point measure distributions which are in a sense stable
under the action of branching.

To ensure the well-definedness of the branching random walk (Zn)n≥0 (i.e. that
Zn ∈ P for all n ∈ N a.s.), one usually further requests the non-degeneracy of the Laplace
transform of the intensity measure of Z. More precisely, we assume the existence of
θ > 0 such that

κ(θ) := log

∫
〈Z, expθ〉Z(dZ) = logE

( ∞∑
j=1

eθzj
)
<∞, (1.2)

writing expθ : z 7→ eθz. Under this assumption and the branching property, one straight-
forwardly obtains that for all n ∈ N, E (〈Zn, expθ〉) = enκ(θ), and(

〈Zn, expθ〉e−nκ(θ), n ≥ 0
)

is a non-negative martingale. (1.3)

The branching property (1.1) can be written more concisely using the notion of
branching convolution operation ~, which acts on probability distributions on P. The
branching convolution operation was introduced in [11] and some of its properties
studied there. This operation is an extension to probability distributions on P of the usual
convolution operation for measures on R. Given D and E two probability distributions
on P, their convolution D ~ E is defined as the law of the point measure

∑∞
j=1 τdjE

(j),

where (dj , j ≥ 1) is the ranked sequence of atoms of a point measure of law D and (E(j))

are i.i.d. random point measures with law E . It is easy to check that the branching
convolution operation is associative, and that the law of the Dirac measure δ0 (i.e. the
measure δδ0) is an identity. Denoting by Zn the law of Zn and by Z the law of Z = Z1,
we then have Zn = Z~n = Zn−1 ~ Z = Z ~ Zn−1.

Notation conventions. In this article, we use as much as possible the following
typographic convention when dealing with random point measures:

• calligraphic capital letters D,Z, . . . are reserved for laws of a random point mea-
sures, i.e. probability distributions on P;

• roman upper case letters D,Z, . . . are used to represent random point measures
with corresponding distribution, i.e. random variables in the space P with law D;

• roman lower case d1, z2, . . . is used to denote the positions of the largest, second
largest, etc. atoms of the point measure D;

• boldface lower case d = (dn, n ∈ N), z, . . . is used for the ranked sequence of atoms.
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1.2 Shifted decorated Poisson point processes

Given S a non-negative random variable, α > 0 and D a law on P, an SDPPP with
parameters (S, e−αxdx, D) is constructed as follows. Let (ξj , j ∈ N) denote the ranked
sequence of atoms of a Poisson point process with intensity e−αxdx and let (Di, i ∈ N) be
i.i.d. random point measures with law D. The SDPPP(S, e−αxdx, D) is the random point
measure defined as

E =

∞∑
i=1

τα−1 logS+ξiDi, (1.4)

provided that E ∈ P almost surely. Using the branching convolution operation, the law
E of the SDPPP defined in (1.4) can be written as

E = S ~ X ~D, (1.5)

where S is the law of the random point measure δα−1 logS and X is the law of the Poisson
process (ξj , j ∈ N). Remark that convolving on the left with the law of a (random) Dirac
measure precisely amounts to a shift by the position of the atom of this Dirac measure.
A systematic study of SDPPP was undergone in [25], we recall some of the properties of
these random point measures below.

The Laplace functional of an SDPPP E with parameters (S, e−αxdx, D) can be written

E
(
e−〈E,ϕ〉

)
= E

(
exp

(
−S

∫
R

e−αx(1− e−Ψϕ(x))dx

))
, (1.6)

where Ψϕ(x) = − logE
(
e−〈τxD,ϕ〉

)
and D is a random point measure with law D. Subag

and Zeitouni proved in particular that a characteristic property of SDPPP is the existence
of a non-increasing function g such that for every non-null continuous non-negative
compactly supported function ϕ, there exists Tϕ ∈ R such that

∀y ∈ R, E
(
e−〈τyE,ϕ〉

)
= E

(
e−〈E,ϕ(·+y)〉

)
= g(y − Tϕ). (1.7)

This result is stated more precisely in Theorem A below. The reader can easily check that
for the SDPPP given above, the function g(y) = E[exp(−Seαy)] satisfies these conditions.

Formula (1.4) is well-defined if and only if the law of d1 =: maxD, the position of the
largest atom in D, has an exponential moment of order α, i.e.

c := E(eαd1) =

∫
P

eαmaxDD(dD) <∞. (1.8)

Indeed, writing d(i)
1 = maxDi for all i ∈ N and recalling that (ξi, i ∈ N) are the atoms of

the Poisson point process, we straightforwardly check by Campbell’s formula that (1.8)
is equivalent to # {i ∈ N : α−1 logS + ξi + d

(i)
1 > y} <∞ a.s. for all y ∈ R. Therefore, E

is a random element of P if and only if (1.8) holds.

If (1.8) holds, we define the law D∗ on P by∫
P

f(D)D∗(dD) =

∫
P
f(τ−maxDD)eαmaxDD(dD)∫

P
eαmaxDD(dD)

(1.9)

for all measurable bounded functions f . Remark that the law D∗ is supported by
P∗ := {x ∈ P : x1 = 0}, and E is also an SDPPP(cS, e−αxdx, D∗), as one readily checks.
In other words, we can assume without loss of generality that the law of the decoration
of an SDPPP is supported on P∗.

ECP 26 (2021), paper 59.
Page 4/12

https://www.imstat.org/ecp

https://doi.org/10.1214/21-ECP431
https://imstat.org/journals-and-publications/electronic-communications-in-probability/


On the branching convolution equation E = Z ~ E

Under some integrability conditions on S (namely (2.2) below), one can recover the
law D∗ from the law of E via the following formula∫

P

f(x)D∗(dx) = lim
z→∞

E (f (τ−maxEE)|maxE ≥ z) , (1.10)

where maxE is the position of the largest atom in E. Additionally,

P(maxE ≤ z) = P
(
cS + max

j∈N
ξj ≤ x

)
= E

(
exp

(
−cSe−αz

))
, (1.11)

using that ξ1 = maxj∈N ξj follows the Gumbel distribution. As a result, given the value of
α, both the law of cS and the law of D∗ can be identified from the law of E.

1.3 Fixed points of a branching convolution equation

In this section, we introduce branching convolution equations and state the main
result of this article. Writing (zn, n ≥ 1) for the ranked sequence of atoms of Z, we
assume there exists α > 0 such that

E

( ∞∑
j=1

1{zj>−∞}

)
> 1 and E

( ∞∑
j=1

eαzj
)

= 1. (A1)

The first condition ensures that P(∀n ∈ N, Zn 6= 0) > 0, i.e. the survival of the
branching random walk with positive probability, and the second one that the pro-
cess (〈Zn, expα〉, n ≥ 1) is a non-negative martingale, that we refer to as the additive
martingale. Next, we assume one of the two following conditions holds

E

( ∞∑
j=1

zje
αzj

)
∈ (−∞, 0) and E

(
〈Z, expα〉 log+ 〈Z, expα〉

)
<∞, (A2a)

E

( ∞∑
j=1

zje
αzj

)
= 0, E

( ∞∑
j=1

z2
j e
αzj

)
<∞

and E
(
〈Z, expα〉

(
log+ 〈Z, expα〉

)2)
+ E(X̃ log+ X̃) <∞, (A2b)

where X̃ =
∑∞
j=1(zj)+e

αzj . If assumption (A2a) holds, we say that we are in the regular
case, in opposition with the boundary case when (A2b) holds, following the terminology
of [9].

Under assumption (A2a), the martingale 〈Zn, expα〉 is uniformly integrable and con-
verges a.s. to a non-degenerate limit that we denote by S (see Biggins [7], Lyons [20]),
whereas under assumption (A2b), it converges to 0 almost surely. In that situation, writ-
ing f : x 7→ xeαx, the process (〈Zn, f〉) is a (signed, non-uniformly integrable) martingale
converging almost surely to a non-degenerate, non-negative limit that we also denote by
S (see [4], [16]). This martingale is called the derivative martingale. We observe that in
both cases, the variable S satisfies

S
(d)
=

∞∑
j=1

eαzjS(j), (1.12)

where (S(j), j ∈ N) are i.i.d. copies of S that are further independent of Z.
In the rest of the article, we assume

(A2a) or (A2b) holds, (A2)
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and we write S the limit of the additive or the derivative martingale depending on
whether we are in the regular or the boundary case. Finally, we assume the branching
random walk to be non-lattice, i.e.

∀a > 0, ∀b ∈ R, P(∀j ∈ N, zj ∈ aZ+ b) < 1. (A3)

Under assumptions (A1), (A2) and (A3) we take interest in random point measures E
satisfying the following equality in distribution

E
(d)
=

∞∑
j=1

τzjE
(j), (1.13)

where (E(j), j ∈ N) are i.i.d. copies of E further independent of z = Z.
Then, denoting by Z the law of the first generation of the branching random walk, we

can reformulate the problem of identifying the solutions E to the equation in law (1.13)
as the identification of probability measures E on P satisfying

E = Z ~ E . (1.14)

The main result of the article is the following characterization of the solutions of this
fixed-point equation.

Theorem 1.1. Under assumptions (A1), (A2) and (A3), a random point measure E

satisfies (1.13) if and only if there exist c > 0 and a probability distribution D∗ on P∗

such that E is a SDPPP(cS, e−αxdx, D∗).
Equivalently, Theorem 1.1 can be reformulated as follows: under assumptions (A1),

(A2) and (A3) a distribution E on P satisfies (1.13) if and only if there exists a positive
constant c and a probability distribution D∗ on P∗, such that E = Sc ~ X ~D∗, where Sc
is the law of the random point measure δα−1 log(cS) and X is the law of a Poisson process
with intensity e−αxdx.

Remark 1.2. Note that if E is a point measure distribution satisfying (1.14), then for
any probability distribution F on P∗, the point measure defined as E = E ~ F also
satisfies (1.14), by associativity of ~. Indeed, we have Z ~ E = Z ~ E ~ F = E ~ F = E .
As a consequence, satisfying (1.14) alone is not enough to characterize the law D∗.

Theorem 1.1 can be used to characterize the law of the limit of the extremal point
measure of a branching random walk, provided that its convergence was already proved.
Using the branching property (1.1) at the first generation, i.e. with m ∈ N and n = 1,
then letting m → ∞, we deduce that the limiting point measure has to satisfy (1.13).
For example, if the extremal process of the time-inhomogeneous branching Brownian
motion studied in [23] were to converge, the limit would have to be an SDPPP, with the
normalization constant c > 0 and the decoration law D to be determined.

We conjecture that applying the branching property at its last step, i.e. for m = 1

and n ∈ N would allow to complete the characterization of the SDPPP by identifying
the limiting point measure. Hence, we are interested in solutions of the following dual
fixed-point equation:

E = E ~ Z, (1.15)

which can be written as E
(d)
=
∑∞
i=1

∑∞
j=1 δei+zij , where e is the ranked sequence of atoms

of E, a point measure of law E , and (zi, i ∈ N) are the ranked sequences of atoms of i.i.d.
copies of Z.

Conjecture 1.3. Assume (A1) and (A3) and that either (A2b) or

E

 ∞∑
j=1

zje
αzj

 ∈ (0,∞) and E
(
〈Z, expα〉 log+ 〈Z, expα〉

)
<∞. (A2c)
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There exists a law D∗ on P∗, such that the following holds: a probability distribution E
on P satisfies (1.15) if and only if there exists a non-negative random variable S̃ such
that E is the law of an SDPPP(S̃, e−αxdx, D∗).

Equivalently, this conjecture states that any point measure distribution E satisfying
E = E ~ Z can be factorized as E = S̃ ~ X ~ D∗, with D∗ uniquely defined, X the law
of a Poisson process with intensity e−αxdx, and S̃ the law of some random shift. If the
conjecture holds, then combined with Theorem 1.1, a point measure distribution such
that E = E ~ Z1 = Z2 ~ E will be uniquely defined, up to translation by a constant.

The conjecture is consistent with the convergence results obtained by Bovier and
Hartung [6] and Maillard and Zeitouni [23] for time-inhomogeneous branching Brownian
motions. In [6], the limiting point measure satisfies E = E ~ Z1 = Z2 ~ E with Z2

verifying (A2a) and Z1 verifying (A2c). In [23] the candidate limit for the extremal
process would satisfy similar equalities with both Z1 and Z2 satisfying (A2b).

Conjecture 1.3 has recently been proved by [15] for branching Brownian motions with
drift, under the analogue of assumption (A2b). They discuss in this article the possible
adaptation of the same techniques to branching random walk settings. Kabluchko [18]
obtained convergence results for branching random walks satisfying assumption (A2c)
starting from an initial condition given by a Poisson process with exponential intensity.

2 Proof of Theorem 1.1

In the rest of the article, S will stand from the limit of the additive or the derivative
martingale, depending on whether (A2a) or (A2b) hold, as in Section 1.3. The proof of
Theorem 1.1 is decomposed into two largely independent parts: we first show that for
all c > 0 and D a probability distribution on P∗, the SDPPP(cS, e−αxdx, D) is a solution
to (1.13), by straightforward computation of its Laplace transform. Then, we show that
any solution to (1.13) can be decomposed as a SDPPP, using their characterization in
[25].

2.1 Theorem 1.1: Sufficiency

As a first step towards the proof of Theorem 1.1, we observe that a randomly shifted
Poisson point process is a solution to (1.13).

Lemma 2.1. Under assumptions (A1), (A2) and (A3), for all c > 0 the law of the Cox
process E with intensity cSe−αxdx verifies (1.13).

Proof. This result is a simple consequence of the superposability property of Poisson
point process. Given (E(i), i ∈ N) i.i.d. copies of E with intensity cS(i)e−αxdx which are
further independent of Z, we observe that

∑∞
i=1 τziE

(i) is a Cox process with intensity∑∞
i=1 cS

(i)e−α(x−zi)dx = ce−αx
(∑

S(i)eαzi
)

dx. Then as S satisfies (1.12), the proof is
complete.

As a corollary, we obtain that any SDPPP(cS, e−αxdx, D) satisfies (1.13).

Corollary 2.2. Let D be a random point measure distribution on P∗ and c > 0. Under
assumptions (A1), (A2) and (A3), an SDPPP(cS, e−αxdx, D) satisfies (1.13).

Proof. It is a direct consequence of Remark 1.2. As P the law of a Cox process with
intensity cSe−αxdx satisfies (1.14), this is also the case for E = P ~ D the law of an
SDPPP(cS, e−αxdx, D).
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2.2 Theorem 1.1: Necessity

We consider in this section a random point measure E satisfying (1.13). For any test
function ϕ ∈ T, we introduce the function

Fϕ : x 7→ E
(
e−〈τxE,ϕ〉

)
, for x ∈ R.

We recall here the following consequence of [25, Theorem 10(a)].

Theorem A. Assume that for every compactly supported function ϕ ∈ T, there exists
Tϕ ∈ R such that Fϕ(x) = g(x−Tϕ), where g : x ∈ R 7→ E

(
exp

(
−Weβx

))
, for some β > 0

and W a non-negative random variable. Assume that

∀y ∈ R, lim
x→−∞

1− g(x+ y)

1− g(x)
= eβy. (2.1)

Then, there exists c > 0 such that E is an SDPPP(cW, e−βxdx,D∗), where D∗ is the limit
law constructed using the formula (1.10).

Observe that (2.1) can be rephrased in terms of the law of W , it corresponds to the
condition

λ 7→ − logE
(
e−λW

)
is regularly varying at 0 with index 1. (2.2)

The rest of the section therefore consists in proving that we are under the conditions
of application of Theorem A with W = S and β = α. We link this problem to the
characterization of the fixed point to the smoothing transform. Precisely, we say that a
measurable [0, 1]-valued function f is a fixed point of the smoothing transform associated
to the point measure Z if

∀x > 0, f(x) = E

 ∏
j∈N:zj>−∞

f(xezj )

 . (2.3)

This formalism might be better understood observing that if f is the characteristic

function of a random variable Y , then (2.3) can be rewritten Y
(d)
=
∑∞
j=1 e

zjYj , where
(Yj , j ∈ N) are i.i.d. copies of Y .

The study of fixed points of the smoothing transform under increasingly general
conditions has been the subject of a large corpus of studies, we refer to [3] and the
references therein for an overview of the literature. We will use the characterization of
fixed points of the smoothing transform obtained in that article, which can be rephrased
as follows.

Theorem B. Under assumptions (A1), (A2) and (A3), let f be a non-constant fixed point
of the smoothing transform, satisfying (2.3). Suppose furthermore that f satisfies one of
the two following conditions:

1. f is left-continuous and non-increasing, or

2. f(0) = 1, f(t)→ 1 as t→ 0, and log(1− f(e−z)) is uniformly continuous on [K,∞)

for some K > 0.

Then there exists h > 0 such that f(t) = E(e−hSt
α

) for all t > 0.

With these two results in our hands, we can now prove the necessity part of Theo-
rem 1.1. We begin with the following lemma.

Lemma 2.3. Let ϕ ∈ T be non-decreasing. Under assumptions (A1), (A2) and (A3) there
exists Tϕ ∈ R such that Fϕ(x) = E

(
exp

(
−Seα(x−Tϕ)

))
.
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Proof. For all t ≥ 0, we set f(t) = Fϕ(log t). Using (1.13), we have

E

 ∏
j≥1:zj>−∞

f(tezj )

 = E

exp

−∑
j≥1

〈
τzj+log tE

(j), ϕ
〉

= E

exp

−〈τlog t

∑
j≥1

τzjE
(j), ϕ

〉
= E (exp (−〈τlog tE,ϕ〉)) = f(t).

Additionally, as ϕ is continuous and non-decreasing, we obtain that f is non-increasing,
and continuous by the dominated convergence theorem.

Hence, by Theorem B, there exists h > 0 such that

f(t) = E(e−hSt
α

) = E
(

exp
(
−Seα(log t−Tϕ)

))
,

setting Tϕ = (log h)/α. This finishes the proof.

For all x ∈ R, we set

g(x) = E (exp (−Seαx)) . (2.4)

We note that g is a continuous and decreasing function. Lemma 2.3 shows that for any
non-decreasing function ϕ ∈ T, there exists Tϕ ∈ R such that for all z ∈ R, we have
E (exp (−〈τzE,ϕ〉)) = g(t− Tϕ). We recall the asymptotic behaviour of g as t→ 0.

Theorem C. Under assumptions (A1), (A2) and (A3), we have

g(z) =

{
1− eαz(1 + o(1)) if (A2a) holds

1 + αzeαz(1 + o(1)) if (A2b) holds
as z → −∞.

Proof. The asymptotic behaviour of g(z) as z → −∞ under assumption (A2a) is a direct
consequence of the fact that E(S) = 1 as the martingale (〈Zn, expα〉) is uniformly
integrable, see Section 1.3. Under assumption (A2b), we use [8, Theorem 2.1] to
compute an equivalent for 1− g(z) as z → −∞.

Using Lemma 2.3 and Theorem C, we can obtain estimates on the law of E. In
particular, we obtain the law of maxE.

Proposition 2.4. There exists cm > 0 such that P(maxE ≤ x) = E
(
e−cmSe

−αx
)

for all

x ∈ R. In particular, z 7→ − logP(maxE > z) is uniformly continuous on [K,∞) for some
K large enough.

Proof. For λ > 0, we set ϕλ(x) = max(0,min(1, λx)). Applying the monotone convergence
theorem, for all z ∈ R and µ > 0, we have limλ→∞ Fµϕλ(z) = E

(
e−µE((−z,∞))

)
. By

Lemma 2.3, for all λ, µ ≥ 0, there exists Tλ,µ such that Fµϕλ(z) = g(z−Tλ,µ). Indeed, as g
is continuous, decreasing and limz→−∞ g(z) = 1, we have Tλ,µ = −g−1(Fµϕλ(0)). As g−1

is continuous, Tλ,µ converges, as λ→∞ to T∞,µ = −g−1
(
E
(
e−µE((0,∞))

))
. As a result,

we deduce that for all µ > 0, we have

∀z ∈ R, E
(
e−µE((−z,∞))

)
= g (z − T∞,µ) . (2.5)

Letting µ→∞ and using again the monotone convergence theorem, we have

∀z ∈ R, P(maxE ≤ −z) = g (z − T∞,∞) ,
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with T∞,∞ = −g−1(P(maxE ≤ 0)). We deduce that P(maxE ≤ x) = E
(
e−cmSe

−αx
)

, by

definition of g, where we have set cm = e−αT∞,∞ . Then by Theorem C, we have

− log(1− g(−z)) =

{
αz + o(1) if (A2a) holds

αz − log(αz) + o(1) if (A2b) holds
as z →∞.

Thus z 7→ − logP(maxE ≥ z) is uniformly continuous on [K,∞), for some K, using the
Heine–Cantor theorem and the above asymptotic.

Using Lemma 2.3, we also prove that the law of the number of points to the right of z
conditioned on maxE ≥ z converges as z →∞.

Corollary 2.5. There exists a probability measure ν on N such that

∀k ∈ N, lim
z→∞

P(E((z,∞)) = k|E((z,∞)) > 0) = ν(k).

Proof. We recall from (2.5) in the proof of Proposition 2.4 that for all µ > 0, we have

∀z ∈ R, E
(
e−µE((z,∞))

)
= g(−z − T∞,µ),

with T∞,µ = −g−1
(
E
(
e−µE((0,∞))

))
. As g is decreasing on R, we observe that T∞,µ

decreases from∞ to T∞,∞ on (0,∞).
As a result, we obtain

E
(

1− e−µE((z,∞))
∣∣∣E((z,∞)) > 0

)
=

1− g(−z − T∞,µ)

1− g(−z − T∞,∞)
.

Letting z →∞ and using Theorem C, we obtain

lim
z→∞

E
(

1− e−µE((z,∞))
∣∣∣E((z,∞)) > 0

)
= e−α(T∞,µ−T∞,∞).

It yields

lim
z→∞

E
(
e−µE((z,∞))

∣∣∣E((z,∞)) > 0
)

= 1− e−α(T∞,µ−T∞,∞). (2.6)

Therefore, the Laplace transform of the law of E((z,∞)), conditionally on E((z,∞)) > 0,
converges pointwise to a continuous function. As a result, we deduce that E((z,∞))

converges in distribution to an integer-valued random variable X with Laplace transform
E(e−µX) = 1− e−α(T∞,µ−T∞,∞).

We now turn to proving that for any ϕ ∈ T, the function Fϕ(log t) is uniformly
continuous in a neighbourhood of∞, so Theorem B can be used again to characterize
the Laplace transform Fϕ.

Lemma 2.6. Let ϕ be a compactly supported function in T. Under assumptions (A1), (A2)
and (A3) there exists Tϕ ∈ R such that

∀x ∈ R, Fϕ(x) = E
(

exp
(
−Seα(x−Tϕ)

))
.

Proof. Without loss of generality, we assume that the support of ϕ ∈ T is a compact
subset of (0,∞). Similarly to the previous proof, we set f(t) = Fϕ(log t) for all t > 0.
Then with (1.13), we have f(t) = E(

∏
j≥1:zj>−∞ f(tezj )), hence f is a fixed point of the

smoothing transform. By dominated convergence, t 7→ f(t) is continuous, hence to apply
Theorem B, it is enough to prove that

h : z 7→ − log(1− f(e−z)) = − logE
(

1− e−〈τ−zE,ϕ〉
)
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is uniformly continuous on [K,∞) for some K > 0.
Using that ϕ has support in R+, for all z ∈ R+, we have

E
(

1− e−〈τ−zE,ϕ〉
)

= E
(

1− e−〈τ−zE,ϕ〉
∣∣∣maxE > z

)
P(maxE > z).

Therefore, for all 0 ≤ z ≤ z′, we have

h(z)− h(z′) = log
E
(

1− e−〈τ−z′E,ϕ〉
)

E
(

1− e−〈τ−zE,ϕ〉
) = log

E
(

1− e−〈τ−z′E,ϕ〉
∣∣∣maxE > z

)
E
(

1− e−〈τ−zE,ϕ〉
∣∣∣maxE > z

) (2.7)

We note that by Corollary 2.5, we have

1 ≥ lim sup
z→∞

E
(

1− e−〈τ−zE,ϕ〉
∣∣∣maxE > z

)
≥ lim inf

z→∞
E
(

1− e−〈τ−zE,ϕ〉
∣∣∣maxE > z

)
≥ 1− lim

z→∞
E
(
e−‖ϕ‖∞E((z,∞))

∣∣∣maxE > z
)
> η (2.8)

for some η > 0, using that ‖ϕ‖∞ > 0 as ϕ ∈ T.
For all δ > 0, we set ω(δ) = supy≥0,y′≥0,|y′−y|<δ |ϕ(y′)−ϕ(y)|. We have limδ→0 ω(δ) = 0,

by uniform continuity of ϕ. Then, using the tightness of the law of E((z,∞)) conditionally
on maxE > z, for all ε > 0, there exists A > 0 such that∣∣∣E(1− e−〈τ−z′E,ϕ〉

∣∣∣maxE > z
)
− E

(
1− e−〈τ−zE,ϕ〉

∣∣∣maxE > z
)∣∣∣

≤ E
(∣∣∣e−〈τ−z′E,ϕ〉 − e−〈τ−zE,ϕ〉∣∣∣1{E((z,∞))≤A}

∣∣∣maxE > z
)

+ ε

≤ E
(
e−〈τ−zE,ϕ〉

∣∣∣eω(δ)E((z,∞)) − 1
∣∣∣1{E((z,∞))≤A}

∣∣∣maxE > z
)

+ ε ≤ (eω(δ)A − 1) + ε.

Thus, choosing δ > 0 small enough, for all z, z′ ∈ R+ with |z − z′| ≤ δ, (2.7) yields

|h(z′)− h(z)| ≤

∣∣∣∣∣log

(
1− 2ε

E
(
1− e−〈τ−zE,ϕ〉

∣∣maxE > z
))∣∣∣∣∣ .

As a result, in view of (2.8), there existsK > 0 large enough such that |h(z′)−h(z)| ≤ 4ε/η

for all z, z′ > K with |z′ − z| < δ. This proves the uniform continuity of h. Then, applying
Theorem B, there exists Tϕ ∈ R such that Fϕ(z) = g(z − Tϕ) for all z ∈ R.

Proof of necessity part of Theorem 1.1. Let E be a random point measure satisfying
(1.13). By Lemma 2.6, for any ϕ ∈ T with compact support, there exists Tϕ ∈ R such that

E (exp (−〈τzE,ϕ〉)) = E
(
e−Se

α(z−Tϕ)
)

= g(z − Tϕ).

By Theorem C, the function g satisfies (2.1), hence by Theorem A, there exists c > 0 such
that E is a SDPPP(cS, e−αxdx, D∗), with D∗ the distribution defined in (1.10).
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