
HAL Id: hal-03250113
https://hal.science/hal-03250113

Submitted on 27 Sep 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Framework for Comparative Analysis of Intention
Mining Approaches

Rébecca Déneckère, Elena Kornyshova, Charlotte Hug

To cite this version:
Rébecca Déneckère, Elena Kornyshova, Charlotte Hug. A Framework for Comparative Analysis of
Intention Mining Approaches. International Conference on Research Challenges in Information Science
(RCIS), May 2021, Limassol, Cyprus. pp.20-37, �10.1007/978-3-030-75018-3_2�. �hal-03250113�

https://hal.science/hal-03250113
https://hal.archives-ouvertes.fr


A Framework for Comparative Analysis of Intention 

Mining Approaches 

Rébecca Déneckère 1, Elena Kornyshova2, and Charlotte Hug1 

1 CRI, Université Paris 1 Panthéon Sorbonne, Paris, France 
2 CEDRIC, Conservatoire National des Arts et Métiers, Paris, France 

rebecca.deneckere@univ-paris1.fr, elena.kornyshova@cnam.fr 

Abstract. Intention Mining has the purpose to manipulate of large volumes of data, 

integrate information from different sources and formats and extract useful insights 

as facts from this data in order to discover users’ intentions. It is used in different 

fields: Robotics, Network forensics, Security, Bioinformatics, Learning, Map Vis-

ualization, Game, etc. There is actually a large variety of intention mining tech-

niques applied to different domains as information retrieval, security, robotics, etc. 

However, no systematic review had been conducted on this recent research domain. 

There is a need to understand what is Intention Mining, what is its purpose, what 

are the existing techniques and tools to mine intentions. In this paper, we propose a 

comparison framework to structure and to describe the domain of Intention Mining 

for a further complete systematic literature review of this field. We validate our 

comparison framework by applying it to five relevant approaches in the domain. 

Keywords: Intention, Intention Mining, Comparison Framework. 

1 Introduction 

The concept of intention is becoming increasingly important in different areas of 

computer science as information retrieval, network forensics, security, robotics and 

bioinformatics, among others, to understand the goals of the users of the systems. [1] 

defines an intention as “a determination to act in a certain way; a concept considered as 

the product of attention directed to an object or knowledge”. Psychology specifies “Our 

common sense psychological scheme admits of intentions as states of mind; and it also 

allows us to characterize actions as done intentionally, or with a certain intention” [2]. 

These intentions can be clearly and explicitly stated or they can be implicitly expressed 

in natural language in different kind of sources as documents, queries, logs, etc. Many 

approaches tackle the problem of identifying intentions by using mining techniques. 

This research domain is quite new, and the term Intention Mining (IM) has different 

meanings according to the communities. The proposed IM techniques and their aims are 

quite different from one domain to another. Moreover, Intention Mining is not the only 

term used to designate this activity as it has many synonyms: an “intention” may be an 

“intent”, a “goal”, an “objective”, etc.; mining may signify “discovery”, “analysis”, etc. 

It is then necessary to conduct a literature review on what is IM and how it is defined by 
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the different research communities in Computer Science context. There are techniques 

aiming at discovering intentions behind web queries to improve the recommended web 

pages or services [3-4]; others propose techniques to identify intentions in home videos 

to provide adapted home video services [5], while others propose to discover intentions 

hidden behind user activities defined in logs to understand users ways of working [6], etc. 

There is an obvious lack of overview of the existing IM techniques as they are defined in 

different areas. 

Our future goal is to conduct a systematic literature review (SLR) on IM. To our 

knowledge, no proper systematic literature review has been conducted on Intention 

Mining. [7] propose a state of the art of intention recognition but it is not a systematic 

literature review. [8] proposes a review of intention process mining but restrict itself to 

the discovery of goal-oriented processes. Moreover, these works do not use a structured 

framework to analyse and compare the existing approaches. 

To provide a detailed and structured overview of the IM approaches and to clarify IM 

elements and categories, we have elaborated a comparison framework composed of four 

dimensions: object, usage, method and tool. This structure was inspired from [9-12]. In 

this paper, we detail the comparison framework containing a set of criteria to differentiate 

and compare these different approaches and apply it to the most referenced papers of our 

study in order to check its feasibility. A detailed comparison framework is useful (i) for 

our future research, to carry out the SLR to compare the existing literature on IM and to 

define open issues, (ii) for a user, to be able to quickly compare the existing IM 

approaches and select the one best fitting its case, and (iii) for a new IM approach, to 

position it with regards to the existing literature. 

The paper is organized as follows. Section 2 describes our research process. Section 3 

presents the comparison framework to analyse the IM approaches. In Section 4, we apply 

the proposed framework to the 5 most referenced IM approaches and we conclude and 

define our research perspectives in Section 5. 

2 Research Process 

Our goal in this paper is to establish a comparison framework that will serve as a scope 

for the future systematic literature review. Our research process is presented on Fig. 1. 

 

Fig. 1. Research Process Used to Develop the Intention Mining Comparison Framework. 
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Define Research Questions. The research goal is to identify a set of characteristics 

allowing to compare works on intention mining. The existing literature on existing com-

parison frameworks (applied to the field of software engineering [9], process engineering 

[10], decisional methods [11], method engineering [12], etc.) was analyzed in order to 

identify the research questions covering the main dimensions usually used to compare 

different approaches as approaches objects (What is IM?), approaches goals (Why IM?), 

approaches methods (How is done IM?), and, finally, approaches associated tools (By 

which means is done IM?). Thus, the defined research questions are: 

• RQ1: What is intention mining? How IM is defined in the research papers or commu-

nity, what does it consist in? 

• RQ2: Why using intention mining? What is the purpose of IM in the research papers 

or community? 

• RQ3: How is intention mining achieved? What are the existing IM techniques? 

• RQ4: By which means is the intention mining method put in practice? What are the 

tools and algorithms that support the mining of intentions? 

Define IM Dimensions. Based on these research questions, we have identified four 

IM dimensions of our comparison framework: Object dimension, Usage dimension, 

Method Dimension, and Tool Dimension (all detailed in the following section). 

Define Attributes for IM Dimensions. The next step was to read the literature on IM. 

For this purpose, we used papers on IM appearing in Google Scholar. At this step, it was 

firstly important to identify various characteristics allowing to differentiate IM ap-

proaches. For instance, several approaches mention only intentions extraction [13], 

whereas other ones establish intentions models [6,14]. Thus, we identified the character-

istic (an attribute in our comparison framework) Structuredness. Once different attributes 

identified, we grouped them into the four previously established dimensions according to 

their nature to structure the Comparison Framework. 

Select Relevant Papers on IM. To select relevant papers, we have used the ongoing 

work related to SRL. Our main research query used the following combination of key 

words: (user OR actor) AND (goal OR intention OR intent OR objective) AND (discov-

ery OR mining OR analysis). We have identified 238 research papers from the research 

bases IEEE, Springer, ACM, Science Direct with the following inclusion criteria: papers 

should be in French or in English, title or abstract should be related to IM. Then we ap-

plied some exclusion criteria (papers should be journal or conference papers, be present 

in DBLP (except for 2020 papers), and restrictions related to the citation number: if dated 

before 2010, we excluded papers cited less than 100 times, if dated between 2010 and 

2017, we removed papers cited less than 10 times). We have finally obtained 145 papers. 

We have extracted the citation number from Google Scholar (access on January 2021) for 

each of these papers and selected the three most referenced papers [15], [16], and [3] 

having correspondingly 364, 347, and 306 citations. As these papers were published be-

fore 2010, we have also selected one most cited paper for 2010-2015 ([4] with 151 cita-

tions) and one most cited paper for 2016-2020 ([17] with 78 citations) to validate our 

comparison framework with more recent studies on IM. 
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Apply IM Comparison Framework on the Selected Papers. At this step, we char-

acterized the five IM papers with the attributes of the IM Comparison Framework. The 

details are given in Section 4. 

Check IM Comparison Framework Applicability and Completeness. The goal of 

this step was to verify if each selected IM approach could be characterized using the pro-

posed framework (its applicability) and if was complete (its completeness).  

To find potentially useful papers in scientific bases, we followed the SLR methodol-

ogy. In IEEE, ACM and Science Direct, we searched till around 625 hits. In Google 

scholar and Springer, where the search had to be cut into little pieces, 24 queries (corre-

sponding to 24 possible combinations of keywords) were done. In Google scholar, we 

stopped after 100 hits for each query. In Springer, we checked all retrieved papers. This 

way of working does not exclude that we missed some interesting papers, especially old 

ones. That implies our second validity threat: the analysis of several missed papers could 

have provided some additional details for the IM comparison framework attributes. 

3 Comparison Framework 

Classification frameworks, such as the one presented in [9-12] are a useful way to 

introduce a domain and discuss literature in a systematic way. They help characterizing 

methods techniques and tools, comparing them, demonstrating the originality of given 

approaches with respect to the rest of the literature, finding gaps in the literature, etc. 

As Fig. 2 shows, we propose a classification framework that emphasizes 4 main 

dimensions of Intention Mining, related to the research questions: the object, the usage, 

the method, and the tool. More precisely: 

• The Object dimension raises the question What is intention mining? It refers to the 

structure of the intentions, their taxonomy and formalism. 

• The Usage dimension raises the question Why using intention mining? It provides an 

insight on the different types of objective of intention mining, the domains of applica-

tion, the source and target of the existing approaches.  

• By providing details on intention mining approaches, the Method dimension raises the 

question How is intention mining achieved? For instance, the method dimension char-

acterizes an intention mining approach by indicating the theoretical grounding of the 

method, whether it exploits classification techniques or ontologies. 

• The Tool dimension provides details on support offered to enact the method. The ques-

tion here is By which means is the intention mining method put in practice? Looking 

at this dimension of an intention mining method indicates the algorithms on which it 

relies, and the tools that it uses or implements.  

The distinction between methods and tools is not obvious; it can be understood with 

the cooking metaphor: if methods correspond to recipes, tools are kitchen instruments. 

Each dimension is specified as a set of attributes with a name and a domain. For 

instance, the object dimension has 3 attributes: “structuredness” indicates whether the 

output is an individual intention or a model, “intention taxonomy” and “intention 

modeling formalism” indicate how mined intentions are further specified, by 
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classification in taxonomy or by using a specific formalism. Each dimension of the 

intention mining classification framework is described in a sub-section below. 

 

Fig. 2. Intention Mining Comparison Framework. 

3.1 The Object Dimension 

Table 1 details the object dimension of intention mining that has 3 attributes: 

structuredness defines if the aim is to mine individual intentions (a mining technique can 

of course still generate collections of individual intentions), or in relationship with other 

intentions (in which case, the output are intention models); the intention taxonomy 

attribute characterizes the fundamental nature of the mined intentions (several taxonomies 

can be used in combination, hence the SET OF ENUM type); last the intention modeling 

formalism attribute indicates which notation is used to formalize individual intentions or 

collections of intentions. 

Table 1.  Details of the Object Dimension. 

Attributes Values  

Structuredness ENUM (Individual, Model) 

Intention Taxonomy SET OF (ENUM (Action/Semantic; Soft/Hard; Uni-token/Multi-token; Infor-

mational/ Ambiguous/Navigational/Transactional; Explicit/Implicit;  

Objective/Subjective; Research/Purchase; Collective/Individual)) 

Intention Modeling 

Formalism 

ENUM (Map, I*, Kaos, linguistic, Schemata) 

 
Structuredness. The Object of an IM approach may be to point out intentions either 

individually, or under the form of structured collections. Each intention can itself be made 

explicit, e.g. in natural language, or stay implicit as introduced by [18]. For instance, it 

may be sufficient to find the class of an intention, rather than providing its name or other 

details [13]. On the other extreme, it is possible to specify intention models, i.e. 

specifications that conform to a formal notation [6,14]. At the level of collections of 

intentions, models define dependencies between intentions, such as refinement, 

abstraction, complementarity, alternatives, positive and negative contributions, etc. At the 
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individual level, models reveal the underlying structure of intentions, for instance their 

linguistic structure, their formal condition of realization, etc. 
Intention Taxonomy. Several definitions and taxonomies of intentions are proposed 

in the IM literature. [19] define action intentions and semantic intentions. The first group 

represents “basic actions performed on a computer”, the second includes intentions 

corresponding to “what the user wants to achieve at high level, which may involve several 

basic actions on a computer to accomplish it”. Whereas hard goals can be associated with 

verification conditions that determine when the goal is achieved, there is no way to 

determined when soft goals are achieved in a clear-cut and definitive way [20]. As an 

example “protect asset A from any harm” is a typical soft goal: a lot can be done to satisfy 

it, but whatever is done to protect the asset, nobody can absolutely guarantee that no harm 

will ever happen to it. [20] presents a taxonomy of web engine user’s intents that 

emphasizes three main categories: navigational, informational, and transactional. The 

purpose of a navigational intent is to “reach a particular site”. A web engine user who has 

an informational intent seeks to “acquire some information assumed to be present on one 

or more web pages”. Last, the aim of transactional intents is to “perform some web-

mediated activity”. This taxonomy is adapted in [21], which generalizes navigational and 

transactional intents using a concept of non-informational intention, and introduces a 

concept of ambiguous intention. An even more general taxonomy is the one proposed by 

[22], which contains 135 high-level intentions grouped in 30 clusters. For [23] an 

intention is either objective when it is about getting factual information, subjective when 

the user wants to collect personal opinions or social when it’s not about getting 

information but creating interactions with others. For [24], intent is of two commercial 

types: research and purchase. [25] consider the taxonomy of intentions based on implicit 

or explicit geolocation. [26] considers two other kinds of intentions: collective ones and 

individual ones. The collective intentions, often defined as a “commitment of an 

individual to participate in joint action, and involves an implicit or explicit agreement 

between the participants to engage in that joint action” are called we-intention, whereas 

individual intentions are called i-intentions [27]. 

Intention Modeling Formalism. Besides identifying individual intentions, the object 

of intention mining approaches may be to generate intentional models specified using a 

formal notation. Focusing on the IS engineering literature, we distinguish KAOS, i* and 

MAP. The KAOS formalism [28] specifies “goals” arranged in a hierarchy, from higher-

level goals down to operational goals, i.e. goals that can be operationalized by a system 

function. Two kinds of dependencies can be specified using KAOS: AND refinement, 

and OR refinement. The driving principle is that the satisfaction condition of a given 

higher level goal is semantically equivalent to the conjunction (respectively the 

disjunction) of the satisfaction condition of the goals that refine it with an AND 

(respectively OR) refinement link. KAOS models are hierarchy of goals that can be used 

to elicit, specify, analyze, negotiate, complete, verify, bundle and trace systems 

requirements. Besides introducing the distinction between “hard goals” and “soft goals”, 

the i* framework [29] focuses on the links and dependencies between goals and other 

concepts such as actors, tasks, resources, etc. and extends the and/or decomposition links 

with a typology of semantic links such as means/ends, decomposition, dependency, and 

so-called “contribution links”: makes, breaks, hurts, helps, etc. The MAP formalism [30] 
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combines the concepts of “intention” and “strategy” in collections of models (called 

“maps”) organized hierarchically with refinement links. [31] indicates that explicit 

intentions can be specified with a single word (uni-token) or several words (multi-token). 

This is further formalized by [32] that uses a linguistic approach inspired by Chomsky’s 

case grammar to specify the semantic roles of words used in intention names. Another 

example of individual intention modelling comes from the Schemata method [33] that 

proposes to model the salient features of individual intentions from a cognitive 

psychology perspective. Intentions specified with Schemata are for instance mined in [34] 

to specify intentions in so-called “intention maps” that associate to any web engine query 

the collection of intentions that motivate it.  

3.2 The Usage Dimension 

The usage of intention mining approaches can be defined with 4 attributes: the objective 

of the mined material, the domain of application in which intention mining is used, the 

source and target users. The domain of these attributes is further defined in Table 2. 

Table 2. Details of the Usage Dimension. 

Attributes Values  

Usage Goal ENUM (Discovery, Recommendation, Conformance, Enhancement) 

Domain of ap-

plication 

ENUM (Information Retrieval, Robotics, Video, Network forensics, Security, Bioinfor-

matics, Learning, Business Process Modelling, Requirements Engineering, Virtual 
Consumption, Map Visualization, Game, Database, e-Government, Healthcare, …) 

Source Artefact ENUM (Individual, Group) 

Target Artefact ENUM (Individual, Group) 

 

Usage Goal. Intentions discovery allows understanding people’s intents behind their 

actions, when executing a query with a search engine [35]. The idea of using intention 

mining in the context of recommendation is that better guidance can be provided if a better 

knowledge of people’s intentions is acquired [44]. This can be useful to provide 

personalization, adapted services or products. Conformance and enhancement are two 

other approaches defined in the Process Mining area [36]. Intention conformance aims at 

controlling whether mined intentions match with their pre-defined specifications. For 

instance, intention conformance can be used to check that a prescribed model is actually 

enacted, or measuring the gap between the prescribed models and observing people’s 

behavior. The idea of enhancement is to complete (by refinement, abstraction, or addition) 

intention models, or improve them in some other way, e.g. with respect to their 

consistency, feasibility, etc.  

Domain of Application. There are many domains of application for IM. Our literature 

review allowed us to identify: web engines and information retrieval [19, 21, 31], which 

represent the majority of the papers we found, including online video search [5, 37]; 

network forensics [38, 39] and security [40], bioinformatics [41, 42], business process 

engineering [43], method enactment [44], system usage analysis [45], learning [46], 

requirements engineering [32] and method engineering [47]. The literature review also 

included research in robotics [16, 48, 49]. Not only we believe this list is not exhaustive, 

but we have no doubt many more applications will emerge in the future. 
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Source and Target Artefact. Analysing the aforementioned approaches reveals that 

the source and target of intention mining can be considered either as individual or as a 

group. Intentions can be mined for only one individual (individual sources). In this case, 

the mined intentions only represent the point of view of one user (obtained from his/her 

sources). If intentions are mined from many users (group sources), they will represent the 

point of view of a group of users or “crowd” (obtained from all the logs of the users). The 

same reasoning can be applied for the target of intention mining. Intentions can be 

addressed to only one user (individual target) or to many users (group target) depending 

on the nature of the activity or the objective of the approach.  

3.3 The Method Dimension 

As shown in table 3, the Method dimension of intention mining can be further refined 

with the following attributes: Machine learning, to characterize the use of machine learn-

ing techniques; Automation method, that indicates the degree of automation used in the 

method; Observation record type, that indicates what is the input of the method; Mathe-

matical method, that characterizes the theoretical foundation of the mining technique; and 

Classification-based and Ontology-based, which indicate whether the method exploits a 

classification technique and ontology.  

Table 3. Details of the Method Dimension. 

Attributes Values  

Machine Learning ENUM (Supervised, Unsupervised, Semi-supervised, NULL) 

Automation method ENUM (Manual, Semi-automatic, Automatic) 

Observation record type ENUM (Log, Contextualized trace) 

Mathematical method ENUM (Probabilistic, Statistic, Deterministic, Fuzzy, NULL) 

Classification-based BOOLEAN 

Ontology-based BOOLEAN 

 
Machine Learning. Supervised learning is a machine learning technique that consists 

in inferring a function from labeled training data [50]. Unsupervised learning operates on 

unlabeled data - input where the desired output is unknown [61]. In the context of 

intention mining, this can be achieved through cluster analysis for instance. Semi-

supervised learning falls between supervised and unsupervised learning [15]. 

Automation Method. The automation method attribute characterizes the fact that a 

method is manual (every step of the approach requires a human action) [24], automatic 

(the approach can be fully executed without any intervention) [3, 4, 16] or semi-automatic 

(some steps are manual, others are automatic) [15, 17].  

Observation Record Type. Intention mining methods use observations recorded as 

logs or contextualized traces. Logs or Traces are temporal sequences of observed events 

[51]. Existing methods mostly focus on computer logs produced by the users of the 

systems (as activity, user, timestamp or properties of the used objects) [52]. Enriched log-

files contain annotations made by the user while or after performing activities. They are 

useful in the context of supervised learning methods. Cambridge Dictionary defines a 
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trace1 as “a sign that something has happened or existed”, here the focus is on what we 

expect to observe. Contextual traces record specific actions performed in a specific 

context; they embed the user activities in the context of their enactment [51]. For instance, 

software traces can be used to record specific user input, then provided to developers for 

debugging. [24] use enriched logs containing query, scroll, mouse movements and key 

press events.  

Mathematical Method. Several intention mining methods rely on a mathematical 

analysis. Their theoretical foundations are: probabilistic, statistic or deterministic. 

Deterministic data do not involve any random variable [53]. When input data are 

deterministic, then the parameters of the mathematical model are known, and the 

relationships between variables are strictly functional. In other words, mining techniques 

based on deterministic models rely on the fundamental assumption that any given input 

always produces the same output. In probability theory, a stochastic process represents 

an evolution, discrete or continuous, of random variables [53]. Statistical or probabilistic 

models can be used to deal with stochastic processes. A statistical model is a set of 

probability distribution functions or probability density functions [53]. It involves random 

variables and assumes that the parameters of a model can be well-estimated using 

statistical properties of the observed data (as parametric random process). In intention 

mining approaches that are based on statistical models, the outputs are precisely 

determined through known statistical relationships between intentions and observations. 

In the context of intention mining, probabilistic models are analyzed to identify what 

intentions most probably hide behind the observed behaviors. 

Classification and Ontology Based. The added value of ontologies over 

classifications is that they specify (a) relationships between intentions and other concepts, 

and (b) reasoning mechanisms. 

3.4 The Tool Dimension 

Intention mining approaches can be further characterized in terms of the techniques and 

tools needed to put them into practice. As table 4 shows, the Tool Dimension of the in-

tention mining classification framework has 5 attributes.  

Mathematical models. Mathematical models are abstract formal representations used 

to support reasoning. As we know, two main mathematical models are used in intention 

mining methods: the Bayesian model [18, 19] and Markov Models [54, 49]. Bayesian 

networks are graphical models that represent random variables and their conditional 

probabilities via a directed acyclic graph. Hidden Markov Models (HMM) are a variant 

of stochastic Markov chain that represent hidden sequences of states. HMM generalize 

finite-state automata by evaluating both the probability of transitions between states and 

probability distributions of observations in those states. The framework Conditional 

Random Field is also used in [24, 55] to define probabilistic models and some works also 

use other probabilistic models, specially designed for the problem at hand [56, 57]. 

 
1 Cambridge Advanced Learner's Dictionary & Thesaurus http://dictionary.cambridge.org/diction-

ary/british/ 

http://dictionary.cambridge.org/dictionary/british/
http://dictionary.cambridge.org/dictionary/british/


10 

Table 4. Details of the Tool Dimension. 

Attributes Values  

Mathematical model ENUM (Bayesian Model, Hidden Markov Model, Conditional Random 

Field, NULL) 

Classification type ENUM (manual, automatic) 

Algorithm name STRING 

Ontology name STRING 

Support ENUM (sensor, robot, microphone, internet navogation, NULL, etc) 

Tool name STRING 

 

Classification Type. Classification is of first importance in the proposed approaches as 

the content is often classified to determine the category to which a document or a query 

belongs. There are a lot of different approaches combining different techniques, like Support 

Vector Machine [18, 23, 24], Naive Bayes [18, 19], Expectation–maximization [58, 49], 

Complete-link clustering and Cosine similarity [59]. [14] introduce an improved version of 

the algorithms proposed by [60], agglomerative clustering using a distance metric based on 

dynamic time warping (DTW) [61], 1R, J48 and Expectation–Maximization [62]. 

Sometimes is used Click Intent Model (a hierarchical semantic clustering model) [63], Web 

Query Classification based on User Intent [64] or even clicks graphs [15]. 

Algorithm Name. Many algorithms formalize the different stages of IM methods. 
Among others we can cite for text analysis: TD/IDF [19], Porter Algorithm [31], GBRAM 

(Goal-Based Requirements Analysis Method) [65], or Markov random walk algorithm 

and OKAPI BM 25 [3]. Text analysis is one of the first steps of the proposed approaches 

as queries and document content have to be understandable by algorithms. 

Ontology name. Two ontologies are mainly used in intention mining methods: 

ConceptNet [18, 66] and WordNet [19, 66]. ConceptNet [74] is an ontological system for 

lexical knowledge and common sense knowledge representation and processing. The 

ConceptNet knowledge base is a semantic network consisting of over 1.6 million 

assertions encompassing the spatial, physical, social, temporal, and psychological aspects 

of everyday life. WordNet [67] is a lexical database. It groups English words into sets of 

synonyms, provides short and general definitions, and records various semantic relations 

between words, such as antonymy, hypernymy and hyponymy. Some ontology-based 

methods, such as [21], do not use these ontologies, but other ones, like the Open Directory 

Project [68], which categorizes websites. ASPIC, a biomedical knowledge base was used 

in [41] and [69] used the Library of Congress Subject Headings as ontology. [61] and 

others used Freebase to create a corpus, so did [3] with Wikipedia. 

Support. Most of the IM approaches use input logs or user clicks in an Internet 

navigation [3, 4, 15]. Others approaches include specific devices to support their tool (in 

[16], a microphone is used  to catch human speech to be interpreted by a robot). 

Tool Name. Many tools are exploited or proposed to implement intention-mining 

methods. For instance, [70] and [71] uses the LIBSVM tool [72] that implements the Support 

Vector Machine algorithm. [18] uses the Natural Language Tool Kit to manipulate natural 

language data, and the WEKA data mining toolkit for intentions classification. WEKA is 

widely used for classification [23, 24, 62]. Mallet is used by [24] to implement the 

Conditional Random Field classification algorithm. In [62], a query is transformed into 

WSMX goals (Web Services Execution Environment) using a system called Ontopath. [43] 
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uses the commercial tool Disco [73] to mine processes specified using the BPMN 

formalism. Of course, some other authors developed a tool from scratch [41,45]. 

4 Comparison Framework Application 

As explained above, we have pre-selected 5 papers to validate the IM comparison frame-

work. [15] use click graphs to better classify users query intents by semi-supervised learn-

ing. That allows to avoid to enrich feature representation. [16] aims at detecting affective 

intents in speech in case of human-robot interaction. Their goal is to learn robots to iden-

tify praise, prohibition, comfort, attention, and neutral speech. In [3], the authors present 

an approach to classify query intents of users by mining the content of Wikipedia. They 

associate an intent probability to Wikipedia articles and categories to provide a better 

classification. In the approach described in [4], a new way to capture users’ intentions is 

proposed to improve Internet image search engines. The main idea is to include images 

in addition to the classic keywords query and to refine search results depending on the 

clicked image. [17] introduce Capsule Neural Networks to detect user intents when la-

beled utterances are not available. The proposed approach allows to avoid to label utter-

ances as intents and thus reduce time and labor consumption.  

We described the selected IM approaches using the suggested comparison framework 

(See Table 5). As a result, we were able to check its validity accordingly to two criteria: 

applicability and completeness. With the first validation criterion, each approach was 

characterized with regards to the most part of comparison attributes. According to the 

second criterion, following the application, we found a new attribute - that we called Sup-

port – to add to the Tool dimension. Indeed, it is useful to characterize different IM ap-

proaches by different kinds of used supports, like specific devices for instance. Based on 

these findings, we consider that the given comparison framework could be used as a scope 

for the further systematic literature review. Its application will allow to identify possible 

values for the framework attributes; thus, it will be possible to provide hints of guidance 

through the IM approaches selection and to carry out the detailed comparison of the IM 

approaches based on statistical analysis. In addition, a cross-referenced analysis will al-

low to identify open issues for future research on IM. 

5 Conclusion 

This paper proposes a framework to classify intention mining works. Inspired by other 

classification frameworks, our proposal examines IM in four different views, answering 

the four main questions about IM called dimensions: “What is IM?”, “Why IM?”, “How 

is done IM”, and “By which means is done IM?”. Each dimension corresponds to a set of 

classification attributes, found in the existing literature. We validated our framework by 

testing it on five existing and good referenced works and concluded that the given frame-

work will be useful to conduct the systematic literature review on IM. 

Our next step is to complete our systematic literature review on IM, characterizing all 

our selected papers within this framework in order to provide a detailed overview of the 

existing IM works and to define open issues. 



Table 5. IM Comparison Framework Application to the Selected IM Approaches.. 

 [15] [16] [3] [4] [17] 

Object Dimension 

Structuredness Individual Individual Individual Individual Cluster 

Intention taxonomy Query intent “Approval, prohibition, atten-

tion, comfort, neutral” 

Query intent Keyword User intent 

Intention Modelling formalism Linguistic Linguistic Linguistic Linguistic Linguistic 

Usage dimension 

Usage Goal Discovery of Click Graphs Discovery of emotional intent Discovery of category Recommendation of images Discovery 

Domain of application Information retrieval Robot speech Information retrieval Internet search image Information retrieval 

Source Artefact Group Individual Group Individual Group 

Target Artefact Group Individual Individual Individual Individual 

Method Dimension 

Machine learning Method Semi-supervised - - - Semi-supervised 

Automation method Semi-automatic Automatic Automatic Automatic Semi-automatic (manual 

labelling) 

Observation record type Query / clickthrough data Sentence `Search query log / category 
graph / article graph 

Query keywords / query image Search query log 

Mathematical method - -  Probabilistic Probabilistic Probabilistic 

Classification-based 1 1 1 1 1 

Ontology-based 0 0 1 0 0 

Tool Dimension 

Mathematical model - Gaussian model Markov random walk  Word probability model  - 

Classification type Content based classification 

(maximum entropy classifier) 

EM algorithm / Kurtosis-based 

approach 

Intent classifier one-class SVM classifier 

 

Intent detection classifier 

Algorithm name “Algorithm 1” / “Algorithm 2” - “Algo 1” / “ESA” / “Intent 
predictor” 

- “Algorithm 1” / “Algo-
rithm 2” 

Ontology name - - Wikipedia articles and cate-

gories link 

- - 

Support Internet navigation Microphone Internet navigation Internet navigation Internet navigation 
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