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ABSTRACT 

Objective. This simulation study was designed to provide data on the performance of 

Oort’s procedure (OP) for response shift (RS) detection (regarding Type-I-Error, power and 

overall performance), according to sample characteristics, at item-level. A specific objective 

was to assess the impact of using different information criteria (IC), as alternatives to LRT 

(Likelihood-Ratio Test), for global assessment of RS occurrence. 

Methods. Responses to 5 binary items at two times of measurement were simulated. 

Thirty-six combinations of sample characteristics (sample size (n), “true change”, correlations 

between the two latent variables and presence/absence of uniform recalibration RS (ur)) were 

considered. A thousand datasets were generated for each combination. RS detection was 

performed on each dataset following OP. Type-I-Error and power of the global assessment of 

RS occurrence, as well as overall performance of the OP was assessed. 

Results. The estimated Type-I-Error was close to 5% for the LRT and lower than 5% 

for the IC. The estimated power was higher for the LRT as compared to the AIC, which was 

the highest among the other IC. For the LRT, the estimated power for n = 100 and for the 

combination of n = 200 and ur = 1 item was below 80%. Otherwise, for other combinations of 

sample characteristics, the estimated power was above 90%. 

Conclusion. For the LRT, higher values of power were estimated compared to IC with 

appropriate values of Type-I-Error. These results were consistent with Oort’s proposal to use 

the LRT as the criterion to assess global RS occurrence. 
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1. INTRODUCTION 

 

When assessing changes observed over time on a score resulting from a Patient-

Reported Outcomes (PRO) instrument, the need to detect potential response shift (RS) effects 

(i.e. a change in the meaning of one’s self-evaluation of a target construct over time [1]) that 

may obfuscate “true change” assessment is well established [2, 3]. To do so, various methods 

have been developed since the late 90s [4, 5]. One of the most attractive methods to detect RS 

is Oort’s procedure (OP) [6]. OP is based on Structural Equation Modeling (SEM), a 

statistical modeling technique for testing and estimating different types of causal relations 

using a combination of quantitative data (i.e. covariance ± mean structures) and qualitative 

hypotheses [7]. One of the strengths of SEM is the ability to construct latent variables (i.e. 

variables that are not observed directly, but inferred from several measured variables) [7]. 

OP allows detection of all forms of RS (non-uniform and uniform recalibration, 

reprioritization, reconceptualization) without the need of a specific design [6]. Nonetheless, it 

implies analyses at group level [6]. 

OP relies on an operationalization of the different forms of RS as change(s) in the 

value of SEM parameters between two times of measurement. These change(s) are the value 

of error variances for non-uniform recalibration, intercepts for uniform recalibration, and 

factor loadings for reprioritization [6]. Reonceptualization corresponds to a change in the 

pattern of factor loadings [6]. 

OP is an algorithm including four major steps [6]. Each of these steps is associated 

with a particular longitudinal Confirmatory Factor Analysis (CFA) model. The first step 

consists in establishing an appropriate measurement model (Model 1) of observed scores at 

two times of measurement. The second step is a global assessment of RS occurrence. To do 

so, a model verifying the hypothesis of no RS (Model 2) is constructed, and its fit is compared 

with Model 1 by testing if the difference between the χ
2 

values of the two models is 

statistically significant (χ
2 

difference test, also known as Likelihood-Ratio Test (LRT)). If the 

abovementioned LRT is significant, the fit of Model 2 is worse than Model 1, which is 

interpreted as a global presence of RS, and the procedure continues. The third step is 

performed using an iterative process (by relaxing one constraint at a time) starting from 

Model 2. It is dedicated to detect all forms of RS on all potentially affected items (Models 3). 

A final model is estimated, in which differences in factor means is indicative of “true change” 

after accounting for RS (Model 4).  
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Since its publication, OP has been successfully used to detect RS on several clinical 

datasets, usually at domain-level (i.e. with continuous scores as observed variables) [8–14]. 

However, the performance of the algorithm, regarding the Type-I-Error and statistical power 

of the global assessment of RS occurrence, or the overall behavior of the procedure (its ability 

to detect only truly existing RS), remain quite unknown. If the performance of SEM to detect 

measurement bias has already been investigated in previous studies [15–17], the procedures 

assessed in these studies, although sharing some similarities with OP, are not strictly 

equivalent. In addition, nothing is known about the performance of OP in the context of 

detecting RS at item-level (i.e. with categorical responses as observed variables). Lastly, some 

methodological choices, like the use of the LRT as a global assessment of RS occurrence, can 

be questioned. Indeed, global assessment of RS occurrence could be achieved using 

information criteria (IC) instead. IC are designed to help model selection, by summarizing in 

one numeric value a balance between the information explained by a model and its 

complexity (parsimony principle). The lowest the value of an IC is, the more parsimonious 

the model is [18–20]. Therefore, a global presence of RS would be reflected by an increase in 

the value of an IC in Model 2 compared to Model 1. Assessing the probabilistic performance 

of a statistical procedure can be approached by estimating the results that it produces on a 

large number of simulated datasets, as the values of the parameters (i.e. the values of the 

sample characteristics) used to generate these datasets are fully determined, and therefore 

known. 

Thus, the main objective of this study was to provide for the first time data on the 

performance of OP (regarding Type-I-Error, power and overall behavior), at item-level with 

binary items, via a simulation study. A specific objective was to assess the impact of using 

different IC, as alternatives to LRT, for global assessment of RS occurrence. 

 

2. MATERIALS AND METHODS 

 

2.1 Simulated datasets 

Responses to 5 binary items, at two times of measurement (t0 and t1), were simulated. 

As we chose to investigate the OP at item-level, it appeared to be suited to simulate these 

responses via a model related to Item Response Theory. So, these responses were generated, 

as a function of a latent trait and items difficulties (for each times of measurement), using a 

longitudinal Rasch model (which has good measurement properties and is commonly used 

when modeling responses to dichotomous items using the IRT framework) [21]. Thus, the 
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general form of the longitudinal CFA measurement model which was defined to fit Model 1 is 

of 5 binary items loading on one latent variable at two times of measurement (Figure 1). 

As this study was a pilot simulation study and as we chose to simulate data with a 

Rasch model, when RS on an item was simulated, it was uniform recalibration only, 

operationalized as a one unit decrease in item difficulty between t0 and t1. 

Four types of sample characteristics could vary according to different fixed levels: 

1. n (sample size) could be fixed at 100, 200 or 300; 

2. α (changes in latent trait mean level between the two times or “true change”) 

could be fixed at 0 (no “true change”) or -0.2 (a decrease in latent trait mean 

level between t0 and t1); 

3. r (correlation between latent traits between the two times) could be fixed at 0.4 

(moderate correlation) or 0.9 (very strong correlation); 

4. ur (occurrence of uniform recalibration) could be fixed at 0 item, 1 item (on the 

third item), or 2 items (on the second and fourth items). 

The sample size values were chosen in accordance with sizes usually reported in 

studies investigating RS [2]. A small negative effect of the catalyst on latent trait mean level 

(-0.2) was chosen to reflect plausible effect sizes frequently observed in clinical research. As 

we hypothesized that the correlation between latent traits between the two times would have a 

negligible impact on RS detection, we chose a moderate (0.4) and an extreme value (0.9) to 

test this hypothesis. A one unit decrease in item difficulty was chosen to simulate uniform 

recalibration, because we had previously showed in another simulation study (aiming at 

studying the power of the test of group effect in a Rasch model) that the degree of uncertainty 

of the item difficulty parameters had to be high (a one unit difference), to observe a moderate 

impact on power [22]. 

Thirty-six combinations of the levels of the sample characteristics were investigated. 

A thousand datasets have been simulated for each combination. 

 

2.2 RS detection 

RS detection was performed on each datasets following the 4 steps of OP [6]. SEM 

models were fitted using robust maximum-likelihood estimator with a Satorra-Bentler 

correction (MLM) [23], with lavaan package 0.5-13 [24] for R software 3.0.1 [25].  

A Root Mean Square Error of Approximation (RMSEA) close to 0.05 (p of close fit > 

0.05) and Comparative Fit Index (CFI) ≥ 0.95 were used as indicators of good fit for Model 1 

and 4 [26]. Both of these fit indices were computed using Satorra-Bentler corrected χ2 values. 
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Global assessment of RS occurrence (step 2) was performed with 2 different 

strategies: 

1. a Satorra-Bentler scaled χ
2 

difference test (which will be thereafter referred as 

LRT for simplicity) between Model 2 and Model 1 considered significant if the 

estimated p-value was below 0.05 [6]; 

2. an increase in the value of an IC in Model 2 compared to Model 1 (three 

common IC were investigated in this study: Akaike Information Criterion 

(AIC), Bayesian Information Criterion (BIC) and Sample size Adjusted BIC 

(SABIC)) [27]. 

If there was global evidence of RS, untenable constraints on RS parameters were 

relaxed one at a time, starting from Model 2 (step 3). Relaxing constraints on error variances 

(non-uniform recalibration) was performed first, followed by intercepts (uniform 

recalibration) and factor loadings (reprioritization), thus following a hierarchy in testing the 

different forms of RS proposed in two previous studies [28, 29]. At each time in step 3, the 

constraint that was proposed to be relaxed was the one leading to a model with the lowest 

corrected χ
2
 value. Each time, the relevance of relaxing a constraint was tested using a LRT, 

which was considered significant if the estimated p-value was below 0.05 [30]. Step 3 was 

performed until relaxing a proposed constraint led to a non-significant LRT. 

 

2.3 Statistical analyses 

The Type-I-Error regarding the global assessment of RS occurrence was estimated as 

the proportions of datasets where global RS was evidenced among datasets where no RS was 

simulated. 

Power of the global assessment of RS occurrence was estimated as the proportions of 

datasets where global RS was evidenced among datasets where RS was simulated. 

Overall behavior of the procedure was estimated by means of two indicators: 

1. Overall Behavior Indicator 1 (OBI1): the assessment of the proportion of 

datasets for which the whole OP had properly detected uniform recalibration 

RS on only truly affected item(s) (after a significant LRT ascertaining global 

RS occurrence), disregarding any false detections of RS on these or one of the 

other items, and considering only datasets where RS was simulated; 

2. Overall Behavior Indicator 2 (OBI2): this indicator was nearly identical as 

OBI1, but with an additional requirement of no false detections of RS on any 

item(s). 
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Confidence Intervals at a 95% level (CI95%) were estimated for all the aforementioned 

proportions. 

 

3. RESULTS 

 

3.1 Number of analyzed datasets 

As illustrated by Figure 2, analyses were restricted to 25,134 (69.8%) of the 36,000 

datasets initially generated. Three main reasons could cause a dataset to be discarded from 

analyses: (1) the non-convergence of the estimation algorithm when fitting any model of the 

whole OP; (2) Model 1 or 4 estimated with poor fitting criterion; (3) Model 1 or 4 estimated 

with any odd parameter(s) (negative error variance) (Figure 2). Most of the 10,866 datasets 

discarded from analyses were excluded because Model 1 fit (87.0% of these 10,866 datasets), 

or Model 4 fit (8.9%), wasn’t satisfactory. 

 

3.2. Type-I-Error of the global assessment of RS occurrence (Model 2 vs Model 1) 

Table 1 shows estimated Type-I-Error using different strategies for global assessment 

of RS occurrence. Overall, regardless of the value of n, α, or r, estimated Type-I-Error for the 

LRT was close to 5% (5% was included in every CI95%, except for one combination (n = 300, 

α = 0, r = 0.4)). At n = 100, Type-I-Error estimated for SABIC was close to that estimated for 

LRT. Otherwise, for all the ICs (AIC, BIC and SABIC) and combinations of sample 

characteristics, Type-I-Error estimated for IC ranged from 0.0 to 1.4%. 

 

3.3 Power of the global assessment of RS occurrence (Model 2 vs Model 1) 

Table 2 shows estimated power using different strategies for global assessment of RS 

occurrence. For n = 100, estimated power for SABIC was slightly higher than that estimated 

for LRT. Otherwise, regardless of the value of α, r or ur, estimated power was higher for LRT 

than that estimated for AIC, which was the highest among the other IC. 

Two sample characteristics were associated with a substantial increase in estimated 

power, regardless of the assessed criteria (LRT or IC): an increase in sample size (n), and an 

increase in the number of items affected by uniform recalibration (ur). For LRT, an increase 

in r was associated with a slight increase in estimated power, especially for n = 100. 

For all assessed criteria, estimated power for n = 100 and the combination of n = 200 

and ur = 1 was below 80%. Otherwise, for other combinations of sample characteristics, 
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estimated power for LRT was above 90%. Estimated power for BIC was always below 5% 

and for most of the sample characteristics combinations close to 0%. 

 

3.4 Overall performance of the OP 

 3.4.1 OBI1 

Table 3 shows estimated OBI1 (with LRT as the only strategy investigated for global 

assessment of RS occurrence) according to the different combinations of sample 

characteristics. 

The estimated proportion of datasets for which the whole OP had properly detected 

uniform recalibration, either on only the third item (ur = 1), or only on the second and fourth 

item (ur = 2), ranged from 21.9 to 75.5%, mostly according to sample size (n). Indeed, that 

proportion increased as sample size increased for both ur = 1 and ur = 2. The increase in 

estimated OBI1 was moderately lower when ur = 2 and n = 200 or 300 compared to ur = 1 

and n = 200 or 300. 

 

 3.4.2 OBI2 

Table 3 shows estimated OBI2 according to the different combinations of sample 

characteristics. 

Overall, the estimated proportion of datasets for which the whole OP had properly 

detected uniform recalibration on affected item(s), and had appropriately not indicated 

occurrence of whatever other form(s) of RS on any item(s), ranged from 0.6 to 18.3%. That 

estimated proportion was substantially lower than that estimated via OBI1 indicator. 

Estimated proportion via OBI2 indicator decreased as the number of simulated items affected 

by uniform recalibration (ur) increased. 

 

4. DISCUSSION 

 

Regarding global assessment of RS occurrence, the main results of this study were: 

- overall, estimated Type-I-Error for the LRT was close to 5% but substantially 

lower for IC (except for SABIC at n = 100 for which estimated Type-I-Error 

was close to that estimated for LRT); 

- estimated power for LRT was below 80% for n = 100 and for the combination 

of n = 200 and ur = 1, otherwise power was above 90%; 
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- overall, estimated power for LRT was higher than for IC (except for SABIC at 

n = 100, for which estimated power was moderately higher). 

Regarding the overall performance of the procedure, the main results of this study 

were: 

- the whole OP properly detected uniform recalibration on only affected item(s) 

(OBI1) on 21.9 to 75.5% of the datasets, that proportion increased mostly 

according to sample size (n); 

- overall, the whole OP properly detected uniform recalibration only on 

appropriate item(s), and did not indicate occurrence of whatever other form(s) 

of RS on any item(s) (OBI2), on 0.6% to 18.3% of the datasets. 

 

4.1 Number of analyzed datasets 

In this study, 29.2% of the datasets were discarded from analyses because of 

unsatisfactory fit, or occurrence of negative error variance(s). Nonetheless, there are solutions 

in practical setting, to deal with these issues when analyzing a real dataset (these solutions 

weren’t implemented in our simulation framework, due to the huge number of datasets to 

analyze). For example, adding correlations paths between some residual factors, if, for 

instance, the hypothesis of local independence does not hold, can greatly improve model fit. 

In addition, dealing with negative error variance(s) can be done by choosing different starting 

values. 

 

4.2 Global assessment of RS occurrence 

In this study, estimated Type-I-Error for the LRT was close to 5%. With normally 

distributed continuous variables, the test statistic of a LRT between two nested SEM models 

is assumed to follow a χ
2
 distribution under the null hypothesis, with a number of degrees of 

freedom (df) equal to the difference in freely estimated parameters between the two models 

[26]. Here, we have worked with binary items, but we have corrected the test statistic 

according to Satorra-Bentler proposal [23]. If this correction was adequate, as the LRT was 

considered significant if the estimated p-value was below 0.05, it was expected to observe 

Type-I-Error for the LRT close to 5% [31]. The results have matched this expectation. 

Estimated Type-I-Error using IC was lower compared to LRT. Comparison of an IC 

between two SEM models does not constitute statistical hypothesis testing in a formal way 

[32]. Therefore, in theory, it wasn’t expected that the estimated Type-I-Error using IC had to 

be around any specific value (and especially 5%). Model 2 is formally a simpler model than 
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Model 1: it is nested in Model 1, and in this study, Model 2 has 13 more df than Model 1. As 

stated before, IC are criteria designed to help evaluating model parsimony [18–20]. When no 

RS was simulated, it was consistent that the value of Model 2 IC was lower than for Model 1, 

for almost every datasets. Indeed, in that case, Model 2 adequately respected the parsimony 

principle. Estimated Type-I-Error was the lowest for BIC. This result was consistent with the 

fact that compared to AIC and SABIC, BIC is constructed to penalize complexity the most 

[19, 32]. Estimated Type-I-Error for SABIC was the highest among the IC for n =100. Again, 

this was consistent with the fact that at n = 100, the added penalty for each supplementary 

freely estimated parameter to the log-likelihood of a SEM model is lower for SABIC than for 

AIC and BIC [20, 32]. However, at n = 200 and n =300, for SABIC, this aforementioned 

penalty is between AIC and BIC [20, 32]. 

In this study, estimated power for LRT was below 80% for n = 100, and above 90% 

when the sample size was at least equal to 200 (with ur at least equal to 2 when n =200). 

Except for SABIC when n = 100, the aforementioned estimated power for LRT was the 

highest, compared to IC. This result could reflect a tendency of IC to be too conservative 

compared to LRT for a global assessment of RS occurrence via SEM. As Model 2 is the 

simplest in terms of number of freely estimated parameters, it was more often considered as 

the most appropriate fitting model when comparing Model 2 and Model 1 using IC as 

compared to LRT. This seemed to be particularly the case for BIC, with estimated power 

close to 0% for most of the sample characteristics combinations assessed in the study. 

Overall, as estimated Type-I-Error for LRT was indeed close to the theoretically 

expected 5%, and as estimated power for LRT was the highest, these results are consistent 

with Oort’s proposal to use LRT between Model 2 and Model 1 as the criterion to assess 

global RS occurrence [6], rather than IC.  

 

4.3 Overall performance of the OP 

In this study, the estimated proportion of datasets for which the whole OP had 

properly detected uniform recalibration, either on only the third item (ur = 1), or only on the 

second and fourth item (ur = 2) (OBI1 indicator), ranged from 21.9 to 75.5%. That estimated 

proportion increased, mostly with sample size. These results seem to indicate that as long as 

the LRT between Model 2 and Model 1 is significant, the procedure correctly detects uniform 

recalibration on appropriate item(s) in most of the cases. However, when we consider the fact 

that the procedure must not only detect uniform recalibration on appropriate item(s), but that 

it should also avoid detecting other form(s) of RS on any item(s) (OBI2 indicator), the 
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resulting estimated proportion decreased compared to OBI1 indicator, and ranged from 0.6 to 

18.3%. For ur = 1, the procedure had detected non-uniform recalibration on only one item in 

30.5 to 56.9% of the datasets according to sample characteristics. In most cases, the item 

detected was the same that the item on which uniform recalibration was simulated. For ur = 2, 

the procedure had detected non-uniform recalibration on at least 1 item in 51.6 to 92.5% of 

the datasets. Again, in most cases, those item(s) (was) were the one(s) on which uniform 

recalibration were simulated. A first explanation to this phenomenon can be linked to the 

simulation process of uniform recalibration coupled with the fact that this was a work on 

binary items. Indeed, uniform recalibration was simulated using a longitudinal Rasch model 

by a change in the value of difficulties across time. On a binary item, this can be equated with 

a change in the proportion of positive responses (P). In SEM models, non-uniform 

recalibration is detected by a change in the value of error variance. Error variances are linked 

with the variance of the item, which is represented for binary items by P(1 – P). Therefore, 

when uniform recalibration was simulated on binary items, it seems plausible that non-

uniform recalibration might have been simulated too. Nonetheless, another explanation to the 

aforementioned phenomenon can reflect the issue regarding the need to introduce, or not, at 

step 3 of the procedure, a hierarchy in testing for different forms of RS [28, 29]. In this study, 

a hierarchy proposed in two previous studies was followed [28, 29], which consists in testing 

non-uniform recalibration first, followed by uniform recalibration and finally reprioritization. 

This hierarchy was derived from measurement invariance studies [33]. So, in SEM 

operationalization, we can hypothesize that when an item is affected by uniform recalibration, 

it also sometimes operationalizes as contingent non-uniform recalibration, which is detected 

first when the abovementioned hierarchy is followed. If this hypothesis holds, it could 

advocate against the need to impose a hierarchy. Indeed, if uniform recalibration was allowed 

to be detected first, then maybe it would correct for the risk of detecting contingent non-

uniform recalibration. Thus, if the aforementioned hierarchy had not been imposed, perhaps 

estimated OBI2 indicator would have been higher. 

 

4.4. Limits 

This study suffered from some limits. The main one is the method used to estimate 

SEM parameters. Theoretically, working with binary items requires estimating matrices of 

tetrachoric correlations alongside with the use of robust-Diagnonally Weighted Least Squares 

(DWLS) estimator [34]. However, this method imposes to estimate thresholds instead of 

intercepts and requires more identifiability constraints (known as delta or theta 



Overall performance of Oort’s procedure: a pilot simulation study – R2VF – 19/01/2015 

12 

parameterizations) [35]. Currently, the operationalization of the RS detection (especially for 

non-uniform and uniform recalibration) used in the OP is not adapted to work with DWLS 

[6]. Thus, we used covariance analyses with robust maximum-likelihood. So, although we 

performed a Satorra-Bentler correction, which seemed to have corrected for the risk of a 

biased LRT (as illustrated by the fact that the Type-I-Error is consistent with the 5% 

theoretically expected), SEM parameters are probably somehow biased which could have 

affected OBI1 and OBI2 values. 

The second main limit is the scope of the study. This study was a pilot simulation 

study, and simulation studies are usually consuming in terms of computational resources. 

Therefore, we have chosen to restrict our work to binary items, we also have only simulated 

uniform recalibration RS and a unique simple structure (5 items loading on one dimension). 

Thus, if the results give some clues about how OP behaves at item-level with unidimensional 

model when detecting uniform recalibration RS, they cannot be easily extrapolated to other 

settings (polytomous items or continuous scores, other types of RS). In particular, the results 

cannot be easily generalized to other practical settings in HRQL measurement, like 

multidimensional instruments with many items. 

In addition, we have simulated, using Rasch models, uniform recalibration always 

with the same magnitude. Although we have empirical data to support the fact that this value 

was of a sufficient magnitude to represent a significant uniform recalibration effect [22], it 

remains an uncertainty about what this value represents in SEM. For instance, if it was too 

low to simulate such effect, it could have a negative impact on the results. 

Lastly, we did not investigate in that study other relevant issues related to the OP: like 

the aforementioned issue of the need, or not, of a hierarchy in step 3, or the need, or not, to 

correct for multiple hypothesis testing [36]. 

 

5. CONCLUSION 

 

This study proposed for the first time results on the probabilistic behavior of OP at 

item-level, in terms of Type-I-Error, power and overall performance via a simulation study. 

The results were consistent with Oort’s proposal to use the LRT as a criterion for global 

assessment of RS occurrence. However, several issues about the most efficient way to 

conduct RS detection via OP can still be discussed. Moreover, the results of this study are 

limited by some choices that were made. New simulation studies could be performed to 
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investigate the aforementioned limits. Lastly, that study also emphasizes the need to properly 

adapt the OP to item-level analyses. 
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Figure 1 Graphical representation of the general form of the measurement model (Model 1) fitted on the data 
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Figure 2 . Flow chart of datasets discarded from final statistical analyses 

 



Overall performance of Oort’s procedure: a pilot simulation study – R2VF – 19/01/2015 

19 

Table 1. Estimated Type-I-Error for different strategies for global assessment for RS occurrence (Model 2 vs Model 1) 

n α r ur LRT (p < 0.05) AIC2 > AIC1 SABIC2 > SABIC1 BIC2 > BIC1 

    % CI95% % CI 95% % CI 95% % CI 95% 

100 0 0.4 0 4.5 [3.1 - 6.7] 0.8 [0.3 - 1.9] 5.1 [3.5 - 7.3] 0.0 [0.0 - 0.7] 
  0.9 0 3.7 [2.4 - 5.5] 0.2 [0.0 - 0.9] 4.0 [2.7 - 5.9] 0.0 [0.0 - 0.6] 
 -0.2 0.4 0 5.9 [4.1 - 8.2] 0.4 [0.1 - 1.4] 7.0 [5.1 - 9.6] 0.0 [0.0 - 0.7] 
  0.9 0 5.9 [4.2 - 8.1] 0.7 [0.3 - 1.8] 6.6 [4.8 - 8.9] 0.0 [0.0 - 0.7] 

200 0 0.4 0 4.0 [2.8 - 5.8] 0.4 [0.2 - 1.3] 0.1 [0.0 - 0.8] 0.0 [0.0 - 0.6] 
  0.9 0 3.6 [2.5 - 5.2] 0.8 [0.4 - 1.7] 0.4 [0.1 - 1.1] 0.0 [0.0 - 0.5] 
 -0.2 0.4 0 4.0 [2.8 - 5.7] 0.3 [0.1 - 1.0] 0.3 [0.1 - 1.0] 0.0 [0.0 - 0.5] 
  0.9 0 5.4 [4.1 - 7.3] 1.4 [0.8 - 2.5] 1.2 [0.6 - 2.2] 0.0 [0.0 - 0.5] 

300 0 0.4 0 3.0 [2.0 - 4.4] 0.0 [0.0 - 0.5] 0.0 [0.0 - 0.5] 0.0 [0.0 - 0.5] 
  0.9 0 4.5 [3.3 - 6.1] 0.5 [0.2 - 1.2] 0.0 [0.0 - 0.4] 0.0 [0.0 - 0.4] 
 -0.2 0.4 0 5.8 [4.4 - 7.7] 0.9 [0.4 - 1.8] 0.0 [0.0 - 0.5] 0.0 [0.0 - 0.5] 
  0.9 0 4.4 [3.3 - 6.0] 0.5 [0.2 - 1.2] 0.0 [0.0 - 0.4] 0.0 [0.0 - 0.4] 
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Table 2. Estimated power for different strategies for global assessment for RS occurrence (Model 2 vs Model 1) 

n α r ur LRT (p < 0.05) AIC2 > AIC1 SABIC2 > SABIC1 BIC2 > BIC1 

    % CI 95% % CI 95% % CI 95% % CI 95% 

100 0 0.4 1 36.4 [32.3 - 40.7] 12.7 [10.1 - 15.9] 39.1 [35.0 - 43.4] 0.0 [0.0 - 0.7] 
   2 57.7 [53.1 - 62.2] 28.8 [24.8 - 33.1] 60.4 [55.8 - 64.8] 0.2 [0.0 - 1.2] 
  0.9 1 37.8 [34.0 - 41.8] 12.1 [9.7 - 15.0] 39.3 [35.5 - 43.3] 0.0 [0.0 - 0.6] 
   2 61.2 [57.1 - 65.1] 33.6 [29.8 - 37.6] 64.4 [60.4 - 68.3] 0.2 [0.0 - 1.0] 
 -0.2 0.4 1 36.6 [32.7 - 40.8] 15.6 [12.8 - 18.8] 38.8 [34.8 - 43.0] 0.0 [0.0 - 0.7] 
   2 60.0 [55.6 - 64.2] 28.0 [24.2 - 32.1] 63.6 [59.3 - 67.7] 0.0 [0.0 - 0.8] 
  0.9 1 41.0 [37.1 - 45.1] 15.0 [12.3 - 18.1] 43.0 [39.0 - 47.0] 0.0 [0.0 - 0.7] 
   2 61.1 [57.1 - 65.1] 30.2 [26.6 - 34.1] 63.6 [59.6 - 67.5] 0.2 [0.0 - 1.0] 

200 0 0.4 1 72.8 [69.4 - 76.0] 45.0 [41.3 - 48.7] 39.5 [35.9 - 43.1] 0.1 [0.0 - 0.8] 
   2 94.6 [92.6 - 96.1] 77.8 [74.5 - 80.8] 71.5 [68.0 - 74.8] 0.3 [0.1 - 1.1] 
  0.9 1 75.1 [71.8 - 78.0] 44.4 [40.9 - 48.0] 38.3 [34.9 - 41.8] 0.1 [0.0 - 0.8] 
   2 94.9 [93.1 - 96.3] 79.9 [76.9 - 82.6] 74.5 [71.2 - 77.5] 0.5 [0.2 - 1.4] 
 -0.2 0.4 1 75.0 [71.7 - 78.1] 44.3 [40.6 - 48.0] 37.6 [34.1 - 41.3] 0.1 [0.0 - 0.8] 
   2 92.2 [89.9 - 94.0] 74.4 [71.0 - 77.5] 68.5 [64.9 - 71.9] 0.7 [0.3 - 1.7] 
  0.9 1 76.2 [73.1 - 79.2] 46.4 [42.9 - 50.0] 41.1 [37.6 - 44.6] 0.0 [0.0 - 0.5] 
   2 94.3 [92.5 - 95.8] 80.7 [77.7 - 83.3] 75.6 [72.4 - 78.5] 1.1 [0.5 - 2.1] 

300 0 0.4 1 92.3 [90.3 - 94.0] 75.4 [72.3 - 78.2] 50.4 [47.0 - 53.9] 0.1 [0.0 - 0.7] 
   2 99.6 [98.9 - 99.9] 95.5 [93.8 - 96.7] 85.8 [83.2 - 88.1] 3.1 [2.1 - 4.6] 
  0.9 1 94.1 [92.3 - 95.5] 78.3 [75.5 - 81.0] 52.5 [49.2 - 55.8] 0.1 [0.0 - 0.7] 
   2 99.6 [98.9 - 99.9] 95.8 [94.2 - 97.0] 86.9 [84.5 - 89.1] 4.6 [3.3 - 6.2] 
 -0.2 0.4 1 92.2 [90.1 - 93.8] 74.7 [71.6 - 77.6] 49.8 [46.3 - 53.3] 0.0 [0.0 - 0.5] 
   2 99.5 [98.7 - 99.8] 96.8 [95.3 - 97.8] 86.3 [83.7 - 88.5] 3.9 [2.7 - 5.4] 
  0.9 1 92.3 [90.3 - 93.9] 73.3 [70.3 - 76.1] 47.1 [43.8 - 50.4] 0.2 [0.1 - 0.8] 
   2 99.8 [99.2 - 99.9] 96.6 [95.1 - 97.6] 88.5 [86.3 - 90.5] 4.2 [3.1 - 5.8] 
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Table 3. Estimated OBI1 and OBI2 (see Materials and Methods for definition) as a function of sample characteristics 

n α r ur OBI1 OBI2 

    % CI 95% % CI 95% 

100 0 0.4 1 26.2 [22.6 - 30.2] 4.5 [3.0 - 6.7] 
  0.9 1 27.1 [23.6 - 30.8] 6.6 [4.8 - 8.8] 
 -0.2 0.4 1 27.5 [23.9 - 31.4] 6.6 [4.8 - 9.0] 
  0.9 1 28.3 [24.8 - 32.2] 6.6 [4.9 - 8.9] 

200 0 0.4 1 58.4 [54.7 - 62.0] 11.2 [9.1 - 13.7] 
  0.9 1 59.7 [56.2 - 63.2] 13.9 [11.6 - 16.5] 
 -0.2 0.4 1 60.5 [56.8 - 64.1] 16.7 [14.1 - 19.6] 
  0.9 1 60.9 [57.4 - 64.4] 18.5 [15.9 - 21.5] 

300 0 0.4 1 75.5 [72.4 - 78.4] 11.0 [9.0 - 13.3] 
  0.9 1 74.5 [71.5 - 77.3] 13.6 [11.5 - 16.1] 
 -0.2 0.4 1 75.2 [72.1 - 78.1] 16.1 [13.7 - 18.8] 
  0.9 1 75.5 [72.5 - 78.2] 18.3 [15.9 - 21.0] 

100 0 0.4 2 21.9 [18.3 - 25.9] 2.4 [1.4 - 4.3] 
  0.9 2 27.2 [23.7 - 31.0] 3.7 [2.5 - 5.6] 
 -0.2 0.4 2 28.2 [24.4 - 32.3] 4.0 [2.6 - 6.1] 
  0.9 2 28.8 [25.2 - 32.7] 3.4 [2.2 - 5.2] 

200 0 0.4 2 52.6 [48.8 - 56.4] 1.3 [0.7 - 2.5] 
  0.9 2 57.7 [54.2 - 61.2] 2.1 [1.3 - 3.4] 
 -0.2 0.4 2 57.4 [53.6 - 61.0] 6.5 [4.9 - 8.6] 
  0.9 2 64.9 [61.5 - 68.2] 4.9 [3.5 - 6.6] 

300 0 0.4 2 62.5 [59.0 - 65.8] 0.6 [0.3 - 1.5] 
  0.9 2 69.8 [66.6 - 72.8] 0.8 [0.4 - 1.7] 
 -0.2 0.4 2 69.2 [65.9 - 72.3] 2.7 [1.8 - 4.1] 
  0.9 2 72.5 [69.5 - 75.4] 2.5 [1.7 - 3.8] 

Note: OBI1: the proportion of datasets for which the whole OP had properly detected uniform recalibration RS on only truly affected item(s), disregarding any false detections of RS on these or 

one of the other items, OBI2: this indicator was nearly identical as OBI1, but with an additional requirement of no false detections of RS on any item(s)).Global assessment of RS occurrence 

(Model 2 versus Model 1) was performed using a Satorra-Bentler scaled χ2 difference test. 


