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Abstract

Nowadays, the Voice Over IP (VoIP) technology is an important component of the commu-

nications industry as well as a low-cost alternative to Public Switched Telephone Networks

(PSTNs). Communication in VoIP networks consists of two main phases, e.g., signaling and

media exchange. VoIP servers are responsible for signaling exchange using the Session Initia-

tion Protocol (SIP) as the signaling protocol. The saturation of SIP server resources is one of

the issues with the VoIP network, which causes problems such as overload or loss of energy.

Resource saturation occurs mainly due to a lack of integrated server resource management. In

the traditional VoIP networks, management and routing are distributed among all equipment,

including servers. These servers are overloaded during peak times and face energy loss dur-

ing idle times. Given the importance of this issue, this paper introduces a framework based

on Software-Defined Networking (SDN) technology for SIP server resource management. The

advantage of this framework is to have a global view of all the server resources. In this frame-

work, the resource allocation optimization problem and resource autoscaling are presented to

deal with the problems posed. The goal is to maximize total throughput and minimize energy

consumption. In this regard, we seek to strike a balance between efficiency and energy. The

proposed framework is implemented in the actual testbed. The results show that the proposed

framework has succeeded in achieving these goals.
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1. Introduction

The prevalence and diversity of services provided by IP networks have led to the integration

of various technologies and the integration of different types of access networks and the con-

version to the next-generation network. The use of SIP [1] protocol, especially for VoIP-based

voice and video calls, has been growing, with SIP practically considered as a signaling protocol

in IMS, the proposed signaling platform for next-generation networks. Despite having features

such as text-based, IP-based, end-to-end, data-driven independence, and mobility support, this

protocol lacks a proper mechanism for dealing with overload conditions. This challenge will

cause a wide range of next-generation network users to experience a severe decline in Quality

of Service (QoS) [2].

Providing QoS on next-generation networks requires deploying mechanisms to deal with the

sudden increase in SIP traffic that causes overload on SIP servers. A list of causes of over-

load is provided in RFC 5390 [3], which may include sudden reductions in processing capacity,

component errors, one-off startups, instant congestion, and DOS attacks. Overload conditions

are exacerbated when SIP uses UDP and also intends to increase reliability by resubmitting all

unanswered requests. Although using TCP does improve server performance to some extent,

it does cause scalability problems, as shown in [4] and [5], as well as delay in TCP calls much

higher than UDP. Until now, UDP has been the most common option for SIP, and we assume

in this paper that SIP runs on the UDP transport layer protocol.

The main server of the service provider in the SIP protocol is called the server. The capacity of

each server to other servers (whether the same operator or other operators) is limited. There-

fore, the limited resource saturation of SIP servers at peak times is the main reason for these

networks overload.

In addition, stationary resources of SIP servers in idle times consume energy, as all server

resources are constant at peak and non-peak times. The main solution is server resource man-

agement. For example, we present an energy-efficient framework called GreenVoIP to manage

the resources of virtualized cloud VoIP centers. By managing the number of VoIP servers

and network equipment, such as switches, this framework not only prevents overload but also

supports green computing by saving energy in [6]. GreenVoIP is implemented and evaluated

on real platforms, including Floodlight, Open vSwitch, and Kamailio. The results show that

the proposed framework can minimize the number of active devices, prevent overloading, and

provide service quality requirements.

In the present article, we are also looking for the goals of increasing efficiency and reducing
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energy consumption with a new approach: linear mathematical modeling, the autoscaling mech-

anism, and SDN.

The concepts of Software-Defined Networking (SDN) [7, 8, 9, 10] and Network Functions Virtu-

alization (NFV) [9, 11] can provide an abstract, focused view of network resources and servers.

This can be quite helpful in managing resources and addressing the challenges of a variety of

networks such as overload, energy consumption, routing, load balance, and quality of service

assurance [12, 13, 14, 7, 15]. More precisely, software-based networks allow advanced man-

agement by separating data planes and controls from one another, as well as centralized and

software control. This will lead to efficient routing and resource management. Furthermore,

virtualization technology for network functions can help improve resource management by vir-

tualizing a variety of devices and network functions and autoscaling techniques. This can be

done by optimally allocating resources as needed[16]. For example, during peak load times

when the overload probability is high, it can be possible to increase network resources such as

servers (scaling up) or to reduce the resources of inactive network servers (scaling down).

Given the importance of the challenges presented, the main purpose of this paper is to control

overload and energy in SIP networks using SDN based resource management. In this regard,

we present an SDN-based framework based on the convex mathematical programming model

and autoscaling technique to prevent overloading and loss of energy in the SIP network. This

framework increases the throughput of the entire network through optimal resource allocation.

In this regard, inspired by the congestion control of the TCP protocol, we present the problem

of optimizing SIP resource allocation. We also discuss the automation scaling technique for

managing SIP resources for optimal energy consumption.

TCP congestion control uses a network model with a set of L links with a limited capacity (C)

that are used jointly by N traffic generator sources (with index s). Each traffic generator uses

a series of links, so S(l) = {s ∈ N, l ∈ L}. The L(s) set specifies an L×N matrix (Rls) which

equals 1 if the source s uses the link l; otherwise, it equals 0. Each source s generates xs(t)

traffic at any given moment, and each link l updates a value of λt(l) at any moment as the

link cost. The total traffic generated per link must be less than the capacity of this link. This

network can be modeled by the Network Utility Maximization (NUM) optimization problem,

which is found in [17, 18] introduced:

maximize
∑
s

Us(xs) (1)

subject to Rx ≤ c (2)
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minimize(λ≥0) D(λ) =
∑
s

max(Us(xs)− xs
∑
l

Rsλl) +
∑
l

clλl (3)

Considering the optimization problem of Eq. (1) and its dual, it is possible to derive the general

model of congestion control algorithms and show that the TCP congestion control methods are

interpreted into distributed algorithms, which is the problem of NUM Eq. (1).

Resource allocation and congestion control of the TCP and SIP protocols are theoretically5

similar in that they are optimized to maximize resource utilization. The biggest difference

between TCP congestion control and SIP overload control is that TCP congestion control is a

mechanism for maximizing the capacity of links, while SIP overload control is a mechanism for

maximizing server capacity utilization while preventing overload. Therefore, the SIP overload

problem has the following complexities:10

• Each server functions both as a source of traffic generation and a link. Users are actual

source of traffic generation; however, since each request is related to an individual user and

modeling the overload control of such a scenario is practically impossible, the upstream server

is considered as the source of traffic generation (when traffic is sent from users of one server to

users from another server, the server is upstream. When traffic is sent from other servers to15

the desired server, the server is downstream).

• SIP network servers must also bear the cost of dropping overload. In TCP, traffic gen-

eration resources must themselves control the forwarded load. However, in SIP, this is not

an easy task, and traffic is generated by users, each generating only as much as one session.

Overload dropping on servers requires the use of processing resources and should be added to20

the optimization problem.

• Overload control methods (implicit or explicit) affect the efficiency of overload control. In

TCP, the cost of links is generally observed by implicit methods in traffic generation sources.

The overhead of the implicit method used in traffic generation resources will not have a role

in link efficiency. While in SIP congestion control, the cost of overload control (implicit or25

explicit) has a significant impact on proxy performance.

On the other hand, network functions virtualization provides resources scalability and au-

toscaling technique. Autoscaling is the key strategy for dynamic resource supply. This tech-

nique should automatically allocate the resources needed by the servers. If a server requires

some more resources, they should be allocated to the server without causing any problems30

with the user service. Moreover, if excess resources are needed, additional resources should be

temporarily withdrawn so that they can be reused if required. This saves energy and does not
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compromise efficiency.

1.1. Contributions

Some of the main contributions of this article can be summarized as follows:35

1. Introducing an SDN-based framework for the softwarization of SIP networks for in-

tegrated resource management, including two major components, e.g., overload control and

energy consumption control.

2. Mathematical modeling of the problem of optimal allocation of resources to SIP servers.

Defining the problem mentioned above in the form of a mathematical model, identifying the40

types of model constraints according to the requirements, assumptions and constraints and

goals defined, as well as a precise definition of the variables, parameters, and inputs of the

problem. Hence, in this article, a new approach will be presented to tackle the SIP overload

because resource allocation has already been used by researchers to control TCP congestion.

This paper introduces the optimal resource allocation to prevent overload from increasing the45

throughput across the SIP network.

3. Providing a mechanism to scale up and scale down the SIP resources for energy con-

trol (Developing a scheme of reducing energy consumption using SDN and autoscaling, which

effectively decreases the total energy consumption of servers).

4. Implementing the proposed framework in the actual testbed and evaluating the perfor-50

mance of the proposed approach under different scenarios.

So in this paper, by stating the causes of occurrence and persistence of overload in SIP

servers, an extensive study has been done on the problems caused by SIP server overload, the

behavior of servers in these conditions, and the parameters affecting server performance in this

case. Due to the lack of processing and memory resources, proper resource management in the55

SIP network is very important as the most destructive factor affecting the performance of SIP

servers in case of overload. In this regard, a novel framework is presented. The framework is

based on resource optimization and SDN-based network technology. To achieve no overload

through resource management, the problem of optimal resource allocation is first modeled.

According to the server resources, the proposed resource allocation model tries to maximize60

the acceptance of calls so that they can be distributed among the servers in the network without

any overload. Also, with the virtualization of SIP networks and the capabilities such as resizing

the resources it provides, the limitation of hardware resources can be somewhat reduced. This

approach provides more dynamic and efficient resource management and provides an abstract
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view of all SIP network resources. The framework was also equipped with an automated scaling65

scheme (at the virtual machine level) to allocate an appropriate amount of resources to both

achieve the maximum acceptance rate and minimize resource wastage.

1.2. Organizations

The rest of the article is organized as follows. Section 2 discusses related work. Section 3

provides a comprehensive list of challenges in managing SIP resources. Section 4 presents the70

proposed framework. In this section, we address the details and components of the proposed

framework as well as the solution to the optimization problem with the objective function of

maximizing the total throughput. In addition, the details of the proposed autoscaling technique

are presented in this section. Section 5 introduces the testbed, test tools, performance evalu-

ation, and results. Finally, Section 6 concludes the work and provides suggestions for future75

work.

2. Related Work

The most prominent existing approaches to overcoming VoIP overload can be categorized

as shown in Fig. 1. In this figure, one way to prevent overload is the distribution of the load

between SIP servers based on their capacity [19, 20, 21]. Another categorized mechanism is80

overload control methods, which are divided into five general categories [1, 22, 23, 24, 25, 26],

the most important of which are local and distributed methods.

2.1. Local methods

In local methods, each SIP server monitors its consumable resources independently and

rejects additional calls without the need to interact with other servers [1].85

This method is based on the basic SIP mechanism for overload control, which rejects ad-

ditional requests by sending a 503 response message. In local overload control methods, the

monitor and operator are both located on the overload proxy. In this method, it is assumed

that the cost of rejecting additional calls is lower than accepting them. Therefore, the proxy

will be able to serve more calls in total while spending less resources to reject additional calls.90

On the other hand, because the overloaded proxy itself constantly monitors its consumption

resources, it applies its control method without the need to interact with other network proxies.

Of course, this method alone can not prevent the harms of proxy exposure to overload. It is

necessary to install other methods along with this mechanism in other network components. So
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Figure 1: Categorization of papers on VoIP overload

that the local overload control method is the last proxy backup layer. The disadvantage of this95

method is that the cost of rejecting the call is not insignificant. In the event of a heavy overload,

the proxy must devote all its resources to rejecting additional calls. As a result, it will not be

able to service all calls and its throughput will be zero. In addition, a ”re-try after” header

is embedded in this reply message, informing the overloaded proxy of its non-response time to

other upstream proxies. During this time, upstream proxies can redirect incoming requests to100

other proxies on the network. This will cause the load to fluctuate between the proxies in the

network if the overload is heavy and continues for a while. Therefore, using this method alone

can not completely eliminate the negative effects of overload.

2.2. Distributed methods

In distributed methods, SIP servers prevent overload by interacting with each other and105

exchanging information. These methods are also divided into five categories, depending on the

type of exchanged information[27, 28, 29, 30, 31, 32, 33, 34]. For instance, [31] is a window-

based method in which the load is sent to the downstream server only if the upstream server

window has empty space. Also, message delays are used to adjust the size of the window.

When a SIP proxy is overloaded by other proxies, the so-called ”server-server” overload110

occurs. In addition to local control mechanisms, distributed overload control methods are used

to keep the reference load to the normal load. Distributed overload control methods are also

divided into two categories, explicit and implicit: depending on whether the overloaded server

informs its status to the upstream servers, or whether the upstream servers themselves are be

informed.115

In explicit overload control methods with direct feedback, the SIP proxy explicitly uses a signal
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(such as a packet or the inclusion of relevant information in a field of a packet) to indicate

that an overload is imminent. Upstream proxies that receive this signal adjust their load rate

according to the received signal to be optimal for the downstream proxy. The advantage of this

method is that each proxy can actively adjust its own load, so that it can use its maximum120

processing power.

The implicit overload control or indirect feedback method uses the absence of responses, or the

loss of packets as a criterion for detecting overload. An upstream proxy that understands such

a situation reduces its load rate to its downstream proxy. Given that no explicit feedback is

used in this method, it is a robust mechanism, as it is not dependent on proxy reaction under125

overload. Another advantage of this mechanism is that upstream proxies will be able to avoid

overloading the downstream proxy that cannot respond.

In addition, distributed methods are divided into two categories, step-by-step and end-to-end,

depending on how the servers on the network interact to control overload. In step-by-step

methods, the amount of feedback is transmitted directly between each pair of adjacent proxies.130

Therefore, independent control policies and parameters can be applied between each pair of

proxies. In other words, the operating unit of the overload control structure is located in

the upstream proxy, which directly uses the monitoring information located in its downstream

proxy to control the overload. But in the end-to-end method, a feedback loop is closed along

the path between the primary sender server and the final receiver. Therefore, the control is135

performed by the primary sender server. In other words, the monitoring unit is located in each

of the proxies located along the route, while the operating unit is located at the origin of the

sender of the messages. The disadvantage of this method is its high complexity for finding all

routes to the desired destination and summarizing the information obtained to decide whether

to limit the sending of packets to a particular route.140

2.3. Retransmission rate methods

The third approach applied for overload control is based on retransmission rate methods

which review retransmission mechanism of SIP by studying servers buffer size [24, 25]. By

limiting the dedicated memory of the server, it can be prevented from admitting the over-

capacity calls. However, this policy loses its efficiency once the call rate rises, as the server145

processor is forced to analyze the messages to recognize their content. Therefore, under such

conditions, the server reaches saturation, which typically occurs under the higher loads.

As mentioned, by limiting the memory allocated to the server, it can be prevented from
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accepting calls beyond its capacity. But this policy loses its effectiveness as the call rate

increases. Because in this case, the server processor has to parse messages to know the contents150

of them. So in this case, too, it will be saturated, although this event will occur under higher

loads.

2.4. TCP flow control methods

The next approach to overload avoidance is based on TCP flow control for the purpose of

regulating SIP overload [26]. However, problems such as scalability and high delay hinder use155

of this protocol. Furthermore, the congestion designed for TCP control mechanism occurs due

to limited bandwidth, whereas the overload in SIP is caused by the limited processing capacity

of servers CPU [24].

As mentioned, overload control can be implemented in any of the data link, network, trans-

mission, and application. Since SIP is an application layer protocol, most overload control160

methods are application layer. However, methods for controlling overload in the transmission

layer when using TCP have also been considered to improve the TCP flow control procedure

for controlling SIP overload. In this regard, the effect of using different transmission layer

protocols on call delay has been investigated.

Based on the mentioned points, it can be stated that the main disadvantages of the present165

overload control approaches are: Firstly, their reliance merely over the local call reject reduces

their throughput. Secondly, for the majority of explicit feedback-based methods, continuous

revision of the status and feedback calculation (which is the function of overloaded server) has

complexity and header. The third defect of these methods is the delay in feedback arrival to

the upstream, which results in instability of these methods. Nevertheless, these methods are170

more accurate in overload detection as compared to the implicit methods. Therefore, overload

detection, feedback generation, and running the overload control algorithm incurs CPU and

memory usage costs and affects throughput of the server.

3. Existing Challenges

This section examines a limited number of challenges in optimizing the allocation of SIP175

resources, some of which are addressed in this article. These challenges can be helpful for other

articles as well. These challenges can be classified into several main phases.

1. Collection of decision-making data and knowledge of open source SIP servers (how and

when to measure server resources):
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To get the optimal allocation of server resources, the resource allocation algorithm requires180

some critical information. For example, knowing the number of server resources remaining, the

number of call requests per server, the topology, how to connect servers, and so on.

2. Determining the importance of SIP servers activity for allocating resources to them:

To avoid wasting resources on SIP servers, authorized operations should be reviewed to

allocate resources to them. Depending on whether the caller and the callee are both on the185

same domain (registered on one server) or registered on different domain servers, each server call

requests can be divided into local or extra-domain requests. Thus, categorizing the activities

authorized by the servers to allocate resources to them can be considered as local calls or relaying

(trunking) extra-domain requests. For example, in Fig.2, each server can spend its resources on

making local calls and calls between two users from different domains. An essential component190

of the overload control mechanism is the optimal adjustment of local and extra-domain call

rates due to limited SIP network resources.

SIP Proxy 1

UAC

&

UAS

SIP Proxy 2

UAC

&

UAS

Domain 1 Domain 2

 Figure 2: SIP network with two servers

3. Determining the impact factor of server activities on resource consumption:

After determining the authorized activities of the servers to allocate resources to them, the

importance coefficient of these activities in resource consumption should be specified as well.195

For example, making local calls will require more resources than making extra-domain calls

to a particular server. Obtaining these coefficients is, in itself, a challenge in allocating server

resources. It is also important to note that these coefficients vary for different sources. For

example, making a local call affects the processing and memory resources of a server differently.

4. No restrictions on the topology and links between SIP network servers:200

As discussed in [35, 36, 31, 37], the SIP server network can have different topologies. The

resource allocation algorithm should not limit how the SIP servers are connected or topologized.
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As in Fig.3, there is no direct relationship between Server 1 and Server 3. Therefore, to

communicate between Server 1 users and Server 3 users, the relevant signaling must pass

through Server 2 and reach the destination. Determining this path is also one of the challenges205

in optimizing the allocation of server resources.

5. Creating a balance between increased throughput and decreased resource consumption

of SIP servers:

The proposed resource allocation algorithm should not overlook increasing the total network

throughput to maintain server resources. Conversely, it should not increase the likelihood of210

an overload on SIP network servers to increase the network throughput by allocating total

network resources. Creating a balance between increasing the total network throughput and

the non-occurrence of overload due to resource constraints is one of the challenges ahead.

SIP Proxy 1

UAC

&

UAS

Domain 1

UAC

&

UAS

Domain 2

UAC

&

UAS

Domain 3

SIP Proxy 2

SIP Proxy 3

 
Figure 3: SIP network with three servers and no direct connection between server 1 and server 3

6. Centralized optimal resource allocation:

Gathering server information and deciding how to allocate resources provided that the215

throughput is increased and overload is not occurred, by a central controller and how to design

it is another challenge ahead.

7. The heterogeneity of the network SIP servers.
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4. Proposed Approach

As discussed earlier, with the growing use of SIP, the traditional configuration of this type of220

network is faced with several problems such as ineffective routing, overloaded SIP servers, and

lack of optimal management of server resources (including processing and memory resources).

An integrated SIP softwarization is required. This section introduces a new approach to up-

grading the SIP network framework using new SDN and NVF technologies. SDN allows for

advanced management by decoupling data and control panels, as well as centralized and soft-225

ware control. This will lead to efficient routing and resource management. Using SDN, the

entire network and its components can be controlled and programmed as an integrated network

by software controllers and designed APIs (such as the OpenFlow protocol). SDN architecture

and the OpenFlow protocol make the network smarter and more manageable, and the core

network infrastructure is separated from applications. NFV can also help SDN by virtualizing230

a variety of network equipment and functions. This section mainly aims to separate the core

functionalities of SIP networks (the mastermind of these networks) from the hardware infras-

tructure of these networks (which are currently highly complex) and to present as software.

The following framework is provided in this regard.

4.1. Proposed Framework235

Fig.4 outlines the proposed framework. As can be seen in this figure, a controller tries to

maximize the admission of calls so that it can distribute them between servers on the network

and save energy at the same time. However, given the limited resources of the servers and the

information and status of the servers as well as the knowledge of the topology and paths in the

SIP network, this controller seeks to find the optimal solution to the problem by solving the240

proposed mathematical model.

In addition, due to limited resources of SIP servers (given that hardware resources are

constant), full acceptance rates cannot be achieved when the input load is greater than the

network capacity. Energy loss occurs when the input load is much lower than the server

capacity. Therefore, the virtualization of SIP networks and capabilities such as changes in245

resource scaling it provides can reduce hardware resource constraints to some extent. This

approach leads to more dynamic and efficient resource management. Virtualization techniques

can provide an abstraction of physical server resources and allocate a portion of the overall

hardware to different operating environments (e.g., different virtual machines), each operating

in the form of a separate, independent system. Virtualization also allows for on-demand resource250
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sharing. As such, computing resources such as CPU and memory as well as storage resources are

allocated as needed and as needed. The amount of these resources can be allocated dynamically.

As a result, the amount of time spent optimizing, optimizing, and wasting resources for the

provider is also minimized. This eliminates static resource allocation (which allocates resources

as much as needed and commensurate with its peak usage). In short, virtualization leads to255

improved resource efficiency, dynamic resource sharing, and better energy management along

with improved scalability, accessibility, and reliability of resources.

Monitoring

Linear 

Programming 

Model

Autoscaling

Control Plane

Data Plane

SDN Controller

Virtual SIP Servers

4

3

n

i

2

1

Rule ManagerSelected Flavors 

Module 1 Module 2

Module 3 Module 4

flavors

OpenFlow

Rules

 
Figure 4: The proposed SIP resource management framework based on the SDN concept

As shown in Fig.4, the data plane includes SIP virtual servers. These servers are equipped

with the OpenFlow protocol to communicate with the SDN controller. The controller has

four main modules. The monitoring module collects and observes information required from260

the infrastructure. Given the information collected as well as the capacity of the servers, the

second module calculates the maximum possible throughput by solving a linear programming

model in a short time. Given the output of module 2, the next module calculates and satisfies

the required resources. That is, it determines the size of the virtual machine for each SIP

server. Finally, the last module sends the results to the servers in the form of appropriate rules265

and OpenFlow messages.Fig. 5 shows the proposed controller algorithm described.
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Figure 5: Controller Proposed Algorithm

4.1.1. Linear Programming Model

Generally, the SIP network consists of L SIP servers with a Ci capacity. Each server

divides this capacity into upstream and downstream between other servers. Fig.6 shows the

SIP network with four servers (L = 4). For example, in this figure, the request rate of Server270

1 users to Server 2 users is specified with λ12. In overload mode, Server 1 sends T12 to Server

2 and drops the rest.

SIP Proxy 1SIP Proxy 2

SIP Proxy 3 SIP Proxy 3

 

 

 

Figure 6: SIP-based network with L = 4

An essential component of the overload control mechanism is to set the transmission rate to

each server (Tij). Therefore, in the optimization problem, this parameter must be adjusted to

maximize the objective function. The other point is that in the overload mode, the upstream

14



transmission request rate may be higher than the allocated capacity from one server to another

(λij). Some requests will be dropped at a wrej cost, and the throughput will be equal Tij .

Based on these assumptions, the optimization problem will be defined as following equation:

maximize
∑
i,j∈L

Uij(Tij) (4)

subject to (5)

∑
j∈L

(Tij +Wrej(λij − Tij) + λijkwret + Tji)− Tii ≤ Ci, i ∈ L (6)

0 ≤ Tij ≤ λij , i, j ∈ L (7)

The first constraint of this problem is written to divide the server capacity between other

servers into two upstream and downstream roles. In this statement, the dedicated capacity of

server i must be greater than the sum of the following streams:275

• Tij :Transmission server throughput toward other downstreams.

• (λij − Tij).Wrej :Overhead of downstream capacity overload dropping.

• (λijk).Wret: The cost of processing downstream traffic redirects coming from users. The

third term of this statement is written for cases where the upstream server input load is resent

to an average of k times.280

• Tji: Throughput received from upstream servers.

It is noteworthy that in the first case of the optimization problem since Tii appears twice in the

first two and four terms of sigma, sigma is reduced. The second constraint of the optimization

problem determines that all throughputs (Tij) and input loads (λij) must be a non-negative

value, and none of the throughputs can be higher than their corresponding input traffic.285

The objective function of the Eq. (4) is the sum of the productivity of each traffic flow. The

productivity of each traffic flow is a function of the transmitted throughput.

4.1.2. Autoscaling

Next, we consider the cost of dropping calls in the linear programming model introduced

as zero. This means that dropping calls does not happen because the resources are fixed.290

The process of matching the number of resources required with server requirements is called

horizontal scaling, which can be very challenging. This approach is implemented by two general
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methods, e.g., horizontal and vertical. In horizontal scaling, also known as scale in /out, new

virtual machines are added to the computational system or platform, and the workload is

distributed among all available virtual machines. In vertical scaling, also known as scale-295

up/down, more resources are added to the same virtual machine to fulfill server requests. For

example, adding more RAM, disk space, or CPU to the same machine. As such, we manage

load increases. This paper uses vertical scaling assuming that we have f (flavor) sizes with

specified sources as flavor flavor[f ] = [Pf ,Mf ] (Pf represents processor and Mf represents

virtual machine memory f). The third module selects the closest size for each server virtual300

machine according to Table 1 so that the throughput is satisfied and minimum resources are

used (to reduce power consumption). If total throughput of server i is equal to its capacity,

no action is taken; if it is greater than its capacity, scale-up should be done, and if it is lower,

scale-down should be done. Resource scale-up occurs when overload is likely. Scale-down also

happens to save energy. Fig. 7 shows the autoscaling proposed algorithm.305

Table 1: Scaling rules

Actions Rules

NOP
∑
Tij = Ci

Scale Up
∑
Tij > Ci

Scale Down
∑
Tij < Ci

The third module aims to dynamically adapt the server resources based on throughput and

establish a balance between fulfilling the throughput and minimizing resource consumption. It

should be noted that concerning the obtained Tij , this paper assumes that routing between

OpenFlow switches is performed by the Dijkstra’s algorithm and in the controller. The rules

are also installed on OpenFlow switches by the controller.310
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Figure 7: Proposed Algorithm for Autoscaling

5. Performance Evaluation

In this section, open-source Asterisk1 software is used to implement SIP server, open-source

SIPp2 software for user agent implementation. Moreover, Floodlight is used for controller

implementation, and CVX software [38] is used to solve the mathematical model. All servers

and controllers have homogeneous hardware, including the INTEL Dual Core 3GHZ processor315

and 2 GB of RAM using the CentOS 6.3 Linux operating system. Asterisk software reports are

also used to measure call status. Oprofile software is used to measure CPU usage and server

memory.

The requirements for the implementation of the proposed method is given in Table 2 This

1Asterisk is a software implementation of a private branch exchange (PBX). In conjunction with suitable

telephony hardware interfaces and network applications, Asterisk is used to establish and control telephone calls

between telecommunication endpoints, such as customary telephone sets, destinations on the public switched

telephone network (PSTN), and devices or services on voice over Internet Protocol (VoIP) networks. Its name

comes from the asterisk (*) symbol for a signal used in dual-tone multi-frequency (DTMF) dialing.
2SIPp is a free Open Source test tool / traffic generator for the SIP protocol. It includes a few basic

SipStone user agent scenarios (UAC and UAS) and establishes and releases multiple calls with the INVITE

and BYE methods. It can also reads custom XML scenario files describing from very simple to complex

call flows. It features the dynamic display of statistics about running tests (call rate, round trip delay, and

message statistics), periodic CSV statistics dumps, TCP and UDP over multiple sockets or multiplexed with

retransmission management and dynamically adjustable call rates.
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prototype was implemented in VoIP type approval laboratory whose backbone is 10 Mbps links.320

Table 2: Testbed Characteristics for the Experiments

VoIP

Servers

SDN

Controller

OpenFlow

Switches

Traffic

Generator

Software Asterisk Floodlight v1.2 Open vSwitch v2.4.1 SIPp

Quantity 3 1 2 1

CPU INTEL Dual Core 3GHZ INTEL Dual Core 3GHZ INTEL Dual Core 1.8GHz INTEL Dual Core 1.8GHz

RAM 2 GB 2 GB 1 GB 2 GB

Operating System CentOS 6.3 Linux CentOS 6.3 Linux Linux kernel v3.10 Red Hat v6

5.1. Implementation and Experimental Results

In this section, it is assumed that the network has two SIP servers. Server 1 parameters

are C1 = 460 cps, λ11 = 100 cps, λ12 = 180 cps and Server 2 parameters are C2 = 460 cps,

λ22 = 50 cps, λ21 = 180 cps. In addition, k = 0,Wret = 0.1,Wrej = 0.2.325

The considered values are selected with high sensitivity. They are selected from several

values. Each value is tested several times and the average of the results is considered to bring

the results closer to the actual value. C Indicates the capacity of the server, which depends

on the hardware specifications of the server. The C values were considered according to the

specifications of the servers mentioned in the previous subsection, as well as the various tests330

performed on the server. C1 is equal to C2 because the hardware of both servers is the same

(all servers and controllers have homogeneous hardware, including the INTEL Dual Core 3GHZ

processor and 2 GB of RAM using the CentOS 6.3 Linux operating system). λs are percentage

of C that servers can handle. So the sum of λ11 and λ12 and λ21is less than or equal the C1.

We define three scenarios, e.g., low-load, medium-load, and high-load. In the low-load335

scenario, 400 calls per second (cps) is injected into the network. In the medium and high-load

scenarios, 600 cps and 800 cps were injected into the network, respectively. For SIP virtual

machines, four flavors (f = 4) are given in Table 3. Initially, the specifications of all virtual

machines are homogeneous, and others are small.

Next, we show the results of network traffic injection. Fig.8 shows the server throughput340

(Tij) in three low-load, medium-load, and high-load scenarios for the proposed SDN-based

mechanism and the traditional mechanism. As can be seen, the throughput in SDN mode is

higher than the traditional mode in all three scenarios. Besides, as the load (Cij) increases, the

throughput also increases. Nonetheless, increased throughput is higher in SDN mode because,

in the high-load scenario, the traditional mode becomes overloaded and fail to handle the load.345
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Table 3: Available flavor specifications

Flavor Memory (MB) vCPUs Disk (GB)

Small 2048 1 20

Medium 4096 2 40

Big 8192 4 80

Very Big 16384 8 160

Table 4 shows the flavor of virtual machines for different Cijs in both SDN-based and traditional

modes. In the traditional mode, the flavor of the virtual machine is the same as the original

size. Nevertheless, in SDN mode, the flavor of the machine varies with load. Under heavy loads,

the flavor of the machine grows and shrinks under light loads. This is effective in saving energy

consumption. From Fig.8 and Table 4, it can be concluded that compared to the traditional350

mechanism, the SDN-based mechanism has managed to increase throughput (according to the

linear programming model) and contribute to a decrease in energy consumption (due to the

virtual machine scaling mechanism).

Table 3 shows the flavor of virtual machines for different Cijs in both SDN-based and traditional 

modes. In the traditional mode, the flavor of the virtual machine is the same as the original size. 
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consumption. From Fig. 5 and Table 3, it can be concluded that compared to the traditional 

mechanism, the SDN-based mechanism has managed to increase throughput (according to the 

linear programming model) and contribute to a decrease in energy consumption (due to the 

virtual machine scaling mechanism). 

 

Figure 5. Server throughput in three scenarios 
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Figure 8: Server throughput in three scenarios

Table 4: The flavor of virtual machines at different loads

Cij 400 (cps) 600 (cps) 800 (cps)

Traditional-based Small Small Small

SDN-based Small Medium Big

Fig.9 shows message retransmission rates. As virtual machine flavors do not change in the

traditional method and remain small, overload occurs in scenarios 2 and 3 (medium- and high-355
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load). This causes resources to be saturated, and the message rate to increase rapidly. However,

the SND-based method does not overload as the central controller solves the mathematical

model as well as regulates the sources. This does not increase the retransmission rates and the

congestion of the network.

An increase in retransmission rates is directly related to the occurrence of overload. As360

much as this rate can be controlled, overload can be prevented. The reason for the increase

in retransmission rates is the inability of servers to respond to requests, which is due to a lack

of resources. In other words, if server resources are saturated, then retransmission begins and

grows in a short time.

the SND-based method does not overload as the central controller solves the mathematical model 

as well as regulates the sources. This does not increase the retransmission rates and the 

congestion of the network. 

 

Figure 6. Retransmission rate in three scenarios 
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Figure 9: Retransmission rate in three scenarios

Fig.10 shows that resource saturation and exposure to overload increase delay in the tradi-365

tional mode. However, the SDN-based mechanism has been able to keep the delay below 100

ms even under a high-load scenario. The reason for the high delay in the traditional method

is illustrated in Fig.11. In the traditional method and medium- and high-load scenarios, the

message rejection rates increase dramatically. The reason for this is the lack of awareness and

centralized decision-making in this way. Despite consuming all the resources, the traditional370

method still failed to handle all the messages properly, resulting in higher rates of rejection and

delay.

Delay is toxic to multimedia systems. The main reason for the increase in delay is the

growth of the rejection rate. Lack of processing resources and memory of servers makes it

impossible to respond to requests in the allotted time and the timer is timed out. From375

now on, retransmissions will start and the situation will get worse. As the retransmissions

rate increases, the shortage of resources gets worse. As the resources become saturated, the

rejection rate increases and the delay becomes very large.
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Figure 7. The average delay in three scenarios 

 

Figure 8. Message rejection rate in three scenarios 
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Figure 10: The average delay in three scenarios

 

Figure 7. The average delay in three scenarios 

 

Figure 8. Message rejection rate in three scenarios 

In the proposed mechanism, servers will never face resource saturation (Figures 9 and 10). 

Therefore, even at heavy input loads, the performance of the servers will not decrease, and they 

will not face the consequences of overload (Figures 5 to 7). For example, in the high-load 

scenario, without a sudden increase in the retransmission rate and the average call delay (Figures 

6 and 7), it reaches the throughput of 789 successful requests from 800 requests only by 

consuming an average of 50% CPU and 61% RAM (Figures 9 and 10) yielded (Figure 5). 

1

10

100

1000

10000

100000

1000000

Cij=400 (cps) Cij=600 (cps) Cij=800 (cps)

A
ve

ra
g

e 
ca

ll
 s

et
u

p
 d

el
a

y 
(m

s)
 

low load                       medium load                      high load 

SDN based traditional based

0

10

20

30

40

50

60

70

80

90

100

Cij=400 (cps) Cij=600 (cps) Cij=800 (cps)

R
ej

ec
ti

o
n

 r
a

te
 (

%
) 

low load                       medium load                      high load 

traditional based SDN based

Figure 11: Message rejection rate in three scenarios

In the proposed mechanism, servers will never face resource saturation (Fig.12 and 13).

Therefore, even at heavy input loads, the performance of the servers will not decrease, and380

they will not face the consequences of overload (Fig. 8 to 10). For example, in the high-

load scenario, without a sudden increase in the retransmission rate and the average call delay

(Fig.9 and 10), it reaches the throughput of 789 successful requests from 800 requests only by

consuming an average of 50% CPU and 61% RAM (Fig.12 and 13) yielded (Fig.8). However,

in the traditional mechanism and the high-load scenario, a throughput no better than 344385

successful requests can be reached with all the server resources consumed (Fig.8).

Increasing throughput and reducing energy consumption in the proposed method is based

on the global, integrated, and coordinated management of traffic and network resources. Since

the proposed controller oversees the entire network and its components, it can make decisions

about resource resizing and server acceptance rates in a centralized and accurate manner. This390

is much more efficient and informed than when decisions were traditionally made and distributed
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by switches or servers.

However, in the traditional mechanism and the high-load scenario, a throughput no better than 

344 successful requests can be reached with all the server resources consumed (Figure 5). 

 

Figure 9. The average CPU usage of servers in three scenarios 

 

Figure 10. The average memory usage of servers in three scenarios 
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Figure 12: The average CPU usage of servers in three scenarios

However, in the traditional mechanism and the high-load scenario, a throughput no better than 

344 successful requests can be reached with all the server resources consumed (Figure 5). 
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Figure 13: The average memory usage of servers in three scenarios

All of the previous experiments were only in one period; however, in the subsequent exper-

iments, we will examine efficiency over time. Fig.14 shows the cumulative throughput of the

servers over time. In this experiment, the time is divided into five 100s intervals, during which395

low-load, medium-load, and high-load are executed scenarios, respectively. As can be seen, in

SDN-based mode, throughput is higher in all scenarios compared to the traditional mode. For

example, in the 200-300s interval where the high-load scenario is implemented, the traditional

mode failed to achieve a better throughput than 300cps due to being overloaded. However, the

SDN-based method has achieved the maximum possible throughput of approximately 1100cps.400

Note that the Tij fluctuation changes according to the input load to the system.

Fig.15 and 16 show the average resources consumed over time. In these figures, it is evident

that resource saturation has taken place in the traditional mode, and this has led to a decline in

throughput. However, the SDN-based approach has been able to achieve maximum throughput
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with minimal resource consumption by resource scale-up and scale-down. This is also illustrated405

in Table 5. Due to the input load (Cij), the flavor of the virtual machines on the SIP servers is

changed, which is very effective in power consumption. However, in the traditional mode, the

flavor of the machines is constant throughout the time interval. In sum, it can be concluded

that the SDN approach has managed to create a trade-off between energy and throughput in

the VoIP system by solving the proposed linear programming model, as well as the proposed410

autoscaling technique.
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Figure 14: Cumulative throughput of the servers over time
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Figure 15: The average CPU usage of servers over time

Fig. 17 shows the details of processor consumption by the proposed controller obtained

through Oprofile. As can be seen, the Floodlight Kernel takes up more than half of the con-

troller processor, but the proposed modules consume much less CPU power. This is evidence of

the high scalability of the proposed controller. This means that the proposed modules do not415

impose a high processing overhead on the controller. Among these modules, the Linear Pro-

gramming Model module consumes more CPU due to the implementation of the mathematical
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Figure 16: The average server memory usage over time

Table 5: Size of virtual machines at different loads and over time

Time (Second) 0-100 100-200 200-300 300-400 400-500

Cij 400(cps) 600(cps) 800(cps) 600(cps) 800(cps)

Traditional-based Small Small Small Small Small

SDN-based Small Medium Big Medium Small

method. The Autoscaling module takes the next place in terms of CPU consumption due to

the implementation of the flavor increase and size decrease algorithms. This figure also shows

that the controller processor is not saturated up to the heavy load of 500 cps.420

Also, Fig. 18 shows the details of memory consumption by the proposed controller. As

can be seen, the Floodlight Kernel takes up more than half of the controller memory, but the

proposed modules consume much less memory. This is evidence of the high scalability of the

proposed controller. This means that the proposed modules do not impose a high memory

overhead on the controller.425

Figure 19 shows that as time goes on and load increases, CPU consumption also increases.

But this increase is different for different modules. For example, for the kernel module more

than other modules. So proposed modules are not overhead and processing bottlenecks.

This is also shown in Figure 20. As can be seen, with the passage of time and increasing

load, memory consumption by different modules also increases. Most of this increase is related430

to the kernel and the proposed modules are not an additional overhead.
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Figure 17: The computational overhead of proposed modules by changing the load

6. Conclusion and Future Work

Saturation or overflow of SIP server resources is one of the issues with the VoIP network,

bringing about several problems such as overload or energy loss. These servers are overloaded

during peak times and face energy loss in idle times. Given the importance of this topic,435

this paper introduces a framework based on software-defined networking (SDN) technology for

managing SIP server resources. The advantage of this framework is to provide a global view

of all the server resources. In this framework, the resource allocation optimization problem,

as well as resource autoscaling, are presented to deal with the problems posed. The goal is to

maximize total throughputs and minimize energy consumption. In this regard, we seek to strike440

a balance between efficiency and energy. In this respect, a variety of experiments were carried

out under different scenarios in a real test environment. The results show that the proposed

SDN-based approach has succeeded both in improving the metrics related to overload control

and in improving energy.
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Figure 18: The memory overhead of proposed modules by changing the load

The results show that resource saturation has taken place in the traditional model, which445

has led to a decline in throughput. However, the proposed SDN-based approach has been able

to achieve maximum throughput with minimal resource consumption by resource scale-up and

scale-down. In the proposed mechanism, servers will never face resource saturation. Therefore,

even at heavy input loads, the performance of the servers will not decrease, and they will not

face the consequences of overload. For example, in the high-load scenario, without a sudden450

increase in the retransmission rate and the average call delay, it reaches the throughput of

789 successful requests from 800 requests only by consuming an average of 50% CPU and 61%

RAM. However, in the traditional mechanism and the high-load scenario, a throughput no

better than 344 successful requests can be reached with all the server resources consumed. In

sum, it can be concluded that the SDN approach has managed to create a trade-off between455

energy and throughput in the VoIP system by solving the proposed linear programming model,

as well as the proposed autoscaling technique.

It is also important to note that the capacity of the entire SIP network in this method is limited
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Figure 19: The memory overhead of proposed modules during the time

to the capacity of the controller. Of course, because the controller is logically centralized,

multiple controllers can be used. In addition, the designed modules are very simple so as not460

to add complexity and overhead to the controller. The result is an efficient and agile controller

that can manage the network seamlessly. We can also divide the whole SIP network into a

number of domains and consider separate controllers to manage each domain. In this case, the

task of the controller becomes easier.

For future work, we will generalize and develop mathematical models for optimal allocation465

of SIP resources as well as taking into account SLA traffic flows between servers. We are

also looking to develop autoscaling policies. Using the virtual machine migration technique to

manage virtual SIP servers is also a part of the future works of this article.
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Figure 20: The memory overhead of proposed modules during the time
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