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ABSTRACT

Recently, lab experiments have been reintroduced in the
ideas-to-applications pipeline for geophysical issues. Ben-
efiting from recent technological advances, lab experi-
ments may play a major role in the coming years, in sup-
port of field experiments and numerical modeling, to ex-
plore some of the current challenges of seismic imaging in
terms of, for instance, acquisition design or benchmarking
of new imaging techniques at a low cost and in an agile
way. But having confidence in the quality and the accu-
racy of the experimental data obtained in a complex con-
figuration that mimics at a reduced scale a real geological
environment is an essential prerequisite. This requires a
robust framework regardless of the configuration studied.
The goal of this work is to provide a global reflection on
this framework in the context of offshore seismics. To il-
lustrate this framework, we rely on different reduced-scale
models, and more specifically on a model that represents a
3D complex-shaped salt body buried in sedimentary layers
with curved surfaces. Zero-offset and offset reflection data
are collected on this model in a water tank, using a conven-
tional pulse-echo technique. We follow a cross-validation
approach that allows, through the comparison between the
experimental data and the numerical simulation of wave
propagation, to point out both the improvements of the ex-
perimental setup that must still be made to increase the ac-
curacy of the experiments, and the limitations of the nu-
merical tools that must be tackled. This framework can
however be used with confidence to investigate cutting-
edge seismic issues in complex environments.

1. INTRODUCTION

Numerical simulation of wave propagation is a core tool of
seismic imaging and inversion in subsurface exploration. It
is also used to improve seismic surveys and to explore seis-
mic acquisition designs and imaging techniques in chal-
lenging geological environments. However, it is difficult to
study and improve surveying and imaging using fully nu-
merical settings only, because numerical datasets usually
suffer from simplified physics, since they do not contain,
for instance, source-related noise, or sometimes contain

“unphysical” attenuation parameters however considered
in numerical tools. On the other hand, relying on real seis-
mic datasets only is tricky as well, because reliable datasets
are always costly, sometimes incomplete or difficult to ac-
cess, and rarely perfectly controlled. In this context, with-
out substituting for real seismic data, reduced-scale data
obtained in controlled lab conditions are a very interesting
alternative which we can play with.

Lab experiments are now considered again as a good
support to real data and to purely numerical data, in or-
der to significantly contribute to test new ideas [1], to
investigate the physics underlying wave propagation that
is not sufficiently understood [2], as well as to test nu-
merical algorithms used for data processing and imag-
ing [3]. Recently, small-scale modeling approaches have
been developed as tools to test numerical modeling and
seismic-imaging methods in the context of onshore and
offshore seismics [4–6]. In particular, Tantsereva et al. [5]
have evaluated the ability of a 3D discretized Kirchhoff
integral method (DKIM) to accurately simulate complex
diffractions using a zero-offset lab data set, measured for
a reduced-scale model with strong topography and im-
mersed in a water tank. Comparisons of numerical and
lab data sets have shown that the DKIM could correctly re-
produce the wavefield, except in the vicinity of secondary
shadow boundaries created by the interaction of the edges
of the topographic structures. More importantly, a quanti-
tative analysis of the effect of multiple scattering and the
surface curvature on the wavefield has been then performed
to define the cases where these effects may be neglected
in numerical modeling, in order to decrease the computa-
tional cost while maintaining a high degree of result ac-
curacy [7]. These works clearly show the importance of
lab experiments as part of the benchmarking options for
numerical algorithms. Indeed, without substituting to real
data, reduced-scale experiments are highly valuable be-
cause they can be repeatable, more controllable than real
seismic surveys, and versatile in terms of acquisition se-
tups. Because the sources and the level of noise, as well
as the uncertainties due to source and receiver position in-
accuracies or associated with the media properties, can be
better assessed than in the case of field data sets, lab ex-
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periments also provide higher fidelity data than real seis-
mic surveys. We believe that reduced-scale models with
realistic complexity from a geological viewpoint, associ-
ated with a very high quality and accurate lab experimental
framework, could in the near future be one of the corner-
stones for exploring some of the current challenges of seis-
mic imaging in terms of acquisition design, or for bench-
marking new imaging techniques at a low cost and in an
agile way. But having confidence in the quality and in the
accuracy of the experimental data obtained in a very com-
plex environment is an essential prerequisite. As a conse-
quence, this requires a robust framework regardless of the
configuration studied.

Here, we present this framework based on the cross-
validation approach between numerical tools and a lab
setup: comparison between numerical and experimental
results emphasizes the improvements of the experimen-
tal setup that must be made to increase the accuracy (and
decrease the uncertainties) of the experiments, and at the
same time, points out the limitations of the numerical tool
that must be tackled. To illustrate this framework, we rely
on a much more complex case study that is also much
more realistic from a geological viewpoint than the con-
figuration considered in our previous works [5, 6] or con-
figurations considered in other works (e.g. [2, 8]), namely
a complex-shaped salt body buried in sedimentary layers
with curved surfaces. This choice is motivated by the fact
that salt structures usually play a crucial role in hydro-
carbon migration and entrapment, and despite advances
in migration algorithms and inversion methods, accurate
(sub-)salt imaging is still an ongoing challenge for seismic
exploration [9]. We have thus built the WAVES reduced-
scale model (scale ratio 1 : 20 000) that closely represents
both the geometry and the media properties of a realistic
3D geologic setup, using specific materials such as spe-
cific crystal and resins. Zero-offset and offset reflection
datasets have been then collected for this reduced-scale
model in a water tank, using a conventional pulse-echo
technique and a broadband/broadbeam piezoelectric trans-
ducer and a hydrophone. In order to identify the points
that need particular attention to allow lab experiments to
be very efficient tools in support of real data and numerical
simulations for seismic exploration issues, we have com-
pared these experimental datasets to corresponding nu-
merical data obtained using a full-wave method, namely
a spectral-element method (SEM) [10]. To be effective,
this cross-validation requires that the same input data (e.g.
the geometry and the physical properties of the model, the
characteristics of the sources and the receiver, the acquisi-
tion design. . . ) have to be considered carefully in both the
experiments and the numerical tool.

The paper is then organized as follows. Section 2 is
devoted to the reduced-scale modeling, including the de-
scription of the WAVES model and the lab experiments.
In Section 3 the principles of the SEM used for obtain-
ing numerical data similar to lab data are briefly recalled.
The numerical implementation of the input data similar to
lab conditions is also discussed here. Section 4 presents

the comparison between the lab data and the correspond-
ing numerical results, and widely discusses the possible
origins of the observed misfits. Despite the (small) misfits,
the whole framework is validated and confirms the high po-
tential of lab experiments for cutting-edge seismic imaging
and acquisition issues in complex environments.

2. REDUCED-SCALE SEISMIC MODELING

2.1 The WAVES model

The real-life dimensions are scaled down to the lab scale
by a factor of 1 : 20 000. Therefore 1 mm at the lab
scale corresponds to 20m at seismic scale. The WAVES
reduced-scale model has a size of 400x270x95mm, which
corresponds to 8x5.4x1.9 km at seismic scale. The model
mimics a salt-body embedded in sedimentary layers (Fig-
ure 1). Salt is represented by crystal, and the sediments are
represented by resins (Table 1). The resins are all based
on the same base material, but some of them are enriched
with a mixture of aluminum and silicon dioxide powder
to increase their density and the wave velocities. The alu-
minum layer on the bottom represents a typical crystalline
basement, such as granite. The P- and S-wave velocity and
attenuation values (expressed as Q-factors), obtained with
transmission measurements through two material samples
of different thickness, are close to constant within the fre-
quency range of interest (250 − 650 kHz). Each material
is therefore considered to be homogeneous and isotropic
for the frequency range of interest (Table 1). We consider
glass and aluminum to be elastic, i.e. QP and QS are infi-
nite.

Figure 1. The WAVES model. Top : perpendicular ver-
tical cross-sections along the center lines of the model.
The numbers denote the materials whose properties are re-
ported in Table 1. Bottom : top view of the model without
the topmost layer, the blue dashed line denotes the study
line discussed in the paper (left), the glass dome placed
inside the model (right).

2.2 Experimental setup

Because the objective was to perform reduced-scale off-
shore seismic acquisitions, the WAVES model was im-
mersed in a water tank before the measurements (Figure
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Layer (Number in Fig 1) % (kg/m3) VP (m/s) VS (m/s) QP QS

Resin A (#1,3) 1 172 ± 2 2 720 ± 13 1 210 ± 144 25 ± 1 11 ± 4

Resin B (#2) 1 680 ± 10 3 090 ± 16 1 577 ± 25 26 ± 1 18 ± 3

Resin C (#4) 1 800 ± 10 3 470 ± 21 1 840 ± 101 53 ± 1 33 ± 9

Crystal (#5) 3 623 ± 10 4 480 ± 43 2 845 ± 464 ∞ ∞
Aluminum (#6) 2 710 ± 4 6 441 ± 87 3 573 ± 544 ∞ ∞

Table 1. Measured properties of the materials used in the WAVES model, together with the associated uncertainties for the
frequency range (250–650 kHz).

2). The tank is equipped with a computer-controlled ac-
quisition system that allows for the accurate positioning
of the ultrasonic transducers. Compared to the experi-
mental setup described in [6], the precision of the mea-
surements has been significantly improved thanks to op-
tic rulers that provide a precise a posteriori control of the
transducer movements, as well as a digital protractor that
measures the tilt angle of the source transducer. The pre-
cision of the transducer movement and that of the source
tilt angle have thus been improved by a factor of 100 and
10, respectively. The uncertainty of the transducer move-
ments has thus been reduced to ± 5µm (i.e. ± 0.1m at
seismic scale), while the tilt angle of the source transducer
can now be measured with a precision of± 0.1°. However,
determining with high accuracy the initial position of both
the transducer and the hydrophone before the data acqui-
sition is still problematic. So far, this accuracy cannot be
below 0.5mm. This is definitely a point to further investi-
gate and improve in our future works.

As in [6], we used a conventional pulse-echo tech-
nique to collect reflection data in both zero-offset and off-
set configurations. Zero-offset data was acquired using a
custom-made Imasonic transducer as both the source and
the receiver. This transducer has a dominant frequency of
500 kHz (i.e. 25 Hz at seismic scale) and a broad-beam
radiation pattern. Because the width of the main lobe is
35° at−3 dB, this transducer has a large illumination area,
leading to a complex 3D wavefield [5]. In the offset con-
figuration an omnidirectional Teledyne Reson hydrophone
that has a constant sensitivity for the frequency range of
interest was used as the receiver. For more details on the
lab measurements, we refer the reader to [6].

Figure 2. Offset data acquisition setup showing the source
and the receiver, respectively on the left and right side of
the WAVES model in the water tank.

2.3 Laboratory data sets

For the sake of brevity, we focus on a study line, located
above the center line in the x-direction (dashed line in Fig-
ure 1 bottom left). This acquisition line covers both rather
simpler parts close to the sides where the geometry con-
sists of close-to-horizontal layers, and complex parts in the
center above the dome.

Figure 3 shows the lab zero-offset data set for the study
line together with the interpretation of the main recorded
events. The transducer was positioned 100 ± 0.1mm
above the top surface of the model (i.e. 2 000 ± 2m at
seismic scale) and recorded events every 0.5mm in the
x-direction. Event a) represents the reflections from the
top surface of the model, i.e. from the top of the upper
resin A layer. Event b) represents mainly the reflections
from the top of the glass dome, in particular for positions
120−270mm. For positions less than 120mm and greater
than 270mm diffractions from the edges of the dome can
also be observed. Events c), d), e), and f) are associated
with the top surface of resin B, lower resin A, resin C,
and aluminum, respectively. These events can be easily
interpreted on the sides due to the relatively simple geom-
etry. On the contrary, the closer we are to the center of the
model, the harder it is to distinguish the same reflections
due to the complex geometry. Thanks to the broad-beam
radiation pattern of the source transducer and the curved
top surface of the dome, we can see a constructive inter-
ference of reflections in the center, leading to focusing of
the energy, between 165 − 200µs and between positions
170 − 240mm. Event g) shows reflections from the bot-
tom of the aluminum. The fact that reflections are recorded
from the bottom of the aluminum shows that the imaging
of the entire depth of the model is possible, even though the
resin layers are very attenuating. Although events f) and g)
represent reflections from two perfectly horizontal inter-
faces, they exhibit some undulations in Figure 3, which is
indeed a velocity pull-up effect due to the time-domain vi-
sualization. This is the result of the varying velocity of the
complex overburden of the aluminum, which then leads to
different arrival times of the reflected zero-offset waves at
different horizontal positions.

Figure 4 shows the lab offset data set for the study line,
i.e. a common shot gather, together with the interpreta-
tion of the main events. The source was positioned at
y = 390.2 ± 0.5mm and the tilt angle of the source
transducer was 30° ± 0.1°. Both the source and the re-
ceiver transducers were positioned 100 ± 0.1mm above
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Figure 3. Cross-section of the lab zero-offset data set
along the study line and interpretation. Annotated events:
reflections from the (a) top of the upper resin A layer, (b)
top of the glass dome, (c) top of the resin B layer, (d) top
of the lower resin A layer, (e) top of the resin C layer, (f)
top of the aluminum layer, and (g) bottom of the aluminum
layer. The data was filtered between 250-650 kHz.

the top surface of the model (i.e. 2 000 ± 2m at seis-
mic scale). The hydrophone was moved every 0.5mm
in the x-direction to record events. The interpretation of
the measured data set for the WAVES model without post-
processing is challenging due to the complex multi-layered
geometry. Nevertheless, event a) can be unambiguously at-
tributed to the direct arrival from the source, and event b) to
the reflections from the top surface of the model, i.e. from
the top of the upper resin A layer. To go further in the inter-
pretation, the laboratory data must be post-processed, most
typically with migration algorithms. We show an example
of this post-processing subsequently.

Figure 4. Cross-section of the lab offset data set along the
study line (i.e. common shot gather) and interpretation.
Annotated events: (a) direct arrival, (b) reflection from the
top of the upper resin A layer. The data was filtered be-
tween 250-650 kHz.

3. NUMERICAL MODELING

3.1 Brief description of the spectral-element method

We resorted to the spectral-element method (SEM) for the
numerical simulations. Specifically, we used the Specfem
software package [10] with the explicit second-order New-
mark time scheme. The numerical modeling is conducted

in the same way as reported in [6], including the implemen-
tation of the viscoelasticity and the implementation of the
real wide-beam source signal and radiation pattern. The
only difference lies in the implementation of the model ge-
ometry. Because the WAVES model has a complex 3D
multi-layered geometry, obtaining a non-structured hexa-
hedral mesh is extremely difficult. The main difficulty is
not only to correctly mesh any domain of the model with
hexahedral elements only, but also to have a conformal
mesh on the boundaries between any two domains. Indeed,
in a conform mesh all nodes which are on the boundary of
two domains are shared by elements on both sides, and all
elements on the boundaries must be connected to elements
in the other domain by nodes. Although several open-
source and commercial meshing software were tested, cur-
rently they are all unable to tackle this task for the WAVES
model. Because a conform mesh is necessary for the nu-
merical simulations, we had to choose a different approach
to numerically implement the model geometry, namely, a
structured grid. Considering the minimum velocity of the
model – namely, 1 210 m/s for the S-waves in resin A –
and the maximum target frequency (650 kHz), we used a
grid with an equidistant grid spacing of 1.6mm in each
spatial direction. Because five Gauss-Lobatto-Legendre
(GLL) points per element are used during the simulations,
the grid spacing provides at least 7.1 and 5.8 GLL points
per the shortest wavelength for P- and S-waves, respec-
tively. This spatial discretization yields approximately 5.6
million elements, considering the water column above the
model as well.

3.2 Numerical calibration of the material properties
for a multi-layered model

Because the ultrasonic characterization of the material
samples yields a range of possible values for the measured
properties due to the measurement uncertainties, an initial
calibration is necessary to find the relevant values to be
used for the simulations. The calibration consists of a zero-
offset lab measurement, followed by an iterative fitting
of the corresponding synthetic trace. This iterative fitting
consists in adjusting the material parameters of each layer
such that the simulation yields the closest possible fit with
the reference laboratory trace. The WAVES model is chal-
lenging due to its multi-layered geometry. So, at first, the
properties of the topmost layer are calibrated, then, con-
sidering these calibrated values, the properties of the sec-
ond layer are calibrated, and so on. We chose a reference
point 100 ± 0.1mm above the top surface of the model
as close to the sides of the model as possible where the ge-
ometry is close to a 2D layer-cake geometry, but avoiding
diffractions effects from the model edges (Figure 5). The
calibration thus consists of two phases: first, the properties
of each layer except those of the glass dome are calibrated
successively using the reference point, then, a second trace
is used in the center of the model to fit the properties of the
glass too.

Figure 6a shows the comparison of the reference lab
trace with the simulated trace, using the measured mate-
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Figure 5. Location of the reference trace (red asterisk)
and of the second trace used to calibrate the properties of
the glass (blue asterisk). The yellow asterisks denote the
position of the zero-offset examples showcased hereafter.

rial properties reported in Table 1. Although the arrival
time, amplitude and phase of the simulation are correct for
the first event (reflection from the top of the upper resin
A layer), the later arrivals have extremely low amplitudes
compared to the lab measurement. By successively ad-
justing the material parameters of the different layers, we
can finally obtain an excellent fit between the lab and syn-
thetic traces, as shown in Figure 6b, from both a qualitative
and a quantitative (through correlation coefficients) view-
points. Table 2 reports the adjusted material properties and
the change in terms of percentage compared to the mea-
sured material properties listed in Table 1. At this point,
we have to note that the differences between the adjusted
and the measured values of the Q-factors can be signifi-
cant, whereas the differences in the velocity values remain
small. Moreover, even though the same resin A is used
twice in the model, we obtained different material proper-
ties for the upper and lower layers, especially for the atten-
uation parameters. Finally, using the calibrated material
properties of Table 2, we did an additional control mea-
surement and simulation in the same horizontal position,
but one centimeter closer to the surface of the model (i.e. at
90 ± 0.1mm above the top surface of the model). Chang-
ing only the height of the transducer results in a slightly
different fit between lab and synthetic traces (Figure 7).
It can be explained by the fact that the width of the il-
luminated zone of the model changes with the transducer
height. We can clearly see here the importance of the illu-
minated zone on the measurements, and on the calibration
as well, in particular for a multi-layered medium. Thus the
adjusted material parameters should be considered here as
rather apparent or effective parameters than intrinsic pa-
rameters of the materials.

After calibrating the material properties for the resins
and the aluminum, a second trace was used in the center of
the model to adjust the properties of the glass (blue aster-
isk in Figure 5). Figure 8a shows the comparison of the lab
trace with the synthetic results, using the adjusted material
properties listed in Table 2. We can see that the two traces
fit each other very well for the reflection from the top of
the upper resin A layer. Figure 8b shows the same compar-
ison, but this time the material properties of the glass dome
are also calibrated (Table 2). We can clearly see a good

Figure 6. Comparison of the reference lab trace (blue) and
the corresponding synthetic trace (red) obtained using: a)
the measured material properties reported in Tab. 1, b) the
adjusted material properties reported in Tab. 2.

Figure 7. Comparison of the lab trace (blue) recorded at
the same horizontal position as the reference trace (Fig.
6), but one centimeter closer to the model, and the corre-
sponding synthetic trace (red) obtained using the adjusted
material properties reported in Tab. 2.

fit between the lab and synthetic traces for the reflection
from the bottom of the glass dome too, as well as for other
events with later arrival times. The reflection from the top
of the glass dome shows a good, but not a perfect fit, as
the amplitude is overestimated compared to the lab mea-
surement. To decrease this misfit, the properties of upper
resin A should have been readjusted. This does not mean
that the layer is heterogeneous, but rather that the effect of
the illuminated zone also depends on the model geometry
(especially in this case when the top surface of the dome is
curved).

4. COMPARISON BETWEEN EXPERIMENTAL
AND NUMERICAL DATA

4.1 Comparison of zero-offset data

In addition to the reference and the central traces, we have
considered more specifically three traces of the lab zero-
offset data set, denoted with the yellow asterisks in Fig. 5.
These traces are located at different parts of the model to
investigate the fit between the measurements and the sim-
ulations, using the calibrated material properties (Table 2)
at different positions. For the sake of brevity, we present
here the results obtained for Trace B only. This trace is
located about 130mm (i.e. 2.6 km at seismic scale) far
from the reference trace in the x-direction. Figure 9 shows
a good fit between the measurements and the simulations
for the reflection from the top of the upper resin A layer,
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Layer % (kg/m3) VP (m/s) VS (m/s) QP QS

Resin A (#1) 1 172 (0%) 2 549 (−6%) 1 210 (0%) 124 (376%) 88 (389%)

Resin B (#2) 1 680 (0%) 3 213 (4%) 1 577 (0%) 27 (5%) 23 (28%)

Resin A (#3) 1 172 (0%) 2 560 (−6%) 1 210 (0%) 42 (60%) 30 (67%)

Resin C (#4) 1 800 (0%) 3 050 (−12%) 1 840 (0%) 30 (−43%) 26 (−21%)

Crystal (#5) 3 623 (0%) 4 325 (−4%) 2 845 (0%) ∞ (0%) ∞ (0%)

Aluminum (#6) 2 710 (0%) 6 491 (< 1%) 3 573 (0%) ∞ (0%) ∞ (0%)

Table 2. The calibrated material properties for the different layers. The percentages show the differences compared to the
measured values listed in Tab. 1.

Figure 8. Comparison of the lab trace (blue) recorded in
the center of the model and the corresponding synthetic
trace (red) obtained using the adjusted material properties
listed in Tab. 2 : a) except , b) including those of the glass
dome.

except for the tail of the event which exhibits some minor
amplitude misfits. Although some amplitude misfits can be
observed, the reflections from the top of resin B and lower
resin A layers are well restored by the simulations. On the
contrary, the later arrivals of the trace (corresponding to re-
flections from the top of the resin C layer and to reflections
from the top and bottom of the aluminum layer) show an
almost perfect fit in both the arrival times and the ampli-
tudes. Despite the occasional amplitude misfits, this trace
has a high correlation coefficient (0.87).

Figure 9. Comparison of a zero-offset lab trace (trace B
on Fig. 5) with the corresponding synthetic SEM result.

4.2 Comparison of offset data

We have also considered two sets of offset traces corre-
sponding to two different source positions. All the sources
and receivers were positioned in the center line of the
model in the y-direction y = 135 ± 0.5mm. The two
source positions are denoted with red and blue asterisks
in Figure 10, respectively. The positions of the receivers
are denoted with triangles of the corresponding color. The

tilt angle of the source transducer for all the traces was
31.3° ± 0.1°. For the sake of brevity, we show here only a
couple of traces, namely Traces D and E. For these traces,
the source was positioned at x = 300 ± 0.5mm (Figure
10). Trace D corresponds to an offset of 280 ± 0.5mm
(i.e. 5.6 ± 0.01 km at seismic scale), while Trace E was
recorded at an offset of 80± 0.5mm (i.e. 1.6± 0.01 km at
seismic scale). Figure 11 shows the comparison of the lab
measurements with the synthetic results. For Trace D, the
reflection from the top of the upper resin A layer shows a
good fit between the two traces, in terms of both the arrival
time and the amplitude. Although the arrival time of the
reflection from the top of the glass dome is correct for the
synthetic trace, the simulated amplitude is somewhat lower
compared to the measurement. The later arrivals which
propagated through the glass dome cannot be easily in-
terpreted one-by-one, because they belong to complex ray
paths. Although the arrival time and phase of these events
are correct, they show a varying amplitude misfit. The cor-
relation coefficient of 0.84 however suggests a generally
good fit between the measurement and the simulation. For
Trace E, the comparison of the measured and simulated
traces shows a good fit for the reflection from the top of
the upper resin A layer, similar to trace D. Following that,
there are two arrivals corresponding to reflections from the
top of the glass dome. This is due to the broad-beam radi-
ation pattern of the source in combination with the curved
top surface of the dome. These arrivals show some arrival
time and amplitude misfits. The later arrivals, correspond-
ing to waves propagating through the glass dome, show a
similar pattern as for trace D. Namely, the arrival time of
these events are mostly correct with some amplitude mis-
fits. The correlation coefficient is 0.81, partly due to the
erroneously low simulated amplitude of the later arrivals
(e.g. at 180 µs).

4.3 Discussion

As shown above, we can accurately reconstruct the lab
measurements for the WAVES model using the SEM with a
regular grid. In general, a very good fit can be obtained be-
tween the lab zero-offset measurements and the numerical
simulations. Although the observed misfits are somewhat
higher in the offset configuration, the values of the correla-
tion coefficients still suggest a good reconstruction of the
lab offset traces as well. At this point, it is interesting to
focus on the possible origins of the observed misfits, and
to evaluate as much as possible the associated uncertain-
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Figure 10. Location of the sources (asterisk) and receivers
(triangles) associated to the 2 offset experiments. The 2
data sets are denoted with red and blue colors, respectively.

Figure 11. Comparison of offset lab traces with the corre-
sponding synthetic SEM results: a) trace D, b) trace E.

ties and their own impacts on the misfits. Three kind of
factors which possibly contribute to the observed misfits
can be distinguished: those related exclusively to the ex-
periments, those related exclusively to the numerical sim-
ulations, and those concerned with both the experimental
and the numerical sides.

The reduced-scale experiments are of physical nature.
Hence, similar to field data, our lab data still contain noise,
although each signal was stacked several hundreds of times
before being recorded, in order to enhance the signal-to-
noise ratio and to remove any spurious incoherent noise.
The presence of noise may be problematic mainly in off-
set configurations where signals can have very low ampli-
tudes, but it can be partially removed by applying appro-
priate denoising methods. Nevertheless, noise is far from
being the main issue we have to face here in our exper-
imental work. Indeed, although the precision of the lab
measurements has been significantly improved compared
to those reported in [6], there is still a too high uncertainty
in the initial transducer positions before the data acquisi-
tion. This uncertainty (of about 0.5mm) has to be defi-
nitely investigated in details and decreased in future works,
probably with the help of metrology, in order to drastically
decrease the observed misfits between numerical results
and experimental data.

In the numerical simulations the highly complex model
geometry has been implemented using an equidistant grid
which cannot explicitly honor the model discontinuities,
in particular the sides of the dome and the junctions of the
different resin layer boundaries next to the flanks of the

dome. Nevertheless, the good fit observed for the reflec-
tions from the curved top surface of the glass dome, in both
zero-offset and offset configurations, provides a reassuring
feedback on the current implementation of the model ge-
ometry. Therefore, we consider this effect to be minimal if
any.

On the contrary, two factors have much greater impact
on the quality of the fit between numerical simulations and
lab data: the numerical implementation of the source char-
acteristics and that of the material properties. As already
pointed out in [6], the implementation of the source char-
acteristics used here does not describe perfectly the real
directivity of the transducer and its full waveform (since
the later arrivals of the wavelet are poorly reconstructed).
Indeed, although the strongly energetic main lobe of the
source transducer is very well restored (as it can be seen
from the good fit between numerical and experimental data
in zero-offset configuration), the lower-energy secondary
lobes are poorly recovered by the inversion strategy pro-
posed in [6] which seems to be inadequate in case of low
signal-to-noise ratios. Therefore, further work must be
done both from a theoretical point of view in order to im-
prove the strategy, and from the experimental side to max-
imize the signal-to-noise ratio in the directivity measure-
ments.

Before simulating wave propagation in the complex
WAVES model, we have performed a numerical calibration
of the material properties, consisting of the adjustment of
the velocity and attenuation values such that there is a per-
fect fit between the chosen lab traces and the correspond-
ing numerical ones. This preliminary and quite common
procedure is necessary as the uncertainties are quite high
in the lab characterization of the material properties, es-
pecially for the attenuation. However, we could observe
that the obtained material properties are significantly in-
fluenced by the model area which is illuminated by the
transducer beam. In future works, it would be particularly
worthwhile to better understand this attenuation issue, both
from theoretical and experimental aspects.

At this point, one last question should be raised: has the
reduced-scale model been perfectly manufactured accord-
ing to the initial 3D plans? Indeed, it is highly challenging
to find the optimal process for manufacturing such a com-
plex model and to ensure a perfect contact between the dif-
ferent material layers. A good way to check the quality of
both the model and our “imperfect” experimental frame-
work is to apply the reverse-time migration (RTM) to the
lab data. For the sake of brevity, we will not present here
the results obtained by the successfull aplication of RTM
to the lab datasets, but the quality of these results validates
the whole framework and confirms the high potential of
laboratory experiments for cutting-edge seismic imaging
and acquisition issues in complex environments.

5. CONCLUSIONS

The goal of this work was to provide a global reflection on
the framework to be implemented to obtain high-quality
laboratory data in the context of offshore seismics, regard-
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less of the geological environment studied. To illustrate
it, we have relied on a reduced-scale model representing a
3D complex-shaped salt body buried in sedimentary lay-
ers with curved surfaces. This model is made of a specific
crystal, different resins with aluminum and silicon pow-
ders, and aluminum. Zero-offset and offset reflection data
have been collected for this model in a water tank, using
a conventional pulse-echo technique. Following our previ-
ous works, the framework has been defined using a cross-
validation approach which allows, through the comparison
between the experimental data and the numerical simula-
tion of wave propagation, to point out both the improve-
ments of the experimental setup which must still be made
to increase the accuracy (and decrease the uncertainties)
of the experiments, and the limitations of the numerical
tool used (here, a spectral-element method) which must be
tackled. For instance, inaccuracies in the initial position
of sources and receivers before acquisition, the numeri-
cal implementation of the source directivity pattern, and
high uncertainties in the estimation of the media properties
(in particular, attenuations) may have a major impact on
the quality of the proper use of laboratory data for imag-
ing purposes. These issues can be solved with the help
of metrology insights. On the contrary, the quality of the
meshing of the complex model and the presence of noise,
which can be removed by using proper signal processing
techniques, have a low impact. The quality of both the
complex reduced-scale model and the global framework
proposed here has been successfully validated. Benefit-
ing from recent (and future) technological advances, we
believe that in the coming years, laboratory experiments
can play a major role, in support of field experiments and
numerical modeling, to explore some of the current chal-
lenges of seismic imaging in terms of, for instance, acqui-
sition design or benchmarking of new imaging techniques
at a low cost and in an “agile” way.
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