
HAL Id: hal-03240220
https://hal.science/hal-03240220

Submitted on 28 May 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Monitoring sea ice with seismic noise
Ludovic Moreau, Agathe Serripierri, Pierre Boué, Jérôme Weiss

To cite this version:
Ludovic Moreau, Agathe Serripierri, Pierre Boué, Jérôme Weiss. Monitoring sea ice with seismic noise.
Forum Acusticum, Dec 2020, Lyon, France. pp.2107-2113, �10.48465/fa.2020.0099�. �hal-03240220�

https://hal.science/hal-03240220
https://hal.archives-ouvertes.fr


MONITORING SEA ICE WITH SEISMIC NOISE

Ludovic Moreau1 Agathe Serripierri1 Pierre Boué1 Jérôme Weiss1
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ABSTRACT

Field data are needed for a better understanding of sea ice
decline in the context of climate change. The rapid tech-
nological and methodological advances of the last decade
have led to a reconsideration of seismic methods in this
matter. In particular, passive seismology has filled an im-
portant gap by removing the need to use active sources,
hence allowing seismic experiments to be conducted with-
out human intervention in the field. We present a seismic
experiment where an array of geophones was deployed on
sea ice, in the Van Mijen fjord near Sveagruva (Svalbard).
Stations recorded continuously the ambient seismic field in
sea ice between 1 and 26 March 2019. From the noise cor-
relation function, the Green’s function between the stations
of the array is recovered and used to extract the dispersion
curves of the ice layer. These dispersion curves are then
used in the inverse problem to infer and monitor sea ice
thickness and mechanical properties.

1. INTRODUCTION

The effects of global climate changes are strongest in the
Arctic, which currently undergoes the most intense warm-
ing on Earth, e.g. [1]. A spectacular signature of these
changes is the accelerated decline of the sea ice cover, at
a rate faster than forecasted by climate models, either in
terms of ice extent [2] or average thickness [3]. Recent
analyses predict a sea ice-free Arctic as early as 2030 [4].
Hence, understanding this sea ice decline in conjunction
with global warming is one of the main challenges of mod-
ern climatology. In this matter, a finer description of the
dynamic and thermodynamic processes involved in sea ice
models is needed. However, accurate parameterization of
these models require more complete datasets of sea ice
properties: salinity, temperature, mechanical properties,
and thickness.

The propagation of seismic waves guided in sea ice
has been exploited for decades to develop methods for the
monitoring of the ice properties [5–9], which are ingre-
dients for climate and sea ice models. These methods ex-
ploit the dispersion characteristics of the guided modes that
compose the wavefield. With appropriate forward mod-
eling, an inverse problem can be defined to infer the ice
thickness and elastic properties, based on a fit between
the dispersion of the guided modes in the model and in
the data. Such approaches are quite common, not only

in geophysics, but also at the ultrasonic scale for nonde-
structive testing [10] or medical acoustics [11] applica-
tions. As far as sea ice applications are concerned, the
main challenge with such monitoring methods are the in
situ logistics, which require the deployment of seismic an-
tennae with many geophones, as well as the use of active
sources. Given the hostile conditions and the difficulty to
access polar environments, these are considered to be the
main limitations of such methods, despite their potential
for accurate sea ice properties estimations

The present paper is a follow up of our work initiated
first at the laboratory scale [12], and then at the geophysical
scale [9], to infer the thickness and mechanical properties
of the ice from the measurement of guided wave modes.
In the former, active piezoelectric sources were used for
generating ultrasonic guided waves in the ice layer that
grows at the surface of a water tank in a cold room. In
the latter, guided wave propagation was recovered from the
noise correlation function (NCF). In passive seismology,
the NCF is calculated by correlating the ambient seismic
noise (or ambient seismic field) recorded between stations
pairs. It can be shown that the NCF converges towards
the impulse response, or Green’s function, of the medium
[13, 14]. This allows receivers to be turned into virtual ac-
tive sources, and the dispersion curves of the guided wave
modes can be extracted from the seismic noise in a totally
passive way. This method was applied to seismic noise
recorded in sea ice in the Van Mijen fjord, near Sveagruva
in Svalbard (Norway) to recover the ice thickness, Young’s
modulus and Poisson’s ratio. Here we introduce results ob-
tained for the whole duration of the seismic experiment,
between 1 and 26 March 2019. We demonstrate that sea
ice properties can be monitored with high accuracy and a
temporal resolution of a few hours.

2. MATERIAL AND METHODS

2.1 Array deployment

Between 1 and 26 March 2019, an array of 247 Fair-
FieldNodal Zland geophones (flat frequency response
down to the cutoff frequency of 10 Hz for 1-component
sensors and 5 Hz for 3-components sensors) was deployed
on the ice of Van Mijen fjord in Vallunden Lake (Figure
1a). This part of the fjord, located about 2 km south-east
of Sveagruva, is surrounded by a moraine. Because of its
connection to the fjord by a canal of width ∼10 m, it is
subject to tidal flows and forcing. It is a quiet area that is
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Figure 1. (a) Location of the seismic array in the Van Mijen fjord near Sveagruva (Svalbard), with (b) a zoom around the
247 stations of the array, including the main central array, and the four linear arrays to the north, east, south and west. Red
circles are for 1C stations and blue circles for 3C stations. The large arrowheads indicate the positions of ice drillings for
thickness measurements. The dashed rectangle indicates the line of stations used as receivers to calculate the dispersion
curves from noise correlation function

well suited for scientific experiments on sea ice.

The geophones were divided into five zones, including
one large, two-dimensional array, and four smaller linear
arrays. The distribution of the sensors is presented in de-
tails in Figure 1b with blue and red dots indicating 1C and
3C geophones. The main array is a large squared area with
sides of length 48 m (Figure 1b). The other four arrays
consist of four stations with an aperture of 12 m. The pur-
pose of the main array is to measure guided waves prop-
agating in all directions. The linear arrays act as distant
virtual sources, for the calculation of the noise correlation
functions [13, 14]. Figure 2 shows 24h of seismic noise
recorded on the vertical channel of the station located at
the center of the main array, on 3 March 2019. Note the
large number of impulsive signals, which correspond to
thousands of icequakes.
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Figure 2. 24 hours of seismic noise recorded on 3 March
2019, on the vertical channel of the station located at the
center of the main array represented in Figure 1b.

2.2 Noise correlation function

For the NCF to converge efficiently towards the Green’s
function of the medium, noise sources have to be station-
ary and they should have a spatial repartition around the
stations that is isotropic. To check the stationarity of the
seismic noise, we computed the spectrogram of the record-
ing shown in Figure 2 . The spectrogram indicates that the
seismic noise is stationary between 1 and 150 Hz, although
there is more energy in the [0-25] Hz frequency band (Fig-
ure 3a). To check the isotropy of the noise sources, we
compute the slowness vs azimuth beamforming of the seis-
mic wavefield recorded at all stations of the main array
(Figure 3b). The beamforming shows that the energy of
the seismic wavefield is coming from all azimuthal direc-
tions around the array, with a slightly lower amplitude to
the south. Note the spatial aliasing limit, which is visible in
the [15-17] Hz frequency band. This is because beamform-
ing relies on the spatial coherency of the wavefield. Hence
it is sensitive to spatial sampling. As such, it is restricted
to frequencies where geophones spacing allows a sampling
of the wavelength that satisfies Nyquist’s criterion to pre-
vent aliasing. Spatial sampling in the main array is limited
by the 1C stations, which are separated by a four-meter
spacing. To compute the beamforming, we are therefore
restricted to frequencies where the wavelength is at least 8
meters, i.e. under 16 Hz for the QS mode.

In order to calculate the NCF, we apply the following
pre-processing steps.

• recordings are truncated into 5 minutes-long time
segments

• in each segment we apply amplitude normalization
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Figure 3. a) Spectrogram of the noise recording shown
in Figure 2. b) Beamforming of the same noise record-
ing with the stations of the main array. The distribution
of noise sources is isotropic, with a slightly lower ampli-
tude to the south. Note the aliasing limit in the 15-17 Hz
frequency band, where the QS mode has a wavelength of
about 8 m, causing a duplication of the beamformer that
is very close to overlapping itself near the slowness of 8
s/km.

with a sliding window of length 10 s. The choice of
10 s corresponds to the typical length of a waveform
after the triggering of an icequake. This allows the
NCF to not be dominated by the impulsive signals
such as those that can be seen in Figure 2.

• spectral whitening is applied to the resulting signals
in order to mitigate the dominance of the low fre-
quency sources

• the resulting segments are finally stacked together

We observe convergence of the NCF for a number of
stacks corresponding to about 8 hours of noise recording.
An example is given in Figure 4, which shows the causal
part of NCF between the station at the center of the main
array and the east-most station of the east linear array (see
Figure 1). This NCF was calculated with 8 hours of contin-
uous noise on the vertical channel, from 0:00 to 8:00 AM
on 1 March 2019. For comparison, the figure also shows
the waveform measured at the center of the array when an
impulsive source is used at the position of the east-most
station. The agreement between the waveform in the NCF

and that from the impulsive source is excellent, which con-
firms the convergence of the NCF.
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Figure 4. Comparaison between the causal part of NCF
calculated between the station at the center of the main
array and the east-most station of the east linear array in
Figure 1b.

2.3 Extracting the dispersion curves from the NCF

Once the NCF is calculated between every station pair of
the array, each station becomes a virtual source for the
other stations. Next, we consider the stations in the linear
arrays as virtual sources for the dense cross of receivers,
which are oriented in the west-east and south-north direc-
tions (see the green rectangles in Figure 1b). A classical
way of computing the dispersion curves of a wavefield is
to apply a Fourier transform to the time and space dimen-
sions of the waveforms recorded along a line of geophones,
which yields the frequency-wavenumber spectrum. If sev-
eral sources are available, the spectra can be averaged over
the number of sources. However, signals with a low signal-
to-noise ratio (SNR) may result in frequency-wavenumber
spectra of poor quality. A better way of taking advantage of
several sources consists in combining them, following the
processing described in [15]. The reader is referred to [15]
and [12] for more details regarding its implementation and
application to the present problem. Only the main steps of
this processing are outlined here.

1. The matrix of transmit-receive signals has three-
dimensions: sources, receivers, and time. The first
step is the application of the Fourier transform to the
temporal dimension of this matrix.

2. At each frequency, the resulting Fourier-domain
matrix is sliced into 2D transmit-receive matrices.
These matrices are then decomposed into singular
values, with the underlying idea that the different
levels of modal energy are distributed onto a set of
orthogonal singular vectors. This allows a heuris-
tic separation of the noise and signal subspaces, in a
classical way for singular value-based filters.

3. The last step consists of defining test vectors that are
representative of the wave propagation problem in
the receivers basis, for example plane waves with
a given wavenumber. The projection of test vec-
tors onto the singular vectors of the receivers basis
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leads to a scalar product that is maximized when the
wavenumber in the test vector matches that of the
waves in the measured wavefield.

This processing significantly enhances the identification
of the dispersion branches in the frequency-wavenumber
space, for two reasons: i) the separation of the noise and
signal subspaces and ii) the projection of test vectors is not
weighted by singular values. Yet the energy information is
only contained in singular values, not in singular vectors,
which all have a norm equal to unity. Hence, in theory all
modes stand out with the same spectrum intensity, despite
their different relative energy in the wavefield.
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Figure 5. Dispersion curves of the QS, QS0 and SH0

guided modes obtained from the NCF calculated on 3
March 2019 (+), and from the model (−−) with the in-
ferred ice properties h = 0.58 m, E = 3.71 GPa, ν = 0.29
and ρ = 867 kg/m3.

At frequency-thickness values under 50 Hz·m, the three
propagating modes, QS, QS0 and SH0, have a polariza-
tion that is mainly in the vertical, longitudinal and shear
horizontal directions. Hence the above procedure is ap-
plied to the three displacement components to enhance
wavenumber extraction. Figure 5 shows the frequency-
wavenumber extracted from the NCF on 3 March 2019 be-
tween receivers of the west-east direction, and the virtual
sources of the east linear array. The three modes appear
very clearly in the frequency-wavenumber space.

2.4 Inversion of the dispersion curves

In a layer of ice floating on water, the elastic wavefield con-
tains at least four fundamental guided modes: the quasi-
Scholte (QS), quasi-S0 (QS0), quasi-A0 (QA0) and SH0.
When the product of the frequency by the thickness of the
ice remains under 50 Hz·m, the QA0 mode is not propaga-
tive and the wavefield can be approximated with the com-
bination of the flexural wave, the axial wave, and the shear-
horizontal wave [8]. These are essentially the asymptotic
behavior of the guided modes, when the displacement field
across the ice thickness is considered linear for the QS
mode and constant for the QS0 mode [9].

For a homogeneous waveguide, modal dispersion de-
pends only on the product between the frequency and the
thickness of the waveguide. In particular, for sea ice, the
only dispersive mode under 50 Hz·m is the QS mode. The
following inversion strategy relies on the analysis of the
dispersion curves of the guided wave modes propagating
in the ice. More specifically, we minimize the least-square
misfit between the dispersion curves of the modes mea-
sured in sea ice, and those calculated using the asymptotic
model by [8]. This is described thereafter.

For an ice layer of thickness h, with Young’s modulus,
E, Poisson’s ratio, ν, and density, ρ, resting on an infinite
water column with density ρw and speed of sound c, the
wavenumber of the quasi-Scholte (QS), quasi-S0 (QS0)
and SH0 modes are given by solving

kQS0
= ω

√
ρ(1− ν2)

E
, (1)

kSH0
= ω

√
2ρ(1 + ν)

E
, (2)

(kQS)
4−hρω

2

D
−ρw
D

 ω2√(
kQS

ω ν
)2
−
(
ω
cw

)2 − g
 = 0,

(3)
where D = Eh3

12(1−ν2) is the ice-bending rigidity. Next,
we set the following values for the water cw = 1410 m/s
and ρw = 1010 kg/m3. These are standard values for cold
water.

Given a set of ice parameters in the model, X =
[h,E, ν, rho], the above equations are solved for every fre-
quency in the spectrum from the NCF, and a cost function
is defined between the dispersion curves in the model, m,
and those from the data, d, such that:

f(d,X) =
1

3

∑
n=QS,QS0,SH0

||dn −mn(X)||, (4)

where || · || refers to the L2 norm.
In order to estimate the density probability function

(PDF) of the parameters, we proceed with Bayesian in-
ference, which provides an ensemble of solutions that fit
the data with an acceptable level of likelihood, given the
data uncertainty. This ensemble of solutions is represented
by the posterior distribution of the model parameters, such
that

P (X|d) = P (d|X)P (X)

P (d)
. (5)

P (X|d) is the likelihood function, P (X) is the prior dis-
tribution and P (d) is the marginal likelihood function, or
the model evidence. The posterior distribution expresses
the conditional probability of the parameter values based
on evidence from measurements, expressed by the likeli-
hood function, and from prior assumptions, expressed by
the prior distribution.

The Markov Chain Monte Carlo (MCMC) algorithm
is one of several methods that can be used to evaluate
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the Bayesian posterior distribution by realizing a Markov
chain in the parameter search space. This random walk
satisfies the ergodic theorem, which allows the algorithm
to converge toward a stationary state that approximates the
probability density function (PDF) of the parameters [16].
A recurrent problem in Bayesian inference is the difficulty
to calculate the marginal likelihood, which is essentially
a normalization factor. However, because it is the same
for all probabilities, its determination is not necessary in
practice, since it can be cancelled by comparing ratios of
probabilities rather than absolute probabilities. This is one
of the motivations for using methods based on stochastic
sampling such as MCMC.

For the likelihood function, we use a zero-mean Gaus-
sian function with variance σ2:

P (d|X) = exp

(
− (f(d,X))

2

2σ2

)
, (6)

where σ2 is the variance associated to the measurement
errors. This is a typical likelihood function used in many
data fitting problems [17]. Moreover, it is also assumed for
the prior distribution that the model parameters have equal
probability over a finite range of values:

• 0.15 m≤ h ≤ 1.5 m for thickness

• 2.5 GPa ≤ h ≤ 8.5 GPa for Young’s modulus

• 0.1 ≤ ν ≤ 0.5 for Poisson’s ratio

• 700 kg/m3 ≤ h ≤ 1000 kg/m3 for density

3. RESULTS AND DISCUSSION
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Figure 6. Probability density function of the ice thickness
and mechanical properties, estimated from the MCMC al-
gorithm.

Figure 6 shows an example of PDF inferred with the
above procedure, for the dispersion curves obtained on 3
March 2019 from the NCF. The ice properties are deter-
mined from the Esperance of the PDF. Figure 5 shows the

dispersion curves obtained from the Esperance of the PDF
in Figure 6, i.e. h = 0.58 m, E = 3.71 GPa, ν = 0.29 and
ρ = 867 kg/m3, with an excellent fit between the model
and the field data. From the PDF, we note that the ice
thickness and Young’s modulus are very well-constrained,
with a standard deviation of 8 cm and 0.4 GPa, respec-
tively. However, Poisson’s ratio is less constrained with
a standard deviation of 0.04, and density seems even less
well-contained with a standard deviation of 70 kg/m3.

This inversion procedure was repeated for several days
between 1 and 26 March 2019, and for the four directions
of propagation: west→ east, east→ west, south→ north,
and north → south. The inferred ice properties and their
standard deviation were averaged over the propagation di-
rection. This is shown in Figure 7.

The ice thickness exhibits a statistically significant in-
crease of about 15 cm. The values found on 1 and 26
March are consistent with values found from ground pen-
etrating radar surveys (52 cm on average on March 1), and
from the ice drillings: 62 cm on March 1 and 73 cm on
March 26 [9]. This increase of thickness is logical, given
the low seasonal temperatures around −25◦C.

The value of Young’s modulus is about half that of
fresh-water ice. However, in the Van Mijen fjord, the salin-
ity in March is generally around 6h [18]. Brine-liquid vol-
ume was shown to vary between 95h in 2010 and 30h
in 2018 [19]. At the place of deployment, the ice con-
tained much brine and was quite porous, with water drawn
at the surface from capillarity effect. Young’s modulus
is known to decrease when porosity and brine content in-
crease [20, 21]. Ice was also very brittle in the top 30 cm.
Moreover, the ice in the field had a temperature of about
-1◦C in the bottom 10 cm. For ice temperatures above -
3◦C, Young’s modulus is significantly reduced [6]. These
observations are likely to indicate a gradient of mechanical
properties through the thickness. The snow layer covering
the ice surface may also have an influence on the apparent
Young’s modulus [22]. Our onsite radar acquisitions show
that the thickness of the snow was comprised between 20
and 35 cm along the dense cross in the main array.

Poisson’s ratio has a value of about 0.32 on average and
does not vary significantly. This is a standard value for sea
ice [21]. The density has a an average value of about 900
kg/m3, which is also quite standard for sea ice. However,
it seems to be the less well-constrained parameter with a
standard deviation of about 45 kg/m3.

4. CONCLUDING REMARKS

This paper presented a proof of concept to use passive
seismic data for simultaneously estimating sea ice thick-
ness and mechanical properties. Based on the continuous
recording of seismic noise and on appropriate signal pro-
cessing, we show that broadband propagation of the seis-
mic waves guided in sea ice can be extracted form the NCF.
The dispersion curves of three fundamental guided modes
are measured in the [1-150] Hz frequency range, and in-
verted for ice thickness, Young’s modulus, Poisson’s ra-
tio and density. The inversion procedure is based on the
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Figure 7. Evolution of the properties of sea in the Van
Mijen fjord near Sveagruva (Svalbard) between 1 and 26
March 2019, estimated and averaged over the four direc-
tions: east-west, west-east, north-south and south-north.
a) thickness, b) Young’s modulus, c) Poisson’s ratio and d)
density. The blue background corresponds to the range of
values generally found for sea ice. The error bars represent
the standard deviation in the posterior distribution of the
parameters, computed with the MCMC algorithm.

MCMC algorithm to infer the probability density function
of these parameters. Thickness estimations are in very
good agreement with our onsite ground penetrating radar
surveys and ice drillings. In comparison with satellite-
based estimation methods, this monitoring procedure is
shown to estimate sea ice thickness with a much better ac-
curacy. Moreover, we simultaneously invert the mechani-
cal properties of sea ice, and the inferred values are con-
sistent with values reported in the literature, although we
noticed that density is not as well-constrained as the other
parameters.

By demonstrating that sea ice properties can be moni-
tored based only on passive data (i.e. without the need of
human intervention in the field, other than for installing the
geophones), this study opens locks that had made seismic
methods obsolete for sea ice monitoring. This paves the
way for new, complementary monitoring strategies where
only a very small number of geophones (less than five) is
sufficient to estimate the ice properties, for example by an-
alyzing the time-frequency dispersion of the flexural wave
measured when icequakes are triggered.
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