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ASVspoof 2019: spoofing countermeasures
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Abstract—The ASVspoof initiative was conceived to spearhead research in anti-spoofing for automatic speaker verification (ASV).
This paper describes the third in a series of bi-annual challenges: ASVspoof 2019. With the challenge database and protocols being
described elsewhere, the focus of this paper is on results and the top performing single and ensemble system submissions from 62
teams, all of which out-perform the two baseline systems, often by a substantial margin. Deeper analyses shows that performance is
dominated by specific conditions involving either specific spoofing attacks or specific acoustic environments. While fusion is shown to
be particularly effective for the logical access scenario involving speech synthesis and voice conversion attacks, participants largely
struggled to apply fusion successfully for the physical access scenario involving simulated replay attacks. This is likely the result of a
lack of system complementarity, while oracle fusion experiments show clear potential to improve performance. Furthermore, while
results for simulated data are promising, experiments with real replay data show a substantial gap, most likely due to the presence of
additive noise in the latter. This finding, among others, leads to a number of ideas for further research and directions for future editions
of the ASVspoof challenge.

Index Terms—Spoofing, countermeasures, presentation attack detection, speaker recognition, automatic speaker verification.
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1 INTRODUCTION

I T is well known that automatic speaker verification (ASV)
systems are vulnerable to being manipulated by spoofing,

also known as presentation attacks [1]. Spoofing attacks can
enable a fraudster to gain illegitimate access to resources,
services or devices protected by ASV technology. The threat
from spoofing can be substantial and unacceptable. Fol-
lowing the first special session on anti-spoofing held in
2013 [2], the effort to develop spoofing countermeasures,
auxiliary systems which aim to protect ASV technology by
automatically detecting and deflecting spoofing attacks, has
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been spearheaded by the ASVspoof initiative1.
ASVspoof 2019 [3], the most recent of three editions and

the focus in this paper, was the first to include all three major
forms of spoofing attacks involving speech synthesis, voice
conversion and replay, in separate logical and physical ac-
cess scenarios. It also brought several advances with respect
to previous editions. First, ASVspoof 2019 aimed to explore
whether advances in speech synthesis and voice conversion
technologies pose a greater threat to ASV reliability; the lat-
est of these techniques, e.g. neural network-based waveform
modelling techniques, can produce synthetic and converted
speech that is perceptually indistinguishable from bona fide
speech. Second, the 2019 edition explored replay attacks
using a far more controlled evaluation setup in the form
of simulated replay attacks and carefully controlled acoustic
conditions. Third, the database is substantially larger than
the previous ASVspoof databases and considerably more
diverse in terms of attack algorithms. With a comprehen-
sive description of the database available in a published
companion paper [4], only a brief description is provided in
the current article. The focus here is instead upon challenge
results and findings.

Whereas previous editions of ASVspoof utilised the
equal error rate (EER) metric to judge performance, the
2019 edition shifted to the ASV-centric tandem detection
cost function (t-DCF) metric [5], [6]. While the latter re-
flects the impact of both spoofing and countermeasures

1. https://www.asvspoof.org
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Fig. 1. The ASVspoof 2019 challenge featured four different types of spoofed audio data. The LA scenario contains text-to-speech and voice
conversion attacks. In the PA scenario attackers acquire a recording of the target speaker which is then replayed to the ASV system. Both simulated
and real replay attacks are considered. The former refers to simulated acoustic environments/rooms with specified dimensions and controllable
reverberation whereas the latter contains actual replay recordings collected at three different sites. Real replay attacks were included in the test set
(but excluded from challenge ranking). This paper describes challenge results for all four setups illustrated.

upon ASV performance, participation still calls only for the
development and optimisation of countermeasures. Strong
performance depends upon generalisation, namely counter-
measures that perform well in the face of spoofing attacks
not seen in training or development data.

Two different baseline systems were provided for the
2019 edition. With data, protocols and metrics being dif-
ferent to those of previous editions, progress is judged in
terms of performance relative to the two baseline systems
which provide some level of continuity or consistency with
previous challenge editions. The article describes the top
five single and fused systems for both challenge scenarios,
provides insights into the most successful countermeasure
(CM) techniques and assesses their impact upon ASV relia-
bility. Finally, the article outlines priorities for the ASVspoof
initiative looking to the future, including ideas for the next
edition – ASVspoof 2021.

2 CHALLENGE OUTLINE

This section describes the logical and physical access
ASVspoof 2019 challenge scenarios (see Fig. 1), the challenge
rules, the new t-DCF metric, and baseline CM and ASV
systems. Since it is described elsewhere [4], the ASVspoof
2019 database is not described here. Briefly, it is sourced
from the Voice Cloning Toolkit (VCTK) corpus [7], a multi-
speaker, native-English speech database of read sentences
recorded in a hemi-anechoic chamber.

2.1 Logical access

Logical access (LA) control implies a scenario in which a
remote user seeks access to a system or service protected by
ASV. An example is a telephone banking service to which
attackers may connect and then send synthetic or converted
voice signals directly to the ASV system while bypassing the
microphone, i.e. by injecting audio into the communication
channel post sensor.

The LA subset of the ASVspoof 2019 database was cre-
ated using a diverse array of 17 text-to-speech (TTS), voice
conversion (VC) and hybrid systems. Waveform genera-
tion methods vary from waveform concatenation to neural
network-based waveform modelling techniques including
WaveNet [8]. Acoustic models also vary from Gaussian
mixture models to advanced sequence-to-sequence neural
networks. Some are constructed using popular open-source
toolkits while others are selected based on their superior
evaluation results reported in the Voice Conversion Chal-
lenge [9] or other literature. Six of these systems are desig-
nated as known spoofing algorithms/attacks, with the other
11 being designated as unknown spoofing attacks. Among
the 6 known attacks there are 2 VC systems and 4 TTS
systems. The 11 unknown attacks comprise 2 VC, 6 TTS
and 3 hybrid TTS-VC systems for which VC systems are fed
with synthetic speech. Known attacks are used to generate
training and development data. Unknown attacks and two
of the known attacks are used to generate evaluation data.
Attacks are referred to by attack identifiers (AIDs): A1 – A19.
Full details of the LA setup, attack groups and analysis are
provided in [4].

2.2 Physical access

In the physical access (PA) scenario, spoofing attacks are
presented to a fixed microphone which is placed in an
environment in which sounds propagate and are reflected
from obstacles such as floors and walls. Spoofing attacks in
this scenario are referred to as replay attacks and match the
ISO definition of presentation attacks [10]. The PA scenario,
is based upon simulated and carefully controlled acoustic
and replay configurations [11], [12], [13]. The approach used
to simulate room acoustics under varying source/receiver
positions is inspired from the approach reported in [14] and
based upon an image-source method [15]. Acoustic simula-
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TABLE 1
Submission categories for the ASVspoof 2019 challenge for both LA

and PA scenarios and primary, single and contrastive submission. Only
results for single and primary systems are discussed in this paper.

LOGICAL ACCESS (LA) sub-challenge
ASV CM scores

Submission scores Dev Eval
Single system — Required Required

Primary — Required Required
Contrastive1 — Optional Optional
Contrastive2 — Optional Optional

PHYSICAL ACCESS (PA) sub-challenge
ASV CM scores

Submission scores Dev Eval
Single system — Required Required

Primary — Required Required
Contrastive1 — Optional Optional
Contrastive2 — Optional Optional

tions are performed using Roomsimove2, while the replay
device effects are simulated using the generalised polyno-
mial Hammerstein model and the Synchronized Swept Sine
tool3.

The ASV system is used within a noise-free acoustic
environment defined by: the room size S; the T60 reverbera-
tion time; the talker-to-ASV4 distance Ds. Each parameter is
categorised into three different intervals. The room size S is
categorised into: (a) small rooms of size 2-5 m2; (b) medium
rooms of size 5-10 m2; (c) large rooms of size 10-20 m2.
The T60 reverberation time is categorised into: (a) low 50-
200 ms; (b) medium 200-600 ms; (c) large 600-1000 ms. The
talker-to-ASV distance Ds is categorised into: (a) low 10-
50 cm; (b) medium 50-100 cm; (c) large 100-150 cm. This re-
sults in 27 acoustic configurations denoted by environment
identifiers (EIDs) (aaa, aab, ..., ccc).

A replay spoofing attack is mounted through the mak-
ing of a surreptitious recording of a bona fide access at-
tempt and then the presentation of this recording to the
ASV microphone. Attackers acquire recordings of bona fide
access attempts when positioned at an attacker-to-talker
distance Da from the talker whereas the presentation of
recording is made at the talker-to-ASV distance Ds using
a playback device of quality Q. Da is categorised into
three different intervals: (A) low 10-50 cm; (B) medium 50-
100 cm; (C) large 100-150 cm. Q is categorised into three
quality groups: (A) perfect quality, i.e. a Dirac impulse
response; (B) high quality; (C) low quality. Their combi-
nation results in 9 attack configurations denoted by attack
identifiers (AIDs) (AA, AB, ..., CC). Full details of the PA
setup are also provided in [4].

2.3 Rules

The submission categories for ASVspoof 2019 are illustrated
in Table 1. Participants were permitted to submit up to 4
different score sets (or 8, counting sets for development and
evaluation separately) for the LA scenario and an additional

2. http://homepages.loria.fr/evincent/software/Roomsimove 1.4.
zip

3. https://ant-novak.com/pages/sss/
4. We refer to a talker instead of speaker in order to avoid confusion

with the loudspeaker.

4 for the PA scenario, with the use of different systems being
permitted for each. Two of these score sets are required and
include primary and single system scores. Score submissions
were required for both the development and evaluation
subsets defined in the ASVspoof 2019 protocols. Scores for
corresponding development and evaluation subsets were
required to be derived using identical CM systems without
any adaptation. Ensemble classifiers consisting of multiple
sub-systems whose output scores are combined were per-
mitted for primary systems only. Single system scores were
required to be one of the sub-systems in the ensemble (nor-
mally the single, best performing). While participants were
permitted to submit scores for an additional two contrastive
systems, only results for single and primary systems are
presented in this paper.

ASV scores used for scoring and ranking were computed
by the organisers using separate ASV protocols. The use
of external data resources was forbidden: all systems de-
signed by the participants were required to be trained and
optimised using only the relevant ASVspoof 2019 data and
protocols. The only exception to this rule is the use of data
augmentation, but only then using ASVspoof 2019 training
and development data with external, non-speech data, e.g.
impulse responses. Use of LA data for PA experiments and
vice versa was also forbidden.

Finally, CM scores produced for any one trial must be
obtained using only the data in that trial segment. The use
of data from any other trial segments was strictly prohibited.
Therefore, the use of techniques such as normalization over
multiple trial segments and the use of trial data for model
adaptation was forbidden. Systems must therefore process
trial lists segment-by-segment independently without ac-
cess to past or future trial segments.

2.4 Metrics
While the parameter-free equal error rate (EER) metric is
retained as a secondary metric, the primary metric is the tan-
dem detection cost function (t-DCF) [5], and the specific ASV-
constrained variant detailed in [6]. The detection threshold
(set to the EER operating point) of the ASV system (designed
by the organiser) is fixed, whereas the detection threshold of
the CM system (designed by participants) is allowed to vary.
Results are reported in the form of minimum normalized t-
DCF values, defined as

min t-DCF = min
τcm

{C0 +C1P
cm
miss(τcm) +C2P

cm
fa (τcm)

t-DCFdefault
}, (1)

where Pmiss(τcm) and Pfa(τcm) are the miss and false alarm
rates of the CM at threshold τcm. Coefficients C0, C1 and
C2 [6, Eq. (11)] depend not only on pre-defined target,
nontarget and spoofing attack priors and detection costs
but also on the miss, false alarm and spoof false alarm rates
(the ratio of spoofed trials accepted by the ASV to the total
number of spoofed trials) of the ASV system.

The denominator t-DCFdefault = C0 + min{C1, C2} is
the cost of an uninformative default CM that either accepts
or rejects every test utterance. Its inclusion ensures that
min t-DCF values are in the range between 0 and 1. A
value 0 means that both ASV and CM systems are error-
free whereas a value 1 means that the CM cannot improve

http://homepages.loria.fr/evincent/software/Roomsimove_1.4.zip
http://homepages.loria.fr/evincent/software/Roomsimove_1.4.zip
https://ant-novak.com/pages/sss/
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upon the default system. Another useful reference value in
between these two extremes is the case of an error-free CM
(but an imperfect ASV), given by C0/t-DCFdefault. This lower
bound is referred to as the ASV floor.

The above formulation differs slightly from that in the
ASVspoof 2019 evaluation plan. Differences include the
absence of sub-system-level detection costs and the inclu-
sion of the ASV floor. The numerical scale of the t-DCF
values between the formulations differs but the impact upon
system rankings is negligible. The scoring toolkits5,6 have
been updated to reflect these changes.

One last, relevant detail concerning the t-DCF is how
performance across different attack conditions is aggre-
gated. The straightforward way (used for the ranking of
ASVspoof 2019 challenge entries as reported in [3]) is to
report performance by pooling CM scores across all attack
conditions. As an alternative, we further report max min t-
DCF across attack conditions in selected cases. Here, ‘min’
refers again to oracle CM calibration while ‘max’ refers
to the highest per-condition t-DCF. The ‘max min’ t-DCF,
therefore, serves as a reference point for worst-case attacks
(see Section 5.2).

2.5 Spoofing countermeasures

Two CM systems were provided to ASVspoof 2019 partic-
ipants. Baseline B01 uses constant Q cepstral coefficients
(CQCCs) [16], [17] and a bandwidth of 15 Hz to 8 kHz. The
number of bins per octave is set to 96 and the re-sampling
period set to 16. Static features of 29 coefficients and the
zeroth coefficient are augmented with delta and delta-delta
coefficients resulting in 90-dimensional features.

Baseline B02 uses linear frequency cepstral coefficients
(LFCCs) [18] and a bandwidth of 30 Hz to 8 kHz. LFCCs
are extracted using a 512-point discrete Fourier transform
applied to windows of 20 ms with 50% overlap. Static
features of 19 coefficients and the zeroth coefficient are
augmented with delta and delta-delta coefficients resulting
in 60-dimensional features.

Both baselines use a Gaussian mixture model (GMM)
back-end binary classifier. Randomly initialised, 512-
component models are trained separately using an
expectation-maximisation (EM) algorithm and bona fide
and spoofed utterances from the ASVspoof 2019 training
data. Scores are log-likelihood ratios given bona fide and
spoofed models. A Matlab package including both baselines
is available for download from the ASVspoof website.7

2.6 ASV system

The ASV system was used by the organisers to derive the
ASV scores used in computing the t-DCF metric. It utilizes
an x-vector [19] embedding extractor network that was pre-
trained8 for the VoxCeleb recipe of the Kaldi toolkit [20].
Training was performed using the speech data collected
from 7325 speakers contained within the entire VoxCeleb2
corpus [21] and the development portion of the VoxCeleb1

5. https://www.asvspoof.org/resources/tDCF matlab v2.zip
6. https://www.asvspoof.org/resources/tDCF python v2.zip
7. https://www.asvspoof.org.
8. https://kaldi-asr.org/models/m7

corpus [22]. The network extracts 512-dimensional x-vectors
which are fed to a probabilistic linear discriminant analy-
sis (PLDA) [23], [24] back-end (trained separately for LA
and PA scenarios) for ASV scoring. PLDA backends were
adapted to LA and PA scenarios by using bona fide record-
ings of CM training data. ASV scores for the development
set were provided to participants so that they could calcu-
late t-DCF values and use these for CM optimisation. They
were not provided for the evaluation set.

3 LOGICAL ACCESS SCENARIO

This section describes submissions to ASVspoof 2019 for
the LA scenario and results. Single system submissions are
described first, followed by primary system submissions,
presenting only the top-5 performing of 48 LA system
submissions in each case.

3.1 Single systems
The architectures of the top-5 single systems are illustrated
in Fig. 2 (grey blocks). Systems are labelled (left) by the
anonymised team identifier (TID) [3]. A short description
of each follows:
T45 [25]: A light CNN (LCNN) which operates upon LFCC
features extracted from the first 600 frames and with the
same frontend configuration as the B2 baseline CM [18].
The LCNN uses an angular-margin-based softmax loss (A-
softmax) [26], batch normalization [27] after max pooling
and a normal Kaiming initialization [28].
T24 [29]: A ResNet classifier which operates upon linear
filterbank (LFB) coefficients (no cepstral analysis). The sys-
tem extracts embeddings using a modified ResNet-18 [30]
architecture in which the kernel size of the input layer is
3×3 and the stride size of all layers is 1×2. Global mean
and standard deviation pooling [31] are applied after the
last convolutional layer and pooled features go through
two fully-connected layers with batch normalization. The
output is length-normalized and classified using a single-
layer neural network.
T39: A CNN classifier with Mel-spectrogram features. The
CNN uses multiple blocks of 1D convolution with ReLU
activation, dropout, and subsampling with strided convolu-
tion. The CNN output is used as the score without binary
classification.
T01: A GMM-UBM classifier with 60-dimensional STFT
cepstral coefficients, including static, delta, and delta-delta
components. The GMM-UBM uses the same configuration
as the two baseline CMs.
T04: Cepstral features with a GMM-UBM classifier. Due to
hardware limitations, models are trained using the full set
of bona fide utterances but a random selection of only 9,420
spoofed utterances.

3.2 Primary systems
The architectures of the top-5 primary systems are also
illustrated in Fig. 2. A short description of each follows:
T05: A fusion of seven sub-systems, six of which derive
spectral representations using the DFT, while the seventh
uses the discrete cosine transform (DCT). Features are ex-
tracted using frame lengths of 256, 160, or 128 samples,

https://www.asvspoof.org/resources/tDCF_matlab_v2.zip
https://www.asvspoof.org/resources/tDCF_python_v2.zip
https://www.asvspoof.org
https://kaldi-asr.org/models/m7
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Fig. 2. Illustration of top single (grey blocks) and primary system
submissions for the LA scenario. ☆ and ★ denote top-5 single and
top-5 primary systems, respectively.

frame overlaps of 100, 60, or 50 samples, and 256 or 160
point DFTs. The input features are sliced in 2D matrices
with 256, 160, or 128 columns (frames). All are based
upon different neural network architectures: four upon
MobileNetV2 [32]; two upon ResNet-50 [30]; one upon
DenseNet-121 [33].
T45 [25]: A fusion of five sub-systems, including the LFCC-
GMM baseline system (B1) and T45 single system. The
remaining three sub-systems use LCNNs, each of which
uses different features: LFCCs with CMVN; a log power
spectrogram derived from the CQT; log power spectrogram
derived from the DFT. All LCNN-based sub-systems use
features extracted from the first 600 frames of each file.
Sub-system scores are normalized according to the standard
deviation of bona fide scores from the same sub-system
before being fused using equal weights.
T60 [34]: A fusion of seven sub-systems. Two sub-systems
are based upon 128-component GMMs trained with either
MFCC or inverted MFCC (IMFCC) [35] features appended

TABLE 2
A comparison of top-5 (a) single and (b) primary systems for the LA

scenario. Single systems B01 and B02 are the two baselines, whereas
Perfect refers to the perfect CM (ASV floor for min t-DCF and EER of

0%). Systems are labelled by participating team identifiers (TIDs).
Results are presented in terms of the minimum t-DCF (see Section 2.4)

and EER metrics. Also illustrated are max min t-DCF results and
corresponding attack identifier (AID) for each system (see Section 5).

(a) Single systems

TID min t-DCF EER [%] Max min t-DCF
(AID)

T45 0.1562 5.06 0.9905 (A17)
T24 0.1655 4.04 0.8499 (A17)
T39 0.1894 7.01 1.000 (A17)
T01 0.1937 5.97 0.7667 (A17)
T04 0.1939 5.74 0.7837 (A17)

B01 0.2839 9.57 0.9901 (A17)
B02 0.2605 8.09 0.6571 (A17)
Perfect 0.0627 0.0 0.4218 (A17)

(b) Primary systems

TID min t-DCF EER [%] Max min t-DCF
(AID)

T05 0.0692 0.22 0.4418 (A17)
T45 0.1104 1.86 0.7778 (A17)
T60 0.1331 2.64 0.8803 (A17)
T24 0.1518 3.45 0.8546 (A17)
T50 0.1671 3.56 0.8471 (A17)

with delta and double-delta coefficients. The third sub-
system is based upon the concatenation of 100-dimension
i-vectors extracted from MFCC, IMFCC, CQCC [16] features
and sub-band centroid magnitude coefficient (SCMC) [36]
features, and a support vector machine (SVM) classifier.
The fourth sub-system is a CNN classifier operating on
mean-variance normalized log DFT grams. The remaining
three sub-systems are based upon either mean-variance nor-
malized Mel-scaled spectrograms or raw audio and either
convolutional recurrent neural network (CRNN), Wave-U-
Net [37] or raw audio CNN classifiers. The NN-based sub-
systems process a fixed number of feature frames or audio
samples for each trial. Data for two attack conditions were
excluded for training and used instead for validation and
to stop learning. Scores are combined according to logistic
regression fusion.

T24: A fusion of two sub-systems: the T24 single system; a
second sub-system using the same ResNet classifier but with
CQCC-based features. Scores are derived using single-layer
neural networks before fusion (details unspecified).

T50 [38]: A fusion of six sub-systems all based on log-CQT
gram features. Features are concatenated with a phase gram
or compressed log-CQT gram obtained from a variational
autoencoder (VAE) trained on bona fide recordings only.
Three of the six classifiers use ResNet-18 [30] classifiers, for
one of which a standard i-vector is concatenated with the
embedding layer of the network to improve generalizability.
Two other classifiers use CGCNNs [39]. The last classi-
fier (CGCRNN) incorporates bidirectional gated recurrent
units [40]. Scores are combined by equal weight averaging.
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3.3 Results

A summary of results for the top-5 single and primary
submissions is presented in Tables 2(a) and 2(b) respectively.
Results for the two baseline systems appear in the penulti-
mate two rows of Table 2(a) whereas the last row shows
performance for a perfect CM, i.e. the ASV floor.

In terms of the t-DCF, all of the top-5 single systems
outperform both baselines by a substantial margin, with
the best T45 system outperforming the B02 baseline by 40%
relative. Both systems use LFCC features, whereas T45 uses
a LCNN instead of a GMM-UBM classifier. Even so, T01
and T04 systems, both also based upon standard cepstral
features and GMM-UBM classifiers, are only slightly behind
the better performing, though more complex systems.

Four of the top-5 primary systems perform even better,
with the best T05 primary system outperforming the best
T45 single system by 56% relative (73% relative to B02).
The lowest min t-DCF of 0.0692 (T05 primary) is also only
marginally above the ASV floor of 0.0627, showing that the
best performing CM gives an expected detection cost that
is close to that of a perfect CM. The top-3 primary systems
all combine at least 5 sub-systems. All use diverse features,
including both cepstral and spectral representations, with at
least one DNN-type classifier. Of note also are differences in
performance between the same teams’ primary and single
systems. Whereas the T05 primary system is first placed,
the corresponding single system does not feature among the
top-5 single systems, implying a substantial improvement
through system combination. The first-placed T45 single
system, however, is the second-placed primary system and,
here, the improvement from combining systems is more
modest. The same is observed for T24 primary and single
systems.

4 PHYSICAL ACCESS SCENARIO

This section describes submissions to ASVspoof 2019 for the
PA scenario and results. It is organised in the same way as
for the logical access scenario in Section 3.

4.1 Single systems

The architectures of the top-5 single systems are illustrated
in Fig. 3 (grey blocks) in which systems are again labelled
with the corresponding TID. A short description of each
follows:
T28 [41]: Spectral features based upon the concatenation
of Mel-grams and CQT-grams and a ResNetWt18 classifier
based upon a modified ResNet18 architecture [42] where the
second 3x3 convolution layer is split into 32 groups. A 50%
dropout layer is used after pooling and the fully connected
layer has a binary output.
T10 [43]: Group delay (GD) grams [44] with cepstral mean
and variance normalisation (CMVN) with data augmen-
tation via speed pertubation. The classifier, referred to as
ResNetGAP, is based upon a ResNet34 architecture [42]
with a global average pooling (GAP) layer that transforms
local features into 128-dimensional utterance-level represen-
tations which are then fed to a fully connected layer with
softmax based cross-entropy loss.
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averaging 
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Fig. 3. Illustration of top single (grey blocks) and primary system
submissions for the PA scenario. ☆ and ★ denote top-5 single and
top-5 primary systems, respectively.

T45 [25]: Log power CQT-grams with a LCNN classifier
which uses Kaiming initialization, additional batch normal-
izations, and angular softmax loss. In identical fashion to
the T45 LA system, the PA system operates only upon the
first 600 frames from each utterance and fuses scores by
averaging.
T44 [45]: Log-DFT grams with a unified feature map
and squeeze and excitation network (SEnet34) [46] with
a ResNet34 backbone, in which each block aggre-
gates channel-wise statistics (squeeze operation) to capture
channel-wise dependencies for an adaptive feature recali-
bration (excitation operation) and binary training objective.
T53: Fixed-length log Mel grams (2048 frequency bins)
extracted from concatenated or truncated utterances and
a variational Bayesian neural network (VBNN) using
flipout [47] to decorrelate gradients within mini-batches.
Bona fide data is oversampled to make the bona fide and
spoofed data balanced [48].

4.2 Primary systems
The architectures of the top-5 primary systems are also
illustrated in Fig. 3. A short description of each follows:
T28 [41]: A fusion of three sub-systems, all ResNet variants
referred to as ResNeWt18. The first sub-system is the T28
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TABLE 3
As for Table. 2 except for the PA scenario. In contrast to the LA

scenario, the worst case PA scenario is denoted by both the attack
identifier (AID) and the environment identifier (EID). Also illustrated

here are min-tDCF results for hidden, real replay data (see Section 5.2)
— min t-DCF results for real replay data are computed using C0, C1,

and C2 terms derived for simulated replay data.

(a) Single systems

Performance Hidden track

TID min
t-DCF

EER
(%)

Max min t-DCF
(AID/EID)

min
t-DCF

EER
(%)

T28 0.1470 0.52 0.2838 (AA/acc) 0.5039 19.68
T10 0.1598 1.08 0.3768 (AA/caa) 0.8826 37.04
T45 0.1610 1.23 0.2809 (AA/acc) 0.7139 25.03
T44 0.1666 1.29 0.2781 (AA,AC/acc) 0.7134 41.11
T53 0.1729 1.66 0.2852 (BA/acc) 0.6379 32.64

B01 0.3476 11.04 1.0 (BA/baa, caa, cac) 0.3855 12.73
B02 0.3481 13.54 1.0 (BA/caa) 0.6681 29.44
Perfect 0.1354 0.0 0.2781 (AA/acc) - -

(b) Primary systems

Performance Hidden track

TID min
t-DCF

EER
(%)

Max min t-DCF
(AID/EID)

min
t-DCF

EER
(%)

T28 0.1437 0.39 0.2781 (AA,AC/acc) 0.7160 30.74
T45 0.1460 0.54 0.2803 (AA/acc) 0.6136 20.02
T44 0.1494 0.59 0.2781 (AA,AC/acc) 0.6798 33.66
T10 0.1500 0.66 0.2781 (AA,AC/acc) 0.7987 32.04
T24 0.1540 0.77 0.2781 (AA,AC/acc) 0.9236 31.67

single system and operates upon concatenated Mel and CQT
grams. The second operates upon a CQT modified group
delay (CQTMGD) gram whereas the third operates directly
upon the MGD gram (no CQT). Scores are combined by
equal weight averaging.
T45 [25]: A fusion of three sub-systems with different fron-
tends and a common LCNN backend. The first sub-system
is the T45 single system operating on CQT grams, while the
other two use either LFCC or DCT grams.
T44 [45]: A fusion of five sub-systems with either log-
DFT gram or CQCC frontends and either squeeze and
excitation network (SEnet) or ResNet based backends. One
sub-system is the T44 single system. Two are mean and
standard deviation ResNets (Mean-std ReNets) for which
the input feature sequences are transformed into a single
feature vector through statistics pooling. Other classifiers
receive fixed-size 2D feature matrices, referred to as unified
feature maps [49]. All are either binary classifiers (i.e. bona
fide vs. spoof) or multi-class classifiers trained to predict
the type of spoofing attack. Scores are combined via logistic
regression fusion.
T10 [43]: A fusion of six sub-systems, all ResNet-based
architectures with global average pooling (GAP) for ut-
terance level aggregation. Two sub-systems, including the
T10 single system, use data augmentation in the form of
speed perturbation [50] applied to the raw signal. Front-ends
include group-delay (GD) gram, DFT gram, LFCCs and
IMFCCs. Networks are configured as binary classifiers and
trained with cross-entropy loss. Scores coming from the
bona fide unit for each sub-system are fused using equal
weight score averaging.

T24: A fusion of five sub-systems using either LFB coef-
ficients, CQCCs or GD-gram frontends and either CNN or
ResNet backends. Embeddings produced by the ResNet sys-
tem are length-normalised and classified using a weighted,
two-class SVM. Three of the CNN systems and the ResNet
system are configured with 10 classes (combination of 9
AIDs and the bona fide class) whereas the other CNN
system has 270 output classes (full combination of all EIDs,
AIDs and bona fide class). All use statistics pooling to obtain
utterance-level representations from frame-level representa-
tions. Utterance-level embeddings are computed from the
second-to-last fully connected layer in a similar manner
to x-vector extraction. Except for the first sub-system, em-
beddings are processed with a single-layer neural network.
Scores are combined with logistic regression.

4.3 Results
A summary of results for the top-5 single and primary
submissions is presented in Tables 3(a) and 3(b) respectively,
with those for the two baseline systems and the ASV floor
appearing in the last three rows of Table 3(a).

Just as is the case for the LA scenario, for the PA scenario
all of the top-5 single systems outperform both baselines,
again by a substantial margin. In terms of the t-DCF, the best
T28 system outperforms baseline B01 by 58% relative. In
contrast to the LA scenario, however, all of the top-5 systems
use spectral features rather than cepstral features and all
also use DNN-type classifiers. Of note also is the small gap
in performance between the top-5 systems, and the use of
data augmentation by only one of the top-5 systems, but not
the top system. The latter is, however, the only single system
that uses concatenated Mel-gram and CQT-gram features.

In contrast to single systems, primary systems utilise
both spectral and cepstral features, but again with exclu-
sively DNN-type classifiers. It seems, though, that system
combination is less beneficial than for the LA scenario; pri-
mary system results for the PA scenario are not substantially
better than those for single systems. Perhaps unsurprisingly,
then, teams with the best single systems are generally those
with the best primary systems. The best T28 primary system
outperforms the best single system, also from T28, by only
2% relative (59% relative to B01). Lastly, the lowest min
t-DCF of 0.1437 (T28 primary) is only marginally above
the ASV floor of 0.1354 showing, once again, that the best
performing CM gives an expected detection cost that is close
to that of a perfect CM.

5 ANALYSIS

This section aims to provide more in-depth analysis of
results presented in Sections 3 and 4. We report an analysis
of generalisation performance which shows that results
can be dominated by detection performance for some so-
called worst-case spoofing attacks. Further analysis shows
potential to improve upon fusion strategies through the use
of more complementary sub-systems.

5.1 Generalisation to unseen attacks
Since its inception, ASVspoof has prioritised strategies to
promote the design of generalised CMs that perform reliably
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Fig. 4. Illustrations of generalisation performance for the top-5 primary systems for the LA scenario (a) and the PA scenario (b), estimated using
evaluation set data. For the LA scenario, box plots illustrate performance decomposed across known, varied and unknown attacks. For the
scenario, they illustrate performance decomposed across low, medium and high T60 reverberation categories. For all plots, the green profiles
signify corresponding ASV floors (performance for a perfect CM). The two right-most box plots in each case indicate performance for varied attacks
without the worst case AID (LA) and high T60 reverberation without the worst case AID/EID (PA) and then for the worst case scenarios on their own
(see Section 5.2).

in the face of spoofing attacks not seen in training data.
For ASVspoof 2019, the LA evaluation set features TTS and
VC spoofing attacks generated with algorithms for which
some component (e.g. the acoustic model or the waveform
generator) is different to those used in generating spoofing
attacks in the training and development sets. The situation
is different for the PA scenario. While the full set of attack
identifier (AID) and environment identifier (EID) categories
(see last two paragraphs of Section 2.2) are seen in all three
data sets, the specific AIDs and EIDs in each are different
(while the categories are the same, no specific attack or room
configuration appears in more than one set).

A view of generalisation performance for the top-5 LA
and PA primary system submissions is illustrated in Fig-
ures 4(a) and 4(b) respectively. For the LA scenario, the
three left-most box plots depict performance in terms of the
min t-DCF for: known attacks (attacks that are identical to
those seen in training and evaluation data); varied attacks
(attacks for which either the acoustic model or waveform
generator is identical to those of attacks in the training
and development data); wholly unknown attacks (attacks
for which both components are unseen). Interestingly, while
performance for unknown attacks is not dissimilar to, or
even better than that for known attacks, there is substantial
variability in performance for varied attacks. This observa-
tion is somewhat surprising since, while systems appear to
generalise well to unknown attacks, they can fail to detect
others that are generated with only variations to known
attack algorithms. This can mean either that the unknown
attack algorithms produce artefacts that are not dissimilar
to those produced with known attacks, or that there is
some peculiarity to the varied attacks. The latter implies
that knowledge of even some aspects of an attack is of little
use in terms of CM design; CMs are over-fitting and there
is potential for them to be overcome with perhaps even
only slight adjustments to an attack algorithm. Reassuringly,
however, as already seen from results in Table 2 and by the
green profiles to the base of each box plot in Fig. 4(a) which
illustrate the ASV floor, some systems produce min t-DCFs
close to that of a perfect CM.

A similar decomposition of results for the PA scenario
is illustrated in Fig. 4(b), where the three left-most box
plots show performance for low, medium and high T60
reverberation categories, the component of the EID which

was observed to have the greatest influence on performance.
In each case results are pooled across the other AID and EID
components, namely the room size S and the talker-to-ASV
distance Ds. Results show that, as the level of reverberation
increases, the min t-DCF increases. However, comparisons
of each box plot to corresponding ASV floors show that
the degradation is not caused by the CM, the performance
of which improves with increasing reverberation; replay
attacks propagate twice in the same environment and hence
reverberation serves as a cue for replay detection. The
degradation is instead caused by the performance of the
ASV system; the gap between the min t-DCF and the ASV
floor decreases with increasing T60 and, for the highest
level of reverberation, the min t-DCF is close to the ASV
floor. This observation also shows that the effect of high
reverberation dominates the influence of the room size and
the talker-to-ASV distance.

From the above, it is evident that min t-DCF results
are dominated by performance for some worst case attack
algorithms (LA) or some worst case environmental influence
(PA). Since an adversary could exploit knowledge of such
worst case conditions in order to improve their chances of
manipulating an ASV system, it is of interest to examine
not just the pooled min t-DCF, but also performance in such
worst case scenarios.

5.2 Worst case scenario
The worst case or maximum of the minimum (max min)
t-DCFs (see Section 2.4) for the top-5 single and primary
systems in addition to the baseline systems are shown in
Tables 2 and 3. For the LA scenario, the worst case attack
identifier (AID) is A17, a VC system that combines a VAE
acoustic model with direct waveform modification [51].
While the best individual result for A17 is obtained by the
best performing primary system the max min t-DCF is over
6 times higher than the min t-DCF. The lowest max min
t-DCF for single systems is that of baseline B02. While this
result (0.6571) is not substantially worse than the lowest max
min t-DCF for primary systems (0.4418), it suggests that
the fusion of different CMs may help to reduce the threat
in the worst case scenario. The two, right-most box plots
in Fig. 4(a) show performance for varied attacks without
attack A17, and then for attack A17 on its own, both for
the top-5 performing primary LA systems. A17 is a varied
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Fig. 5. min t-DCF results for oracle fusion performed with evaluation
set scores for the top-20 performing systems for the LA scenario (left)
and PA scenario (right). System T08, which returned problematic score
distributions, was excluded in compution of results for the LA scenario.

attack and is the single attack that accounts in large part
for the differences between the box plots for varied and
known/unknown attacks described in Section 5.1.

Performance for the PA scenario is influenced by both
the attack (AID) and the environment (EID). Excluding
baselines, all but two systems struggle most for acc EIDs
with small rooms (a), high T60 reverberation times (c) and
large talker-to-ASV distances Ds (c), and either the AA or
AC AID where recordings are captured in close proximity
to the talker. The two, right-most box plots in Fig. 4(b)
show performance for high T60 reverberation time without
the acc EID and then for the acc EID on its own, both
for the top-5 performing primary PA systems. Worst case
max min t-DCFs are substantially higher than pooled min
t-DCFs. Even so, it appears that the greatest influence upon
tandem performance in the case of PA is within the system
designer’s control; the environment in which CM and ASV
systems are installed should have low reverberation. Indi-
vidual system results shown in Table 3 show that a single,
rather than a primary system gives almost the best pooled
min t-DCF (0.1470 cf. 0.1437). This observation suggests that
fusion techniques were not especially successful for the PA
scenario. We expand on this finding next.

5.3 Fusion performance
From the treatment of results presented in Sections 3.3
and 4.3, we have seen already that fusion seems more
beneficial for the LA scenario than for the PA scenario; the
best performing single and pimary LA systems give min
t-DCFs of 0.1562 and 0.0692 respectively, whereas the best
performing single and primary PA systems give similar min
t-DCFs of 0.1470 and 0.1437 respectively.

For the LA scenario, we note that the best performing
T45 single system still outperforms the fifth-placed T50 pri-
mary system. The architectures of the top-4 primary systems
might then suggest that the benefit from fusion requires
substantial investment in front-end feature engineering in
addition to the careful selection and optimisation of the
classifier ensemble. By way of example, the top-ranked T05
primary LA system uses DFT grams with different time-
frequency resolutions, and three different classifiers in the

shape of MobileNet, DenseNet, and a large ResNet-50. In
addition, two out of the seven sub-systems take into consid-
eration the ratio of bona fide and spoofed samples observed
in training.

Even if different front-end combinations are among the
top-performing primary PA systems, we do not see the
same diversity in the classifier ensembles. We hence sought
to investigate whether this lack of diversity could explain
why fusion appears to have been less beneficial for the
PA scenario. Using logistic regression [52], we conducted
oracle fusion experiments for LA and PA evaluation datasets
using the scores generated by the top-20 primary and single
systems. In each case the number of systems in the fusion
was varied between 2 and 20.

Results are illustrated in Figure. 5. Also illustrated in
each plot is the min t-DCF for the best performing primary
and single systems in addition to the ASV floor, i.e. a prefect
CM that makes no errors such that the only remaining errors
are made by the ASV system. There are stark differences be-
tween the two challenge scenarios. For the LA scenario, the
best-performing T05 primary system (left-most, blue point)
obtains nearly perfect results (performance equivalent to
the ASV floor) and the fusion of multiple primary systems
improves only marginally upon performance. While the
fusion of multiple single systems (black profile) leads to
considerably better performance, even though the fusion of
20 single systems fails to improve upon the best T05 primary
system.

As we have seen already, there is little difference be-
tween primary and single systems for the PA scenario. In
addition, the performance of the best individual primary
and single systems is far from that of the ASV floor; there is
substantial room for improvement. Furthermore, the fusion
of both primary and single systems gives substantially im-
proved performance, to within striking distance of the ASV
floor. Fusion of only the best two single systems results in
performance that is superior to the best T28 primary system.
There was significant scope for participants to improve
performance for the PA condition using the fusion of even
only a small number of diverse sub-systems; it seems that
those used by participants lack complimentarity.

5.4 Progress

Fig. 6 shows box plots of performance for the top-10
systems for the three challenge editions: ASVspoof 2015
(LA), ASVspoof 2017 (PA), and ASVspoof 2019 (LA+PA).
Comparisons should be made with caution; each database
has different partitioning schemes or protocols and was cre-
ated with different spoofing attacks. Furthermore, while the
ASVspoof 2017 database was created from the re-recording
of a source database, the ASVspoof 2019 PA database was
created using simulation and, while systems developed for
2015 and 2017 editions were optimised for the EER metric,
those developed for 2019 may have been optimised for the
new t-DCF metric. Accordingly, Fig. 6 shows results in terms
of both EER and min t-DCF.

Results for 2015 and 2019 LA databases shows that
progress in anti-spoofing has kept apace with progress
in TTS and VC research, including neural network-based
waveform modelling techniques including WaveNet [8];
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Fig. 6. An illustration of performance for top-10 submission to the three
ASVspoof challenge editions: 2015, 2017 and 2019. Results are shown
in terms of both min-DCF and EER.

EERs and min t-DCFs are similar, despite the use of state-of-
the-art neural acoustic and waveform models to generate
spoofing attacks in the ASVspoof 2019 database. Results
for 2017 and 2019 PA databases seemingly show signifi-
cant progress, with both EERs and min t-DCFs dropping
by substantial margins, though improvements are likely
caused by database differences. The 2017 database con-
tains both additive background noise and convolutional
channel noise, artefacts stemming from the source database
rather than being caused by replay spoofing, whereas
the 2019 database contains neither. EER results for the
ASVspoof 2019 database are substantially lower than those
for any of the other three databases, indicating that results
reflect acoustic environment effects upon the ASV system,
rather than upon CM systems. While this finding is encour-
aging differences between 2017 and 2019 PA results show
that additive noise might have a considerable impact on
performance. These issues are expanded upon next.

6 RESULTS FOR REAL REPLAY RECORDINGS

Results for simulated replay data were compared to re-
sults for real replay data9 that were concealed within the
PA database. This data, results for which were excluded
from challenge scoring and ranking, is not described in [4].
Accordingly, a brief description is provided here. Real re-
play data was recorded in 3 different rooms with two
different talker-to-ASV distance categories Ds and in con-
ditions equivalent to two different EID categories: a small
meeting room (equivalent EIDs of aaa and aac); a large
office (equivalent EIDs of bba and bbc); a small/medium
office (equivalent to EIDs of cca and ccc). Recordings were
captured using high or low quality capture devices, whereas
replay data were recorded using various acquisition devices
before presentation to the ASV microphone using various
presentation devices. Both recording and presentation de-
vices were of quality equivalent to either B or C categories.

9. https://www.asvspoof.org/database

Data were collected from 26 speakers, each of whom pro-
vided 15 utterances selected at random from the same set of
phonetically-balanced TIMIT phrases as the VCTK source
data. This setup gave 540 bona fide utterances and 2160
replay utterances.

In contrast to simulated data, real replay data contains
additive, ambient noise. Differences between simulation and
the collection of real replay data also imply that consistent
trends between results for the two datasets cannot be ex-
pected. The objective of this analysis is to expose consisten-
cies or discrepancies in results derived between simulated
and real data in terms of the t-DCF, or to determine whether
the use of simulated data leads to the design of CMs that
perform well when tested with real data. The two right-most
columns of Table 3 show min t-DCF and EER results for the
baselines and top-5 single and primary systems. In general,
there are substantial differences. Among the top-5 systems
considered, the best t-DCF result for real data of 0.3855
is obtained by the B01 baseline. This observation suggests
that CMs are over-fitting to simulated data, or that CMs
lack robustness to background noise. This possibility seems
likely; we observed greater consistency in results for simu-
lated replay data and real replay data recorded in quieter
rooms. One other explanation lies in the relation between
additive noise and the ASV floor. Results for synthetic data
are dominated by the ASV floor, whereas those for real data
are dominated by the impact of additive noise. Whatever the
reason for these differences, their scale is cause for concern.
Some plans to address this issue are outlined in our thoughts
for future directions.

7 FUTURE DIRECTIONS

Each ASVspoof challenge raises new research questions and
exposes ways in which the challenge can be developed and
strengthened. A selection of these is presented here.

Additive noise and channel variability
It is likely that ambient and channel noise will degrade CM
performance, thus it will be imperative to study the impact
of such nuisance variation in future editions, e.g. as in [53].
Even if such practice is generally frowned upon, the artificial
addition of nuisance variation in a controlled fashion may
be appropriate at this stage. LA scenarios generally involve
some form of telephony, e.g. VoIP. Coding and compression
effects are readily simulated to some extent. In contrast,
the consideration of additive noise is potentially more com-
plex for it influences speech production, e.g. the Lombard
reflex [54]. The simulation of additive noise is then generally
undesirable. An appropriate strategy to address these issues
in future editions of ASVspoof demands careful reflection.

Quality of TTS/VC training data
For ASVspoof 2019, all TTS and VC systems were trained
with data recorded in benign acoustic conditions. This setup
is obviously not representative of in-the-wild scenarios where
an adversary could acquire only relatively noisy training or
adaptation data. Future editions of ASVspoof should hence
consider TTS and VC attacks generated with more realistic
data. Such attacks may be less effective in fooling ASV
system, and may also be more easily detectable.

https://www.asvspoof.org/database
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Diversified spoofing attacks
ASVspoof presents an arguably naive view of potential
spoofing attacks. Future editions should consider more di-
versified attacks, e.g. impersonation [55], attacks by twins
or siblings [56], non-speech [57] or adversarial attacks [58],
[59], [60] and attacks that are injected into specific regions of
the speech signal rather than the entire utterance. One can
also imagine blended attacks whereby, for instance, replay
attacks are launched in an LA scenario, or replay attacks
in a PA scenario are performed with speech data generated
using TTS or VC systems.

Joint CM+ASV score calibration
With the 2019 edition transitioned to an ASV-centric form
of assessment with the min t-DCF metric there are now not
two, but three decision outcomes: target, non-target (both
bona fide) and spoof. The existing approaches to calibrate bi-
nary classification scores are then no longer suitable. Future
work could hence investigate approaches to joint CM+ASV
system optimisation and calibration.

Reproducibility
Anecdotal evidence shows that some ASVspoof results are
un-reproducible. While it is not our intention to enforce
reproducibility – doing so may deter participation – it
is nonetheless something that we wish to promote. One
strategy is to adopt the reviewing of system descriptions,
either by the organisers or by fellow ASVspoof participants,
or the reporting of system descriptions according to a
harmonised format. Such a harmonised reporting format
should include details of the fusion scheme and weights.
This policy, together with a requirement for the submission
of scores for each system in an ensemble, would also allow
a more fine-grained study of fusion strategies and system
complementarity.

Explainability
Explainability is a topic of growing importance in almost
any machine learning task and is certainly lacking sufficient
attention in the field of anti-spoofing. While the results
reported in this paper show promising potential to detect
spoofing attacks, we have learned surprisingly little about
the artefacts or the cues that distinguish bona fide from
spoofed speech. Future work which reveals these cues may
be of use to the community in helping to design better CMs.

Standards
The t-DCF metric adopted for ASVspoof 2019 does not
meet security assessment standards, in particular the so-
called Common Criteria for Information Technology Security
Evaluation [61], [62], [63]. Rather than quantifying a prob-
abilistic meaning of some attack likeliness, common criteria
are based upon a category-based points scheme in order to
determine a so-called attack potential. This reflects e.g. the
equipment, expertise and time required to mount the attack
and the knowledge required of the system under attack.
The rigour in common criteria is that each category of at-
tack potential then demands hierarchically higher assurance

components in order to meet protection profiles that express
security assurance requirements. In the future, it may prove
beneficial to explore the gap between the common criteria
and the t-DCF. To bridge this gap pragmatically, we need
to determine the attack potentials for ASVspoof, asking
ourselves: 1) How long does it take to mount a given attack?;
2) What level of expertise is necessary?; 3) What resources (data
or computation) are necessary to execute it?; 4) What familiarity
with the ASV system is needed? Clearly, providing the answers
to these questions is far from being straightforward.

Challenge model

The organisation of ASVspoof has developed into a de-
manding, major organisational challenge involving the coor-
dination of 6 different organising institutes and 19 different
data contributors for the most recent edition. While the
organisers enjoy the support of various different national
research funding agencies, it is likely that we will need to
attract additional industrial, institutional or public funding
to support the initiative in the future. To this end, we are
liaising with the Security and Privacy in Speech Commu-
nications (SPSC), the Speaker and Language Characterisa-
tion (SpLC) and Speech Synthesis (SynSig) Special Interest
Groups (SIGs) of the International Speech Communication
Association (ISCA) regarding a framework with which to
support the initiative in the longer term.

With regards the format, the organising team commit-
ted to making ASVspoof 2019 the last edition to be run
as a special session at INTERSPEECH. With anti-spoofing
now featuring among the Editor’s Information Classifica-
tion Scheme (EDICS) and topics of major conferences and
leading journals/transactions, it is time for ASVspoof to
make way for more genuinely ‘special’ topics. Accordingly,
we will likely transition in the future to a satellite workshop
format associated with an existing major event, such as
INTERSPEECH.

8 CONCLUSIONS

ASVspoof 2019 is the third in the series of anti-spoofing
challenges for automatic speaker verification. It was the first
to consider both logical and physical access scenarios in a
single evaluation and the first to adopt the tandem detection
cost function as the default metric and also brought a series
of additional advances with respect to the 2015 and 2017
predecessors. With the database and experimental protocols
described elsewhere, the current paper describes the chal-
lenge results, findings and trends, with a focus on the top-
performing systems for each scenario.

Results reported in the paper are encouraging and point
to advances in countermeasure performance. For the log-
ical access scenario, reliability seems to have kept apace
with the recent, impressive developments in speech syn-
thesis and voice conversion technology, including the lat-
est neural network-based waveform modelling techniques.
For the physical access scenario, countermeasure perfor-
mance is stable across diverse acoustic environments. Like
most related fields in recent years, the 2019 edition was
marked with a shift towards deep architectures and en-
semble systems that brought substantial improvements in
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performance, though more so for the logical access scenario
than the physical access counterpart. There seems to have
been greater diversity among each teams’ ensemble systems
for the former, while there is evidence that those for the
latter suffer from over-fitting. In both cases, however, tandem
systems exhibit high detection costs under specific condi-
tions: either specific attack algorithms or specific acoustic
environments with costs stemming from either countermea-
sures or automatic speaker verification systems.

Many challenges remain. Particularly for the physical
access scenario, though likely also for the logical access
scenario, countermeasure performance may degrade in real-
world conditions characterised by nuisance variation such
as additive noise. Results for real replay data with additive
noise show substantial gaps between results for simulated,
noise-free data. It is furthermore reasonable to assume that
performance will also be degraded by channel variability as
well as any mismatch in the training data used to generate
spoofing attacks.

Future editions of ASVspoof will also consider greater
diversification in spoofing attacks and blended attacks
whereby speech synthesis, voice conversion and replay at-
tack strategies are combined. Countermeasure optimisation
strategies also demand further attention now that they
are assessed in tandem with automatic speaker verification
systems. Future editions demand greater efforts to promote
reproducibility and explainability, as well as some reflection
on the gap between ASVspoof and standards such as the
common criteria. Lastly, the paper outlines our plans to
adopt a satellite event format, rather than a special session
format for the next edition, tentatively, ASVspoof 2021.

ACKNOWLEDGEMENTS

The ASVspoof 2019 organisers thank the following for their
invaluable contribution to the LA data collection effort –
Lauri Juvela, Paavo Alku, Yu-Huai Peng, Hsin-Te Hwang,
Yu Tsao, Hsin-Min Wang, Sebastien Le Maguer, Markus
Becker, Fergus Henderson, Rob Clark, Yu Zhang, Quan
Wang, Ye Jia, Kai Onuma, Koji Mushika, Takashi Kaneda,
Yuan Jiang, Li-Juan Liu, Yi-Chiao Wu, Wen-Chin Huang,
Tomoki Toda, Kou Tanaka, Hirokazu Kameoka, Ingmar
Steiner, Driss Matrouf, Jean-Francois Bonastre, Avashna
Govender, Srikanth Ronanki, Jing-Xuan Zhang and Zhen-
Hua Ling. We also extend our thanks to the many re-
searchers and teams who submitted scores to the ASVspoof
2019 challenge. Since participants are assured of anonymity,
we regret that we cannot acknowledge them here by name.

REFERENCES

[1] M. Sahidullah, H. Delgado, M. Todisco, T. Kinnunen, N. Evans,
J. Yamagishi, and K.-A. Lee, Introduction to Voice Presentation Attack
Detection and Recent Advances. Springer International Publishing,
2019.

[2] N. Evans, J. Yamagishi, and T. Kinnunen, “Spoofing and coun-
termeasures for speaker verification: a need for standard corpora,
protocols and metrics,” IEEE Signal Processing Society Speech and
Language Technical Committee Newsletter, 2013.

[3] M. Todisco, X. Wang, V. Vestman, M. Sahidullah, H. Delgado,
A. Nautsch, J. Yamagishi, N. Evans, T. H. Kinnunen, and K. A.
Lee, “ASVspoof 2019: future horizons in spoofed and fake audio
detection,” in Proc. Interspeech, 2019, pp. 1008–1012.

[4] X. Wang, J. Yamagishi, M. Todisco, H. Delgado, A. Nautsch,
N. Evans, M. Sahidullah, V. Vestman, T. Kinnunen, K. A. Lee
et al., “ASVspoof 2019: a large-scale public database of synthetic,
converted and replayed speech,” Elsevier Computer Speech and
Language, vol. 64, November 2020.

[5] T. Kinnunen, K. Lee, H. Delgado, N. Evans, M. Todisco,
M. Sahidullah, J. Yamagishi, and D. A. Reynolds, “t-DCF: a
detection cost function for the tandem assessment of spoofing
countermeasures and automatic speaker verification,” in Proc.
Odyssey, 2018, pp. 312–319.

[6] T. Kinnunen, H. Delgado, N. Evans, K. A. Lee, V. Vestman,
A. Nautsch, M. Todisco, X. Wang, M. Sahidullah, J. Yamagishi, and
D. A. Reynolds, “Tandem assessment of spoofing countermeasures
and automatic speaker verification: Fundamentals,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing, vol. 28, pp.
2195–2210, 2020.

[7] C. Veaux, J. Yamagishi, and K. MacDonald, “CSTR VCTK corpus:
English multi-speaker corpus for CSTR voice cloning toolkit,”
2017, http://dx.doi.org/10.7488/ds/1994.

[8] A. v. d. Oord, S. Dieleman, H. Zen, K. Simonyan, O. Vinyals,
A. Graves, N. Kalchbrenner, A. Senior, and K. Kavukcuoglu,
“WaveNet: A generative model for raw audio,” arXiv preprint
arXiv:1609.03499, 2016.

[9] J. Lorenzo-Trueba, J. Yamagishi, T. Toda, D. Saito, F. Villavicencio,
T. Kinnunen, and Z. Ling, “The voice conversion challenge 2018:
Promoting development of parallel and nonparallel methods,” in
Proc. Odyssey, 2018, pp. 195–202.

[10] ISO/IEC JTC1 SC37 Biometrics, ISO/IEC 30107-1. Information Tech-
nology - Biometric presentation attack detection - Part 1: Framework,
International Organization for Standardization, 2016.

[11] D. R. Campbell, K. J. Palomäki, and G. Brown, “A MATLAB
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