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Abstract—This article presents an application of the Monte 
Carlo method for the evaluation of a chipless RFID orientation 
sensor in presence of noise. The working principle of the sensor is 
presented and an analytical model is derived. The sensitivity of 
the sensor to distance is put in evidence both with uncertainty 
propagation of the first order approximation of the model and by 
Monte Carlo Simulation. The Monte Carlo approach is applied 
successfully even for the nonlinear parts of the model contrary to 
the first order approach. 
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I. INTRODUCTION 

Chipless RFID has been first introduced as an identification 
technology offering the same advantages as the classical RFID 
in terms of reading versatility but with a label at a cost 
comparable to barcode. However the lake of a chip introduces 
important limitations in the data capacity or read range 
achievable by a chipless RFID system. In order to remain 
competitive, chipless RFID needs to propose new 
functionalities like sensing which are impossible to realize with 
the barcode technology. Sensors based on chipless RFID 
technology have generally the advantage of being contactless, 
low cost and battery less solutions which can eventually be 
deployed in harsh environment. Although central for sensor 
characterization, only few studies are carried out about the 
effect of noise or measurement errors when designing a 
chipless RFID sensor. In this article we show how the Monte 
Carlo (MC) method can be beneficial to evaluate performances 
of a chipless RFID orientation sensor in real environment (i.e. 
in presence of noise).  

II. CHIPLESS RFID ORIENTATION SENSOR 

The chipless RFID orientation sensor used in this study has 
been described and justified analytically in [1]. The label is 
composed of a resonator (gap coupled dipoles in Fig. 1) which 
is attached to an object in order to determine its orientation. 
The sensor uses the polarization mismatch between the tag and 
the antennas for orientation determination. A wave with 
vertical (respectively horizontal) polarization is send to the tag. 
The resonator is sensitive to electromagnetic waves having 
linear polarization oriented along the strip direction ( 𝜃  in 
Fig. 1) such that the backscattered E-field is linearly polarized 
along 𝜃 with an amplitude proportional to cos 𝜃 (respectively 

sin 𝜃 ). A second orthogonal projection takes place at the 
receiving antennas such that the co-polarization elements of the 
scattering matrix are given by [1]: 

|𝑆ுு(𝜃)| = 𝐴 ∙ sinଶ 𝜃, 
|𝑆௏௏(𝜃)| = 𝐴 ∙ cosଶ 𝜃. 

(1) 
(2) 

Note that in (1), (2) A is a scalar which depends on the 
distance between the tag and the antennas due to path 
attenuation. A simple way to eliminate A  is to consider the 
ratio of 𝑆ுு  over 𝑆௏௏, leading to:  

𝜃෠ = arctan ቌඨ
|𝑆ுு|

|𝑆௏௏|
ቍ. (3) 

Although (3) suggests that the system is independent to 
distance, it is clear that in presence of noise the signal-to-noise 
ratio (SNR) will certainly limit the sensor performances for 
large reading distances.  

III. ERROR ANALYSIS 

A. First order Taylor series approximation 

A common way to evaluate measurement uncertainty is to 
consider a first order Taylor series approximation (FOTSA) of 
the model and to use classical laws for uncertainty propagation 

 
Fig. 1. Orientation sensor principle. The estimation of the orientation angle 
𝜃 exploites the polarization mismatch between the dipoles and the antennas. 



[2]. We consider that the noise introduce uncertainties on both 
|S୚୚|  and |Sୌୌ|  which are assumed to be independent. The 
propagation of uncertainty is then classically given by: 

𝛿𝜃෠ = ඨቆ
𝜕𝜃෠
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ଶ

, (4) 

which gives, after calculation of the partial derivatives: 

∆𝜃෠ = ඨቆ
tan 𝜃
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Where ∆|𝑆௏௏| 𝐴⁄ and ∆|𝑆ுு| 𝐴⁄  correspond to normalized 
errors which in presence of constant noise are increasing with 
distance due to lower values of A (path loss). From (5) it is also 
clear that the uncertainty of the estimation depends on the 
angle 𝜃 being measured. The standard deviation ∆θ෠  calculated 
from (5) for a SNR of 20 dB is represented with respect to θ on 
Fig 2. Although informative this approach is valid only when 
(3) is approximately linear, leading to an overestimation of the 
noise impact for [0°, 20°], [70°, 90°]. The range of validity of 

the theoretical results can be improved by taking higher order 
model. 

B. Monte Carlo Simulation 

Although being computationally intensive, the MC 
approach [3] has a number of advantages compared to the 
previous approach. First MC works with the full measurement 
model rather than a linear approximation of it. MC also avoids 
the calculation of the partial derivatives which can become 
difficult when more complicated model is used. And finally 
MC propagates distributions instead of uncertainties.  

The MC has been applied to the model in order to provide a 
more realistic estimate of the noise impact near 0° and 90°. For 
this, a white Gaussian noise with a standard deviation 
corresponding to a SNR of 20 dB has been added to both real 
and imaginary parts of S୚୚  and Sୌୌ  (sample size of 10,000 
points for each value of θ). The model (3) has been applied to 
each point of the input sample and the uncertainty information 
have been extracted from the output sample using matlab 
dedicated functions.  

When measurements are corrupted by noise, this noise 
impacts the estimators by two different ways: a bias, which is a 
systematic error between the estimated value and the true 
orientation of the tag (characterized by the mean of the 
estimator); and a random error, which can be characterized by 
its standard deviation. 

The variation of the standard deviation as a function of θ is 
represented in Fig. 2. A good agreement is observed in the 
interval [20°, 70°] between MC and FOTSA. The MC method 
provides more realistic results in the [0°, 20°], [70°, 90°]. The 
mean value of the estimate θ෠  obtained from MC method is 
represented as a function of θ in Fig. 3. We can see that the 
noise introduces a bias in the vicinity of 0° and 90°. 

IV. CONCLUSION 

The first order Taylor series approximation method and the 
Monte Carlo method have been compared in order to evaluate 
the impact of noise for a chipless RFID orientation sensor. 
The two methods are showing good agreement when the 
model is nearly linear. The MC approach has been applied 
successfully where the FOTSA failed to produce realistic 
estimate due to the highly nonlinear behavior of the model.  
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Fig. 2. Standard deviation of the estimated θ෠ in presence of gaussian noise 
(SNR of 20 dB) with respect to θ. Comparison between of the First order 
approximation and the Monte Carlo approaches. 

Fig. 3. Mean Value of the estimated θ෠ from Monte Carlo Simulation with 
additive gaussian noise. The estimator is biased around 0° and 90° . 
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