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CONVERGENCE OF A LAGRANGIAN DISCRETIZATION FOR

BAROTROPIC FLUIDS AND POUROUS MEDIA FLOW

THOMAS O. GALLOUËT, QUENTIN MÉRIGOT, AND ANDREA NATALE

Abstract. When expressed in Lagrangian variables, the equations of motion for
compressible (barotropic) fluids have the structure of a classical Hamiltonian system in
which the potential energy is given by the internal energy of the fluid. The dissipative
counterpart of such a system coincides with the porous medium equation, which can
be cast in the form of a gradient flow for the same internal energy. Motivated by
these related variational structures, we propose a particle method for both problems
in which the internal energy is replaced by its Moreau-Yosida regularization in the
L2 sense, which can be efficiently computed as a semi-discrete optimal transport
problem. Using a modulated energy argument which exploits the convexity of the
problem in Eulerian variables, we prove quantitative convergence estimates towards
smooth solutions. We verify such estimates by means of several numerical tests.

1. Introduction

The Euler equations describing the evolution of a barotropic fluid in a compact do-
main M ⊂ Rd with Lipschitz boundary and on a time interval [0, T ] are given by the
following system of equations:

(1.1)

{
∂t(ρu) +∇ · (ρu⊗ u) +∇P (ρ) = 0 ,
∂tρ+ div(ρu) = 0 ,

where ρ(t, x) ≥ 0 is the fluid density, u(t, x) ∈ Rd is the Eulerian velocity and the
function P : [0,∞) → R defines the pressure as a function of the density. The first
equation in (1.1) is generally referred to as the momentum equation, whereas the second
is the continuity equation and describes local mass conservation in the fluid. The system
is supplemented by the initial and boundary conditions:

ρ(0, ·) = ρ0 , u(0, ·) = u0 , u · n∂M = 0 on [0, T ]× ∂M ,

where n∂M is the outward normal to the boundary ∂M . Smooth solutions conserve the
total energy

(1.2)

∫
M

1

2
|u|2ρdx+

∫
M
U(ρ) dx ,

where U : [0,∞)→ R is a smooth strictly convex function, superlinear at infinity, defin-
ing the internal energy of the fluid. This is related to the pressure by the thermodynamic
relations

(1.3) P (r) = rU ′(r)− U(r) , P ′(r) = rU ′′(r).
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Different choices of the internal energy U lead to different models. The two most
classical examples are i) polytropic fluids, which correspond to U(r) = rm/(m−1) with
m > 1, and P (r) = rm (these include isentropic fluids, and the Saint-Venant system
modelling gravity driven shallow water flows for m = 2) and ii) isothermal fluids, which
correspond to U(r) = r log(r)− r and P (r) = r.

Adding a friction term −ζρu on the right-hand side of the momentum equation, i.e.
the first equation in the system (1.1), and considering the high friction limit ζ →∞ one
formally obtains u = −∇U ′(ρ), which substituted into the continuity equation yields

(1.4) ∂tρ−∆P (ρ) = 0 .

In particular, the choice U(r) = rm/(m − 1) with m > 1 and P (r) = rm, which is
associated with polytropic fluids, yields the porous medium equation. Similarly, the
choice U(r) = r log r − r and P (r) = r corresponding to isothermal fluids, yields the
heat equation.

1.1. Lagrangian formulation. For both the compressible Euler system (1.1) and its
high friction limit (1.4), the density evolves according to the continuity equation with
respect to a time-dependent vector field u. Let S0 ⊆ M be the support of the initial
density ρ0 and X : [0, T ]×S0 →M be the flow associated with u, i.e. the time-dependent
map satisfying the flow equation

(1.5) Ẋt = u(t,Xt)

with initial condition X0 = Id|S0 , where Id is the identity map on Rd. If ρ0 and u
are sufficiently regular, then the flow equation (1.5) and the continuity equation have
both a unique strong solution, and the density is the pushforward of ρ0 by the flow, i.e.
ρ(t, ·) = Xt#ρ0, where the pushforward is defined by the condition

(1.6) (Xt#ρ0)[B] = ρ0[X−1
t (B)] for any B ⊂M.

In general, equation (1.6) defines Xt#ρ0 only as a measure on M . However, if Xt is
a smooth invertible map, Xt#ρ0 is absolutely continuous with respect to the Lebesgue
measure dx, and we identify it with its smooth density.

Using equation (1.5) and (1.6), the total energy of the fluid (1.2) can then be written
in terms of X only as follows:

(1.7)

∫
M

1

2
|Ẋt|2ρ0dx+

∫
M
U(Xt#ρ0) dx .

Let X := L2
ρ0(S0;Rd). In the smooth setting, we can interpret the energy (1.7) as a

functional on curves of smooth invertible maps in C∞(S0;M), viewed as a manifold
in X with the induced metric. The associated Euler-Lagrange equations coincide with
Newton’s second law:

(1.8) Ẍt = −∇XF(Xt) , F(σ) :=

∫
M
U(σ#ρ0) dx ,

where we identify the gradient ∇XF(Xt) with an element of X (see remark 2.3 for a
formal computation of ∇XF(Xt)). Equation (1.8) is the Lagrangian equivalent to the
momentum equation in (1.1), and in particular from its solutions one can retrive the
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solutions to the Euler system (1.1) using the flow equation (1.5) and the definition of
pushforward (1.6).

In the case of the high friction limit (1.4), the flow evolves according to a gradient
flow dynamics, which correspond to the equation:

(1.9) Ẋt = −∇XF(Xt) .

Here, equation (1.9) is equivalent to the condition u = −∇U ′(ρ), and from its solutions
one can retrive the solutions to (1.4) by pushforward of the initial density as in (1.6).

The point of view described above for the compressible Euler system is one of the
possible generalizations of the approach developed by Arnold for the incompressible
Euler equations (see, e.g., proposition 2.7 in [18]), which he intrepreted as the geodesic
equation on the group of volume-preserving diffeomorphisms with the L2 metric [1]. On
the other hand, the gradient flow structure in (1.9) is the Lagrangian counterpart of the
Wasserstein gradient flow interpretation of equation (1.4), developed in the celebrated
works of Otto [27] and Jordan, Kinderlherer, and Otto [17].

In this paper, we will construct discrete versions of the systems (1.8) and (1.9) in
which the flow is approximated by a curve of (non-smooth and non-injective) maps
belonging to a finite-dimensional subpace of X. As a consequence of this extrinsic point
of view, we will regard the potential F in equation (1.8) as a real-valued functional on
the whole space X, which we set to +∞ when σ#ρ0 is not absolutely continuous with
respect to the Lebesgue measure dx restricted to M .

1.2. Space discretization. We now turn to the design of the Lagrangian scheme, i.e.
an evolutive system for a finite number of particles, to approximate both Euler and
gradient flows. In order to define the evolution of the particles we introduce a discrete
equivalent of the Lagrangian variational structure highlighted in the previous section.
This also allows us to preserve at the discrete level the link between the two models
described above.

Let N ∈ N∗ and consider a partition PN := (Pi)1≤i≤N of the initial support S0 ⊆M
in N regions with hN := maxi diam(Pi) . N−d. We define XN ⊂ X as the space of
functions that are constant on each subdomain Pi, i.e.

XN := {XN ∈ X | XN (ω) = Xi
N ∈ Rd for a.e. ω ∈ Pi, 1 ≤ i ≤ N} .

Then, we discretize the flow X by a curve XN : [0, T ] → XN , and for any t ∈ [0, T ]
we identify XN (t) with the vector of the position of the particles (Xi

N (t))i ∈ RdN
where Xi

N (t) ∈ Rd is the image of any point in Pi by the map XN (t) and therefore
carries a mass ρ0[Pi]. As in the continuous case the density of the fluid is given by
the pushforward ρN (t) = XN (t)#ρ0, or more explicitly by the sum of all the particles
weighted by their respective masses:

(1.10) ρN (t) =
N∑
i=1

ρ0[Pi]δXi
N (t) .

Since ρN (t) is not absolutely continuous, the internal energy F is identically +∞ on
all of XN , and in order to define our numerical approximation, we need to replace it by
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a regularized version. In this paper we consider the Moreau-Yosida regularization of F ,
which is given by

(1.11) Fε(X) := inf
σ∈X

‖X − σ‖2X
2ε

+ F(σ) ,

for any X ∈ X and for a fixed ε > 0. Note that problem (1.11) always admits minimizers
when X ∈ XN , but these are in general not unique.

In order to mimic the continuous case, the discrete dynamics is thus given by the
Euler (resp. gradient) flow of Fε in

(
XN , L2

ρ0

)
. More precisely, the space discretization

of the Euler system (1.1) reads as follows:

(1.12) ẌN (t) = −PXN
∇XFε(XN (t)) , XN (0) = IdN , ẊN (0) = u0 ◦ IdN ,

where PXN
is the L2

ρ0 projection onto XN , and we set IdN := PXN
Id|S0 . Note that

the left-hand side of equation (1.12) can be identified with the vector collecting the

acceleration of the particles (Ẍi
N (t))i ∈ RdN . The right-hand side is just the gradient

of Fε viewed as a function on XN , and it is uniquely defined for almost every point in
XN (see proposition 5.2 for a precise statement). In particular, we have

(1.13) PXN
∇XFε(XN ) =

XN − PXN
Xε
N

ε
, Xε

N ∈ argmin
σ∈X

‖XN − σ‖2X
2ε

+ F(σ) ,

for almost any XN ∈ XN . As in the continuous setting, the total energy of the system
at time t is given by the sum of the kinetic and potential energy, where we replace now
the potential energy by its regularized version:

(1.14) Eε(t,XN ) :=
N∑
i=1

1

2
|Ẋi

N (t)|2ρ0[Pi] + Fε(XN (t)) ,

and this is conserved by smooth solutions of (1.12).

Similarly, the discrete version of the gradient flow (1.9) is given by

(1.15) ẊN (t) = −PXN
∇XFε(XN (t)) , XN (0) = IdN ,

Here, the total energy at time t is simply given by the potential energy Fε(XN (t)), and
it is dissipated by smooth solutions of (1.15).

1.3. Time discretization. The variational structure of the space-discrete systems de-
scribed so far can be exploited to design a stable time discretization. The method we
describe here consists in considering different approximations of the energy in each time
step, and is modelled on the strategy proposed by Brenier in [3].

Let τ > 0 a fixed time step, NT ∈ N∗ be the number of time steps with T = τNT ,
and tn := nτ for any 0 ≤ n ≤ NT . We define a discrete-time approximation of system
(1.12), by considering the C1 curves XN : [0, T ] 7→ XN satisfying in each time interval
[tn, tn+1) the equation

(1.16) ẌN (t) = −
XN (t)− PXN

Xε
N (tn)

ε
,
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where

(1.17) Xε
N (tn) ∈ argmin

σ∈X

‖XN (tn)− σ‖2X
2ε

+ F(σ) ,

and with the same initial condition as in (1.12). This system is conservative in each
interval [tn, tn+1) for the energy

(1.18) Enε (t,XN ) :=
N∑
i=1

1

2
|Ẋi

N (t)|2ρ0[Pi] +
‖XN (t)−Xε

N (tn)‖2X
2ε

+ F(Xε
N (tn)) .

The total energy Eε(t,XN ) defined in (1.14) is however dissipated in general since, by
definition of the regularized energy Fε, we have

(1.19) Eε(tn+1, XN ) ≤ Enε,τ (tn+1, XN ) = Enε,τ (tn, XN ) = Eε(tn, XN ) .

The discrete-time approximation of the gradient flow (1.15) is given by a continuous
curve XN : [0, T ] 7→ XN which on each interval [tn, tn+1) is the gradient flow on XN for
the energy:

(1.20)
‖XN (t)−Xε

N (tn)‖2X
2ε

+ F(Xε
N (tn))

More explicitly, a discrete solution is any C0 curve XN : [0, T ] 7→ XN which satisfies in
each time interval [tn, tn+1),

(1.21) ẊN (t) = −
XN (t)− PXN

Xε
N (tn)

ε
,

with Xε
N (tn) defined as in (1.17), and the same initial condition as in (1.15). Also in

this case the potential energy Fε(XN (t)) is dissipated along the evolution, since we have

(1.22) Fε(XN (tn+1)) ≤
‖XN (tn+1)−Xε

N (tn)‖2X
2ε

+ F(Xε
N (tn)) ≤ Fε(XN (tn)) .

1.4. Relation with previous works and convergence results. Using a Lagrangian
formulation for the discretization of problems (1.1) and (1.4) enables us to reproduce
the conservative and gradient flow structure of the corresponding models. In turn, this
allows us to construct stable numerical methods as in (1.16) and (1.21) to discretize their
solutions. Similar strategies were already explored in the 1990s, during the emergence of
particle methods, for example in the context of the discretization of the incompressible
Euler equations in the works of Buttke [4] and Russo [28]. Such methods can be seen as
instances of the more general Smoothed Particle Hydrodynamics (SPH) discretizations,
where the interaction forces amongst the particles are computed by reconstructing the
fluid density through convolution with a fixed kernel (see, e.g., the review articles [24,
26] and references therein), and which have been widely used in the context of the
discretization of fluid models.

Recent SPH methods explicitely exploit the variational structure of the models for the
construction of the method itself as in [10]. In the same article, the authors also estab-
lished a general (non-quantitative) convergence result towards measure-valued solutions
of problem (1.1) for its discretization in space only. In another recent work [12], the
authors proved quantitative convergence estimates with modulated energy techniques



6 T. O. GALLOUËT, Q. MÉRIGOT, AND A. NATALE

but limited to the case P (r) = r2 and for the discretization in space only. This last
work also highlights how the choice of the kernel is crucial to obtain convergence.

The discretization strategy we use in this paper is closely related to the one developed
by Brenier [3], who proposed a discretization of incompressible Euler which replaces the
incompressibility constraint by a potential term given by the L2 distance from the set
of measure-preserving maps, discretized as permutations of a fixed regular grid. The
potential term used by Brenier can be reinterpreted as a Moreau-Yosida regulariza-
tion (as in (1.11)) of an energy given by the convex indicator function of the Lebesgue
measure. Gallouët and Mérigot [13] later used a similar approach but rephrased as a
particle method, which allowed them to employ efficient semi-discrete optimal trans-
port techniques to compute the discrete solution, and at the same time improved the
convergence estimates of [3] using a modulated energy approach. Note that the use
semi-discrete optimal transport techniques to simulate fluids was first launched by the
work of Mérigot and Mirebeau [25] to solve the geodesic problem associated with the
incompressible Euler equations.

Our convergence results generalize the one in [13] to the compressible and gradient
flow setting. Differently from SPH methods, here the density is reconstructed via a
Moreau-Yosida regularization (i.e. as the push-forward of ρ0 by the regularized flow
Xε
N ), which eliminates the problem of selecting a kernel, the reconstruction being deeply

linked with the energy itself (see proposition 5.2). On the other hand, the kernel length-
scale parameter of SPH methods is replaced here by the parameter ε in the regularized
functional (1.11).

The main results of this paper are contained in theorems 1.1 and 1.2 below. The
central issue of the proofs is the construction of an appropriate modulated energy to
measure the discrepancy error between the discrete and continuous solution. In this
work we construct a modulated energy exploiting the convexity of the energy in the
Eulerian setting, which is lost in the Lagrangian formulation, and the particular struc-
ture of the Moreau-Yosida regularization. It should be noted that for convex energies,
modulated energy estimates of the type we use here are classical tools for the study
of problems (1.1) and (1.4) (see, e.g., chapter 5 in [8]): namely, to prove weak-strong
stability and uniqueness results, and to establish convergence in the high friction limit
from entropy weak solutions of the Euler equations (1.1) with friction to porous media
flow (1.4) [21]. Note also that such tecnhiques are not limited to the cases we consider in
this article, and can be generalized to treat also less regular energies (see, e.g., [15, 22],
for a framework covering the Euler-Korteweg and Euler-Poisson theory).

Another important point is related to the time discretization. The method we use
in this work, described in section 1.3, directly derives from that used by Brenier in
[3] for the incompressible Euler equations. It is specially adapted to the structure of
the Moreau-Yosida regularization, and consists in devicing a quadratic approximation of
the energy (see equation (1.20)) which dominates the regularized energy over each time-
step. This naturally implies the stability of the discrete solutions (see equations (1.19)
and (1.22)), which is an essential element for the convergence results below. Note that
symplectic integrators [16] could be another natural choice for the discretization of the
Hamiltonian system (1.12). This choice was explored in [13] for incompressible Euler,
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but it is more difficult to analyze due to the lack of an explicit control of the continuous
energy of the system. Another approach which we do not explore in this paper is the
time discretization developed in [14, 7] (see also its numerical implementation in [31])
which is better adapted to the non-smooth setting since it is designed to overcome the
non-uniqueness issues related to the notion of entropy solutions.

The convergence estimate we obtain for the discretization of (1.1) is the following:

Theorem 1.1. Suppose that (ρ, u) : [0, T ]×M → [0,∞)×Rd is a strong solution to (1.1)
such that u ·n∂M = 0 on [0, T ]×∂M , with U : [0,∞)→ R being a smooth strictly convex
and superlinear function such that (3.8) holds. Suppose that u ∈ C1([0, T ], C2,1(M,Rd)),
ρ0 ∈ C1,1(M), and that either ρ0 ≥ ρmin > 0 or that U admits a right third derivative
at 0, i.e. |U ′′′+ (0)| <∞. Suppose in addition that XN : [0, T ]→ XN is a C1 curve which

satisfies (1.16) for all times in [0, T ], with initial conditions XN (0) = IdN and ẊN (0) =
u(0, IdN (·)). Then, denoting by X the flow associated with u satisfying X(0) = Id|S0,

(1.23) sup
t∈[0,T ]

‖ẊN (t)− u(t,XN (t))‖2X + ‖XN (t)−X(t)‖2X ≤ C(
h2
N

ε
+ hN + ε+

τ

ε
) ,

where C > 0 depends only on supt∈[0,T ](‖u(t)‖C2,1 + ‖∂tu(t)‖C2,1), ‖ρ0‖C1,1, and on U ,
T and d.

For what concerns the discretization of dissipative problems of the type (1.4), several
Lagrangian discretizations based on their gradient flow structure (1.9) have already been
developed (see, e.g., the method in [6] which is close to SPH methods, or in general the
review [5] and references therein). The discretization we consider here has been studied
in [23] (in the time-continuous setting), where the authors considered more general
energies than those we treat here, modelling for example congestion phenomena, and
proved the convergence of the discrete measures (1.10) to solutions of the associated
PDE in dimesion one. The result requires an a priori estimate on the regularized flow
Xε
N which is not proven in higher dimensions. Here we circumvent this issue using the

same arguments as in theorem 1.1, and in particular by a careful choice of a modulated
energy and by exploiting the smoothness of the continuous solutions. The convergence
estimate we obtain for the discretization of problem (1.4) is the following:

Theorem 1.2. Suppose that ρ : [0, T ]×M → [0,∞) is a strong solution to (1.9) such
that ∇U ′(ρ) · n∂M = 0 on [0, T ] × ∂M , with U : [0,∞) → R being a smooth strictly
convex and superlinear function such that (3.8) holds. Suppose that u := −∇U ′(ρ) is of
class C2,1 in space, uniformly in time, ρ0 ∈ C1,1(M), and that either ρ0 ≥ ρmin > 0 or
that U admits a right third derivative at 0, i.e. |U ′′′+ (0)| <∞. Suppose in addition that
XN : [0, T ]→ XN is a C0 curve which satisfies (1.21) for all times in [0, T ] with initial
conditions XN (0) = IdN . Then, denoting by X the flow associated with u satisfying
X(0) = Id|S0,

(1.24) sup
t∈[0,T ]

∫ t

0
‖ẊN (s)−u(s,XN (s))‖2X ds+‖XN (t)−X(t)‖2X ≤ C(

h2
N

ε
+hN +ε+

τ

ε
) ,

where C > 0 depends only on supt∈[0,T ] ‖∇U ′(ρ(t))‖C2,1, ‖ρ0‖C1,1, and on U , T and d.
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Remark 1.3. The modulated energy we use to prove the estimates above has an ad-
ditional term, if one compares it to the left-hand sides of equations (1.23) and (1.24),
which is associated with the potential (internal) energy F and which is omitted in order
to simplify the statements. This term is discussed in detail in section 3 and actually
implies a stronger control on the reconstructed density associated with the regularized
flow Xε

N .

2. Moreau-Yosida regularization

In this section we collect some properties of the regularized energy in (1.11). We
provide an equivalent Eulerian formulation of such an energy using the L2-Wasserstein
distance on the space of positive measures of fixed mass, and we also give a charac-
terization of its gradient in terms of the pressure, which will be useful to prove our
convergence results.

We start by introducing the Eulerian counterpart to the internal energy functional
in (1.8), which we obtain by regarding this as a function of the density rather than the
Lagrangian flow map. More precisely, denoting by M+(Rd) the set of positive finite
measures on Rd, we define U :M+(Rd)→ R as follows:

(2.1) U(ρ) :=

{ ∫
M U(ρ) dx if ρ� dx M,

+∞ otherwise.

Then, the functional F : X→ R in (1.8) can be equivalently defined by

F(X) := U(X#ρ0).

We define Uε(ρ) : M+(Rd) → R as the Moreau-Yosida regularization of U with
respect to the L2-Wasserstein distance, i.e.

(2.2) Uε(ρ) := min
µ∈M+(Rd)

W 2
2 (ρ, µ)

2ε
+ U(µ) .

The quantity W2(ρ, µ) is the L2-Wasserstein distance between ρ and µ (see, e.g., chapter
5 in [29]), and it can be defined via the following minimization problem:

W 2
2 (ρ, µ) := min

γ∈Π(ρ,µ)

∫
|x− y|2 dγ(x, y) ,

where Π(ρ, µ) is the set of positive measures on Rd × Rd with marginals ρ and µ, and
we set W 2

2 (ρ, µ) = +∞ whenever ρ and µ have different total mass. Since U is strictly
convex and superlinear, for any ρ ∈M+(Rd) (with finite second moment) the function
minimized in problem (2.2) is lower semi-continuous with respect to the Wasserstein
metric (see, e.g., proposition 7.7 in [29]) and therefore it admits a unique minimizer
which we denote ρε. The link between the Eulerian (2.2) and Lagrangian form (1.11)
of the regularized energy is established in the following lemma.

Lemma 2.1. Let XN ∈ XN and ρN = (XN )#ρ0, with ρ0 ∈ M+(Rd) such that ρ0 �
dx M . Then, Fε(XN ) = Uε(ρN ). In particular, there exists a convex function ψ :
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Rd → R, whose gradient is uniquely defined, such that Xε
N is a minimizer associated

with XN in problem (1.11), i.e.

Xε
N ∈ argmin

σ∈X

‖XN − σ‖2X
2ε

+ F(σ) ,

if and only if XN = ∇ψ ◦Xε
N up to a negligible set. Moreover, let

ρεN := argmin
µ∈M+(Rd)

W 2
2 (ρN , µ)

2ε
+ U(µ) .

Then, ρεN = (Xε
N )#ρ0.

Proof. Let Π(ρN , µ) the set of positive measures on Rd × Rd with marginals ρN =
(XN )#ρ0 and µ. Since ρ0 is a.c., for any µ ∈ M+(Rd) with the same total mass
of ρ0, there exists a σ ∈ X such that σ#ρ0 = µ, and we can construct a measure
(XN , σ)#ρ0 ∈ Π(ρN , µ). This implies that

(2.3) min
γ∈Π(ρN ,µ)

∫
|x− y|2

2ε
dγ(x, y) + U(µ) ≤

‖XN − σ‖2X
2ε

+ U(σ#ρ0) .

Therefore, taking the infimum over σ on both sides of (2.3) yields Uε(ρN ) ≤ Fε(XN ).

To prove the reverse inequality, consider again ρN = (XN )#ρ0 =
∑

i ρ0[Pi]δXi
N

and

let ρεN the associated minimizer of problem (2.2). By Brenier’s theorem [2], there
exists a unique transport map given by the gradient of a convex function ψ such that
(∇ψ)#ρ

ε
N = ρN and W 2

2 (ρN , ρ
ε
N ) =

∫
M |∇ψ−Id|2dρεN . This coincides with the optimal

transport map from ρεN to ρN . For any 1 ≤ i ≤ N , denote Li := (∇ψ)−1(Xi
N ) so that

ρεN [Li] = ρ0[Pi], and let σi : Pi → Li be any map such that (σi)#ρ0|Pi = ρεN |Li . Then
we can take Xε

N ∈ X to be the map defined by Xε
N |Pi = σi. Clearly, XN = ∇ψ ◦Xε

N by
construction and

Fε(XN ) ≤
‖XN −Xε

N‖2X
2ε

+ U((Xε
N )#ρ0) =

∫
M

|∇ψ − Id|2

2ε
dρεN + U(ρεN ) = Uε(ρN ) .

Therefore, we have the equality Uε(ρN ) = Fε(XN ). Finally, using again equation (2.3)
we deduce that if Xε

N is any minimizer ρεN = (Xε
N )#ρ0. �

Using the optimality conditions of the minimization problem (2.2), one can actually
provide an explicit expression for the minimizer ρεN corresponding to an empirical mea-
sure ρN . Such a characterization is proven in proposition 11 in [30], but we recall the
precise statement in proposition 5.2 below. In particular, this shows that ρεN has a con-
tinuous bounded density on M . In turn, this allows us to prove the following statement
which is a slight adaptation of lemma 6.1 in [9].

Lemma 2.2. Let XN ∈ XN and define Xε
N and ρεN as in lemma 2.1. For any v ∈

C1(M,Rd) with v · n∂M = 0 on ∂M , we have

(2.4)

∫
S0

XN −Xε
N

ε
· v ◦Xε

N ρ0dx = −
∫
M
P (ρεN )div v dx .
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Proof. We follow the proof of lemma 6.1 in [9] and introduce first the flow of v, i.e. for

δ > 0 we define Y : (−δ, δ) ×M → M as the solution to the flow equation Ẏs = v ◦ Ys
for s ∈ (−δ, δ) and with Y0 = Id, the identity map on M . Note that Ys : M → M is a
C1 diffeomorphism, since v is C1 and it is tangent to the boundary, and we have

(2.5) ∂s det∇Ys = (div v ◦ Ys) det∇Ys .

Then we define ρs := (Ys)#ρ
ε
N , and identifying ρεN with its density with respect to

dx M we have

(2.6) ρs =
ρεN

det∇Ys
◦ Y −1

s ,

which can be directly deduced via a change variables in the integral formulation of the
definition of the pushforward (1.6). Moreover, the function

g : s ∈ (−δ, δ)→ W 2
2 (ρN , ρs)

2ε
+ U(ρs) ∈ R

has a minimum at s = 0. Since ρεN is bounded, using equation (2.6), (2.5), and the
definition of P in (1.3) we obtain

(2.7)
d

ds

∣∣∣∣
s=0

U(ρs) =

∫
M
U

(
ρεN

det∇Ys

)
det∇Ys dx = −

∫
M
P (ρεN )div v dx .

We now introduce γs = (∇ψ, Ys)#ρ
ε
N , so that W 2

2 (ρN , ρs) ≤
∫
|x − y|2dγs(x, y), which

implies

W 2
2 (ρN , ρs)−W 2

2 (ρN , ρ
ε
N ) ≤

∫
M
|∇ψ − Ys|2dρεN −

∫
M
|∇ψ − Id|2dρεN

=

∫
M

(Ys − Id) · (Id + Ys − 2∇ψ)dρεN .

Therefore,

0 ≤ g(s)− g(0) ≤ 1

2ε

∫
M

(Ys − Id) · (Id + Ys − 2∇ψ)dρεN + U(ρs)− U(ρεN )

Dividing by s, taking the limit for s→ 0 and using equation (2.7) gives

(2.8)

∫
M

∇ψ − Id

ε
· v dρεN ≤ −

∫
M
P (ρεN )div v dx .

Since the same also holds replacing v by −v, equality holds and we obtain equation
(2.4) by a change of variables on the left-hand side of (2.8).

�

Remark 2.3. Note that using the same computation of equation (2.7), and performing
a change of variables on its right-hand side, one can formally identify ∇XF(Xt) =
∇U ′(ρt) ◦Xt in equation (1.8) and (1.9).
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3. Modulated energy

In this section we introduce the two main quantities that we will need to measure the
distance between continuous and discrete solutions of problems (1.1) and (1.4). These
are constructed as discrete versions of the classical relative kinetic and potential energy
of the system expressed in Eulerian variables. Here we adapt these definitions to our
discrete Lagrangian setting and to the regularized energy (1.11).

The relative kinetic energy in the discrete setting is defined as follows:

Definition 3.1 (Relative kinetic energy). Given a curve u : [0, T ] → C0(Rd;Rd), the
relative kinetic energy of a discrete flow XN : [0, T ] → XN with respect to u at time t
is given by

(3.1)

Ku(t,XN ) :=
1

2
‖ẊN (t, ·)− u(t,XN (t, ·))‖2X

=
1

2

N∑
i=1

|Ẋi
N (t)− u(t,Xi

N (t))|2ρ0[Pi] .

Remark 3.2. The choice of the relative kinetic energy in definition 3.1 can be motivated
as follows. The kinetic energy can be viewed as a convex function of the density ρ and
the momentum m = ρu given by

(3.2)

∫
M

|m|2

2ρ
.

Then, it is natural to measure the distance between two states (ρ,m) and (ρ̃, m̃), with
m̃ = ρ̃ũ, by considering the difference between the value of the functional (3.2) at (ρ,m)
and the linear part of its Taylor expansion at (ρ̃, m̃) in the direction (ρ − ρ̃,m − m̃).
The resulting quantity is given by

(3.3)

∫
M

1

2
|u− ũ|2ρdx ,

which is precisely the Eulerian counterpart to equation (3.1).

In the order to define the relative potential energy in the discrete setting, for any
ρ, ρ̃ ∈ C0(M, (0,∞)) we first define

(3.4) U(ρ|ρ̃) :=

∫
M
U(ρ|ρ̃) dx ,

where

(3.5) U(r|s) := U(r)− U(s)− U ′(s)(r − s) .

If |U ′+(0)| < +∞, equation (3.4) defines U(ρ|ρ̃) for any ρ, ρ̃ ∈ C0(M, [0,∞)). Since we
assume U to be strictly convex, U(ρ|ρ̃) ≥ 0 and it vanishes if and only if ρ = ρ̃.

The relative potential energy in the discrete setting is defined in order to fit the
solutions of the numerical schemes detailed in Section 1.3, and in particular the corre-
sponding time discretization, which we recall in the definition below.
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Definition 3.3 (Discrete relative potential energy). Let τ > 0 a fixed time step, NT ∈
N∗ be the number of time steps with T = τNT , and tn := nτ for any 0 ≤ n ≤ NT . Given
a curve ρ : [0, T ] → C0(Rd; [0,∞)), the discrete relative potential energy of a discrete
flow XN : [0, T ]→ XN with respect to ρ at time t ∈ [tn, tn+1) is given by

(3.6) Fε,ρ(t,XN ) :=
‖XN (t)−Xε

N (tn)‖2X
2ε

+ U(ρεN (tn)|ρ(t)) ,

where Xε
N (tn) is any fixed minimizer of problem (1.11), i.e.

Xε
N (tn) ∈ argmin

σ∈X

‖XN (tn)− σ‖2X
2ε

+ F(σ) ,

and ρεN (tn) := (Xε
N (tn))#ρ0.

Remark 3.4. In the smooth Eulerian setting the relative potential energy would be
given just by the functional in equation (3.4). Importantly, even if the potential energy
of the discrete system is a convex functional on X, the discrete relative potential energy
in (3.6) does not correspond to this point of view and should rather be regarded as an
approximation of (3.4). The same holds for the definition of the relative kinetic energy
above, which does not coincide with the one obtained interpreting the kinetic energy
as convex functional on X. This time however there is no approximation since if we
replaced XN by a smooth injective flow we could recover (3.3) from (3.1) by a simple
change of variables.

The convergence proof in section 4 will rely on a Grönwall argument based on the
discrete relative energies (3.1) and (3.6). It will require us to control the time variation
of the total discrete relative energy by itself. The advantage of adopting an Eulerian
rather than Lagrangian point of view in the definitions above is that, in the Eulerian
case, such a control can be enforced by exploiting simple algebraic properties of the
functions P and U . More precisely, we will need to control the relative pressure

(3.7) P (r|s) := P (r)− P (s)− P ′(s)(r − s)
by U(r|s). To this end, we will make the following assumption: there exists a constant
A > 0 such that

(3.8) |P ′′(r)| ≤ AU ′′(r) ∀ r > 0 .

This assumption is verified in the classical cases of interest of power laws and of the
entropy. It implies the following lemma, which is an extract of lemma 3.3 in [15].

Lemma 3.5. Let U and P be smooth functions on [0,∞) verifying (1.3) and (3.8).
Then

(3.9) |P (r|s)| ≤ AU(r|s) ∀ r, s > 0 .

Proof. We have P (r|s) = (r− s)2
∫ 1

0 (1− θ)P ′′((1− θ)s+ θr) dθ and similarly for U(r|s).
Hence, using equation (3.8),

|P (r|s)| ≤ (r − s)2

∫ 1

0
(1− θ)|P ′′((1− θ)s+ θr)| dθ ≤ AU(r|s) .

�



CONVERGENCE OF A LAGRANGIAN DISCRETIZATION FOR BAROTROPIC FLUIDS 13

Remark 3.6. In the following, in order to treat the case of the convergence towards
solutions with vanishing density we will need to add the hypothesis that U admits a right
third derivative at 0, i.e. |U ′′′+ (0)| <∞. Note that in this setting, if equation (3.9) holds
for r, s > 0, then it holds by continuity for r, s ≥ 0.

4. Convergence of the fully discrete scheme

In this section we use the discrete relative energies introduced in section 3 to prove
our convergence results for the space-time discretization of problems (1.1) and (1.4)
defined in section 1.3.

Since the image of the discrete solution XN (t) (i.e. the particles’ positions) may not
be contained in the domain M , an essential ingredient of the proof is the possibility to
extend the exact solution of the continuous models outside the domain. Importantly,
besides keeping the same regularity, the extended density and veloctiy will need to
satisfy the continuity equation also outside the domain. We construct such extended
variables in the following lemma, by exploting the properties of the continuity equation
and using an extension theorem due to Fefferman [11].

Lemma 4.1. Let u : [0, T ] ×M → Rd be such that u · n∂M = 0 on [0, T ] × ∂M , and
ρ0 : M → [0,∞). If u is of class C2,1 in space, uniformly in time, and ρ0 is of class
C1,1, then there exist ũ : [0, T ]× Rd → Rd and ρ̃ : [0, T ]× Rd → R such that:

(1) ũ is an extension of u, i.e. ũ(t)|M = u(t) for all t ∈ [0, T ], and there exists a
constant C > 0 only depending on d such that

(4.1) sup
t∈[0,T ]

‖ũ(t)‖C2,1 ≤ C sup
t∈[0,T ]

‖u(t)‖C2,1 ;

moreover, if u ∈ C1([0, T ], C2,1(M,Rd)) then

(4.2) sup
t∈[0,T ]

‖∂tũ(t)‖C2,1 ≤ C sup
t∈[0,T ]

‖∂tu(t)‖C2,1 ;

(2) the couple (ρ̃, ũ) solves the continuity equation:

∂tρ̃+ div(ρ̃ũ) = 0 on [0, T ]× Rd,
and in particular the curve ρ : t ∈ [0, T ] → ρ̃(t)|M is the unique solution to
the continuity equation on [0, T ] ×M associated with u and initial conditions
ρ(0) = ρ0; if ρ0 ≥ ρmin > 0, then ρ̃ ≥ ρ̃min > 0, where ρ̃min only depend on
ρmin, supt∈[0,T ] ‖u(t)‖C2,1, T and d; moreover, supt∈[0,T ] ‖ρ̃(t)‖C1,1 only depends

on ‖ρ0‖C1,1, supt∈[0,T ] ‖u(t)‖C2,1, T , d (and on ρmin in the case ρ0 ≥ ρmin > 0).

Proof. The first part is just an application of the construction proposed by Fefferman
in [11] to extend Hölder continuous functions. In particular, by theorem 2 in [11], for
any k ≥ 0 there exists a linear bounded operator Lk : Ck,1(M) → Ck,1(Rd) such that
the norm of Lk is bounded by a constant depending only on d and k, and for any
f ∈ Ck,1(Rd) one has Lkf |M = f . Then, setting ũ(t) = L2 u(t) (applied component-
wise) for all t ∈ [0, T ] for a given extension operator L2, we obtain the estimate (4.1)
by the boundedness of L2. In the case where u ∈ C1([0, T ], C2,1(M,Rd)), by linearity
of L2 we have ∂tũ = L2∂tu, from which we deduce (4.2).
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For the second part, we first introduce X : [0, T ] × Rd → Rd the flow of ũ, i.e. the

solution to the flow equation Ẋt = ũ(t,Xt) with initial conditions X0 = Id. For all
times t ∈ [0, T ], Xt is a C2,1 diffeomorphism of Rd and by construction the C2,1 norm of
Xt and X−1

t only depend on that of u and on T . Note, in particular, that the Jacobian
determinant solves

∂t det∇Xt = div ũ(t,Xt) det∇Xt ,

which implies that for all (t, x) ∈ [0, T ]× Rd,

(4.3) max

{
det∇Xt(x),

1

det∇Xt(x)

}
≤ exp

(∫ t

0
‖div ũ(t)‖∞ dt

)
.

Now, if ρ0 is not strictly-positive, we define an extension ρ̃0 : Rd → R of ρ0 on the
whole space by ρ̃0 := L1ρ0 (and note that ρ̃0 may be negative). Then, we define for all
t ∈ [0, T ]

(4.4) ρ̃(t) =
ρ̃0

det∇Xt
◦X−1

t ,

and therefore the regularity of ρ̃ in space derives from that of ρ̃0, X−1
t and det∇Xt,

and from the bound (4.3). Moreover, by direct computation one can check that ρ̃ solves
the continuity equation with velocity ũ. On the other hand, if ρ0 ≥ ρmin > 0, we define
ρ̃0 := exp(L1 log(ρ0)) and ρ̃ as above. Then, the lower bound on ρ̃ can be deduced from
equations (4.4) and (4.3). �

In the following, we finally prove theorems 1.1 and 1.2, which establish a bound on
the rate of convergence for our space-time discretizations of problems (1.1) and (1.4),
respectively.

Proof of theorem 1.1. Throughout the proof we will denote by 〈·, ·〉 and ‖ · ‖ the inner
product and norm on X, respectively, i.e. the L2 inner product and norm weighted by
ρ0. Moreover, for any function f : [0, T ] → C0,1(E) with E ⊆ Rd, we will denote
by LipT (f) := supt∈[0,T ] Lip(f(t)) and we will use the same notation for vector-valued
functions.

We denote by ũ and ρ̃ the extensions of u and ρ, respectively, constructed via lemma
4.1. Note that if ρ is not strictly-positive, ρ̃ may be negative. However, since in the case
we suppose that |U ′′′+ (0)| < +∞, we replace U by a C3 extension defined on R (which we

still denote by U with an abuse of notation), e.g., by setting U(r) =
∑3

n=0 U
(n)
+ (0)rn/n!

for r < 0 . Then, U (n)(ρ̃) is Lipschitz in space, uniformly in time, for n = 0, 1, 2.

We define the relative energy as follows:

(4.5) Eρ,u(t,XN ) := Kũ(t,XN ) + Fε,ρ(t,XN ) +
1

2
‖XN (t)−X(t)‖2 .

Note that besides the relative kinetic and potential energy, we also included an addi-
tional term in (4.5) given by the squared L2 distance between the flows and which will
help us deal with the fact that the image of XN (t) may not be included in M . Note also
that while the relative kinetic energy needs to be computed using the extended velocity
field ũ, for the relative potential energy we can use indifferently either ρ or ρ̃ since it is
defined via an integral over the (fixed) domain M .
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The strategy of the proof is the following. First of all, we compute separately the
time derivative of the three terms in (4.5) for t ∈ [tn, tn+1). We then apply Grönwall’s
inequality on the same time interval to obtain a first estimate. Finally, we use a discrete
Grönwall’s inequality for 0 ≤ n ≤ NT to prove the result.

Step 1: Time derivative of the relative kinetic energy. We introduce the material
derivative

Dtũ(t) := ∂tũ(t) + ũ(t) · ∇ũ(t) .

Then, using equation (1.12), we have
(4.6)

d

dt
Kũ(t,XN ) = 〈ẌN (t)− ∂tũ(t,XN (t))− ẊN (t) · ∇ũ(t,XN (t)), ẊN (t)− ũ(t,XN (t))〉

= −〈(ẊN (t)− ũ(t,XN (t))) · ∇ũ(t,XN (t)), ẊN (t)− ũ(t,XN (t))〉

− 〈ε−1(XN (t)−Xε
N (tn)) +Dtũ(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉 ,

where we replaced ẌN (t) using (1.12), and we removed the projection onto XN , since

ẊN (t)− ũ(t,XN (t)) ∈ XN . Observe that the system (1.1) implies

ρ0Dtũ(t,X(t)) = −ρ0∇U ′(ρ̃(t,X(t)) .

Then, adding and subtracting ∇U ′(ρ̃(t,X(t))) and ∇U ′(ρ̃(t,XN (t))) in the last inner
product in (4.6), we obtain
(4.7)

d

dt
Kũ(t,XN ) =− 〈(ẊN (t)− ũ(t,XN (t))) · ∇ũ(t,XN (t)), ẊN (t)− ũ(t,XN (t))〉

− 〈Dtũ(t,XN (t)))−Dtũ(t,X(t))), ẊN (t)− ũ(t,XN (t))〉

+ 〈∇U ′(ρ̃(t,X(t)))−∇U ′(ρ̃(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉

− 〈ε−1(XN (t)−Xε
N (tn))−∇U ′(ρ̃(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉 .

Step 2: Time derivative of the relative potential energy. First of all, we define
the following quantity which will be useful for the computations below and also later in
the Grönwall argument (see also remark 4.2 below):

(4.8) Hn(t) :=

∫
Rd

U ′(ρ̃(t))d(ρεN (tn)− ρN (t)) .

We now compute the time derivatives of the different terms in Fε,ρ(t,XN ) (defined
by equation (3.6)) for t ∈ [tn, tn+1). By the same computations as in (2.7), we have

(4.9)
d

dt
U(ρ(t)) = −

∫
M
P (ρ(t))div u(t) dx .
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For the time derivative of the discrete energy we can arrange the terms in order to
obtain a similar quantity. In particular, we have
(4.10)
d

dt

(
‖XN (t)−Xε

N (tn)‖2

2ε
+ U(ρεN (tn))

)
= ε−1〈XN (t)−Xε

N (tn), ẊN (t)〉

= ε−1〈XN (t)−Xε
N (tn), ẊN (t)− ũ(t,XN (t))〉

+ ε−1〈XN (t)−Xε
N (tn), ũ(t,XN (t))− ũ(t,Xε

N (tn))〉
+ ε−1〈XN (t)−XN (tn), u(t,Xε

N (tn))〉
+ ε−1〈XN (tn)−Xε

N (tn), u(t,Xε
N (tn))〉 ,

and note that by lemma 2.2, the last term in in equation (4.10) can be written as follows

(4.11) ε−1〈XN (tn)−Xε
N (tn), u(t,Xε

N (tn))〉 = −
∫
M
P (ρεN (tn))div u(t) dx .

We write the time derivative of the remaining term in Fε,ρ(t,XN ) as follows:

(4.12)
d

dt

∫
M
U ′(ρ(t))(ρεN (tn)− ρ(t)) dx =

d

dt
Hn(t) +

d

dt

∫
Rd

U ′(ρ̃(t))d(ρN (t)− ρ(t)).

Note that here we identify ρ(t) with a measure on Rd extending it by zero, and we will
use the same convention also in the following. Then, we compute

(4.13)

d

dt

∫
Rd

U ′(ρ(t)) d(ρN (t)− ρ(t)) =〈∇U ′(ρ̃(t)) ◦XN (t), ẊN (t)〉

−
∫
M
u(t) · ∇U ′(ρ(t))ρ(t) dx

−
∫
Rd

U ′′(ρ̃(t))div(ρ̃(t)ũ(t)) d(ρN (t)− ρ(t)).

Remark that here we used the fact that the continuity equation holds also for the
extended functions (ρ̃, ũ), which is due to the construction described in lemma 4.1.
Using div(ρ̃ũ) = ρ̃divũ+∇ρ̃ · ũ and then using P ′(r) = rU ′′(r), we get

(4.14)

d

dt

∫
Rd

U ′(ρ(t)) d(ρN (t)− ρ(t)) = 〈∇U ′(ρ̃(t)) ◦XN (t), ẊN (t)− ũ(t,XN (t))〉

−
∫
Rd

P ′(ρ̃(t))divũ(t)d(ρN (t)− ρ(t)) .

Putting this back into equation (4.12), we find
(4.15)
d

dt

∫
M
U ′(ρ(t))(ρεN (tn)− ρ(t)) dx =

d

dt
Hn(t) + 〈∇U ′(ρ̃(t)) ◦XN (t), ẊN (t)− ũ(t,XN (t))〉

−
∫
Rd

P ′(ρ̃(t))divũ(t)d(ρN (t)− ρεN (tn))

−
∫
M
P ′(ρ(t))div u(t)(ρεN (tn)− ρ(t)) dx .
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Note that we have added and subtracted ρεN (tn) in the last integral, which allows us
to retrieve P (ρεN (tn)|ρ) when combining all terms. In fact, replacing (4.11) into (4.10),
and subtracting the contributions from (4.9) and (4.15), we obtain
(4.16)

d

dt
Fε,ρ(t,XN ) = 〈ε−1(XN (t)−Xε

N (tn))−∇U ′(ρ̃(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉

+ ε−1〈XN (t)−Xε
N (tn), ũ(t,XN (t))− ũ(t,Xε

N (tn))〉

−
∫
M
P (ρε(t)|ρ(t))div u(t) dx

+

∫
Rd

P ′(ρ̃(t))div(ũ(t))d(ρN (t)− ρεN (tn))

+ ε−1〈XN (t)−XN (tn), ũ(t,Xε
N (tn))〉 − d

dt
Hn(t)

We finally observe that the first term on the right-hand side of equation (4.16) coincides
with the opposite of the last term in (4.7). Therefore the two terms cancel out when
adding the two equations. The decomposition of the time derivative in (4.10) is designed
to exploit this feature, which is a consequence of energy conservation.

Step 3: Grönwall’s argument on [tn, tn+1). Combining

d

dt

1

2
‖XN (t)−X(t)‖2 = 〈ẊN (t)− Ẋ(t), XN (t)−X(t)〉

with equations (4.7) and (4.16), we obtain

(4.17)

d

dt
Eρ,u(t,XN ) = −〈Dtũ(t,XN (t)))−Dtũ(t,X(t))), ẊN (t)− ũ(t,XN (t))〉

+ 〈∇U ′(ρ̃(t,X(t)))−∇U ′(ρ̃(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉

− 〈(ẊN (t)− ũ(t,XN (t))) · ∇ũ(t,XN (t)), ẊN (t)− ũ(t,XN (t))〉

+ 〈ẊN (t)− Ẋ(t), XN (t)−X(t)〉
+ ε−1〈XN (t)−Xε

N (tn), ũ(t,XN (t))− ũ(t,Xε
N (tn))〉

−
∫
M
P (ρε(tn)|ρ(t))div u(t) dx

+

∫
Rd

P ′(ρ̃(t))div(ũ(t))d(ρN (t)− ρεN (tn))

+ ε−1〈XN (t)−XN (tn), u(t,Xε
N (tn))〉 − d

dt
Hn(t)

=: J1 + J2 + J3 + J4 + J5 + J6 + J7 + J8 −
d

dt
Hn(t) .

Applying Cauchy-Schwarz and then Young’s inequality to the first two terms we
obtain

(4.18) J1 + J2 ≤ 2(LipT (Dtũ) + LipT (∇U ′(ρ̃)))

(
Kũ(t,XN ) +

1

2
‖XN (t)−X(t)‖2

)
,

where Dtũ and ∇U ′(ρ̃) are interpreted as functions on [0, T ]× Rd.
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For J4, we have

(4.19)

J4 = 〈ẊN (t)− ũ(t,XN (t)), XN (t)−X(t)〉
+ 〈ũ(t,XN (t))− ũ(t,X(t)), XN (t)−X(t)〉

≤ Kũ(t,XN ) + (1 + 2LipT (ũ))
1

2
‖XN (t)−X(t)‖2 ,

Using the estimate (4.19), we find

(4.20)

6∑
i=3

Ji ≤ (1 + 2LipT (ũ))

(
Kũ(t,XN ) +

‖XN (t)−X(t)‖2

2

)
+ LipT (ũ)

‖XN (t)−Xε
N (tn)‖2

ε
+ALipT (ũ)U(ρεN (t)|ρ(t))

≤ (1 +A′LipT (ũ))Eρ,u(t,XN ) ,

where A′ := max(A, 2), and we used for J6 the inequality given in lemma 3.5 (see also
remark 3.6). Hence, combining (4.18) and (4.20) we obtain

(4.21)
6∑
i=1

Ji ≤ C1Eρ,u(t,XN ) ,

where C1 := 2LipT (Dtũ) + 2LipT (∇U ′(ρ̃)) +A′ LipT (ũ) + 1. For J7 we have

(4.22)

J7 ≤ LipT (P ′(ρ̃) div ũ)W1(ρN (t), ρεN (tn))

≤ C2

(
ε

2
+
W 2

2 (ρN (t), ρεN (tn))

2ε

)
≤ C2

(
ε

2
+
‖XN (t)−Xε

N (tn)‖2

2ε

)
,

where W1(·, ·) denotes the L1-Wasserstein distance and we have used the inequal-
ity W1(ρN (t), ρεN (tn)) ≤ W2(ρN (t), ρεN (tn)) (see chapter 5 in [29]), and where C2 :=
LipT (P ′(ρ̃) div ũ).

For J8 we have

(4.23)

J8 =
1

ε

∫ t

tn

〈ẊN (t′), u(t,Xε
N (tn)〉 dt′

≤ 1

ε

∫ t

tn

‖ẊN (t′)‖‖u(t,Xε
N (tn))‖ dt′

≤ τ

ε

(
Eε(tn, XN )−minU +

1

2
‖u‖2L∞([0,T ]×M)

)
≤ τ

ε
(Eε(0, XN ) + C3) ,

where we used the conservation-dissipation of the energy Eε (1.19) for the last two
inequalities, and where C3 := ‖u‖2L∞([0,T ]×M)/2−minU .
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Using the same argument as for J7, we obtain

(4.24)
|Hn(t)| ≤|LipT (U ′(ρ̃))|2ε+

W 2
2 (ρN (t), ρεN (tn))

4ε

≤C4ε+
1

2
Eρ,u(t,XN ) ,

where C4 := |LipT (U ′(ρ̃))|2.

This last inequality allows us to include Hn(t) in the Grönwall argument. In partic-
ular, let En(t) := Eρ,u(t,XN ) + Hn(t). Combining the estimates (4.21), (4.22), (4.23),
into (4.17), we find

d

dt
En(t) ≤ (C1 + C2)Eρ,u(t,XN ) +

C2

2
ε+ (C3 + Eε(0, XN ))

τ

ε
.

Adding and subtructing 2(C1+C2)Hn(t), using the bound (4.24) and rearranging terms,
this implies

d

dt
En(t) ≤2(C1 + C2)En(t) + (

C2

2
+ 2(C1 + C2)C4)ε+ (C3 + Eε(0, XN ))

τ

ε

=:C5E
n(t) + C6ε+ (C3 + Eε(0, XN ))

τ

ε
.

Applying Grönwall inequality over the interval [tn, s] with tn < s < tn+1, we obtain

En(t−n+1) := lim
s→t−n+1

En(s) ≤ (En(tn) + C6ετ + (C3 + Eε(0, XN ))
τ2

ε
) exp(C5τ)

In order to apply a discrete Grönwall inequality, we need to replace the left-hand side
with En+1(tn+1) := Eρ,u(tn+1, XN ) + Hn+1(tn+1). This is indeed possible, since by
definition of Xε

N (tn+1) and continuity of ρ, ρN and Xε
N we have

(4.25)

Fε,ρ(tn+1, XN ) +Hn+1(tn+1) =
‖XN (tn+1)−Xε

N (tn+1)‖2

2ε
+ U(ρεN (tn+1))− U(ρ(tn+1))

−
∫
Rd

U ′(ρ̃(tn+1))d(ρN (tn+1)− 1Mρ(tn+1))

≤
‖XN (tn+1)−Xε

N (tn)‖2

2ε
+ U(ρεN (tn))− U(ρ(tn+1))

−
∫
Rd

U ′(ρ̃(tn+1))d(ρN (tn+1)− 1Mρ(tn+1))

= Fε,ρ(t−n+1, XN ) +Hn(t−n+1) .

Hence we get

En+1(tn+1) ≤ (En(tn) + C6ετ + (C3 + Eε(0, XN ))
τ2

ε
) exp(C5τ)

Remark 4.2. Note that the quantity

(4.26) Fε,ρ(t,XN ) +Hn(t) , for t ∈ [tn, tn+1) ,

can be regarded as a different approximation of the relative potential energy of the con-
tinuous setting (3.4). Using this quantity instead of simply Fε,ρ(t,XN ) allows us to
relate the estimates across different time steps as in equation (4.25) wihtout having to
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deal with the discontinuities in time of ρεN . Nonetheless, the sum in (4.26) is not positive
in general, which is why we define the relative potential energy by Fε,ρ(t,XN ) only.

Step 4: Discrete Grönwall’s argument. Since tNT
= τNT = T , we obtain

ENT (T ) ≤ (E0(0) + C6Tε+ (C3 + Eε(0, XN ))T
τ

ε
) exp(C5T ) .

Using once again equation (4.24), this implies

Eρ,u(T,XN ) ≤ (Eρ,u(0, XN ) +H0(0) + C6ε+ (C3 + Eε(0, XN ))
τ

ε
) exp(C5T )−HNT (NT )

≤ (Eρ,u(0, XN ) +H0(0) + C6ε+ (C3 + Eε(0, XN ))
τ

ε
) exp(C5T )

+
1

2
Eρ,u(T,XN ) + C4ε .

Hence, we get
(4.27)

Eρ,u(T,XN ) ≤ 2(Eρ,u(0, XN ) +H0(0) + C6ε+ (C3 + Eε(0, XN ))
τ

ε
) exp(C5T ) + 2C4ε .

In order to conclude the proof we need to estimate the initial energy Eε(0, XN ) and
the quantity Eρ,u(0, XN ) +H0(0). Note that, due to the initial conditions (1.12)

Eε(0, XN ) =

N∑
i=1

1

2
|Ẋi

N (0)|2ρ0[Pi] + Fε(XN (0))

≤ 1

2
‖u(0)‖2L∞(M) + U(ρ(0)) +

W 2
2 (ρ(0), ρN (0))

2ε

≤ C3 + U(ρ(0)) +
δ2
N

2ε
,

where δN is the error in the initial conditions in the Wasserstein distance, i.e.

(4.28) δN := W2(ρN (0), ρ(0)) .

In order to bound the quantity Eρ,u(0, XN ) +H0(0), we first estimate the term

Fρ(0, XN )+H0(0) =
W 2

2 (ρN (0), ρεN (0))

2ε
+U(ρεN (0))−U(ρ(0))−

∫
Rd

U ′(ρ̃(0))d(ρN (0)−1Mρ(0)) .

By definition of ρεN (0) we find

W 2
2 (ρN (0), ρεN (0))

2ε
+ U(ρεN (0))− U(ρ(0)) ≤ W 2

2 (ρN (0), ρ(0))

2ε
.

Moreover, ∣∣∣∣∫
Rd

U ′(ρ̃(0))d(ρN (0)− 1Mρ(0))

∣∣∣∣ ≤ Lip(U ′(ρ(0)))W1(ρN (0), ρ(0))

≤ C2
0

2
ε+

W 2
2 (ρN , ρN (0))

2ε
,
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where C0 := Lip(U ′(ρ(0))). Combining the two estimates and recalling (4.28) we get

(4.29) Fρ(0, XN ) +H0(0) ≤ C2
0

2
ε+

W 2
2 (ρN (0), ρ(0))

ε
=
C2

0

2
ε+

δ2
N

ε

The remaining terms in the relative energy Eρ,u(0, XN ) can be estimated by the fact
that K(0, XN ) = 0 (due to the initial conditions (1.12)) and the bound

(4.30) δN = W2(ρN (0), ρ(0)) = ‖PXN
Id− Id‖ ≤

√
ρ0[M ]hN ,

which follows from definition of hN .

We conclude by replacing the estimates above into equation (4.27) and estimating
the constants using lemma 4.1. �

We now turn to the proof of theorem 1.2. We will focus only on the differences with
the proof of theorem 1.1. In particular the kinetic energy will not be taken into account
in the definition of the energy.

Proof of theorem 1.2. The proof follows the same line as the one of theorem 1.1. We
denote by ρ̃ and ũ the extensions of ρ and u := −∇U ′(ρ) constructed via lemma 4.1. In
particular, note that ũ 6= −∇U ′(ρ̃) outside the domain. In the case where |U ′′′+ (0)| <∞,
we also extend U as a C3 function on R as in the proof of theorem 1.1.

Then we take as relative energy

(4.31) Zρ(t,XN ) := Fε,ρ(t,XN ) +
1

2
‖XN (t)−X(t)‖2 .

By equation (4.16), the time derivative of Zρ,u(t,XN ) satisfies
(4.32)

d

dt
Zρ(t,XN ) +

d

dt
Hn(t) =

8∑
i=4

Ji − 〈ẊN (t) +∇U ′(ρ̃(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉

where the terms Hn(t) and Ji are defined as in equation (4.8) and (4.17), respectively.
Adding and subtracting ũ(t,XN (t)) and ∇U(ρ̃(t,X(t)) in the last term we obtain

(4.33)
d

dt
Zρ(t,XN ) +

d

dt
Hn(t) + 2Kũ(t,XN ) =

10∑
i=4

Ji

where

J9 := 〈ũ(t,X(t))− ũ(t,XN (t)), ẊN (t)− ũ(t,XN (t))〉 ,

J10 := 〈∇U(ρ̃(t,X(t)))−∇U(ρ̃(t,XN (t))), ẊN (t)− ũ(t,XN (t))〉 .

The estimates for the terms Ji are analogous to those in the proof of theorem 1.1. In
particular, we obtain

6∑
i=4

Ji ≤ Kε,ũ(t,XN ) + C1Zρ(t,XN )
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where now C1 := 1 + A′LipT (ũ), and as in the previous proof A′ := max(2, A). The
terms J7 and Hn are estimated as in equations (4.22) and (4.24), respectively, with the
same constants C2 and C4. For J8, proceeding as in (4.23), we obtain

(4.34)

J8 ≤
1

ε

∫ t

tn

(
1

2
‖ẊN (t′)‖2 +

1

2
‖u(t,Xε

N (tn))‖2
)

dt′

≤ 1

2ε
(
‖XN (tn)−Xε

N (tn)‖2

2ε
−
‖XN (tn+1)−Xε

N (tn)‖2

2ε
) +

τ

2ε
‖u‖2L∞([0,T ]×M)

≤ 1

2ε
(Fε(XN (tn))−Fε(XN (tn+1))) +

τ

2ε
‖u‖2L∞([0,T ]×M)

=:
∆n

2ε
+ C3

τ

ε
.

where we used the equation

‖ẊN (t)‖2 = − d

dt

‖XN (t)−Xε
N (tn)‖2

2ε

to pass from the first to the second line, and the inequality

‖XN (tn+1)−Xε
N (tn)‖2

2ε
+ U(ρεN (tn)) ≥ Fε(XN (tn+1))

to pass from the second to the third line. Finally, the last two terms are estimated as
follows

J9 + J10 ≤
1

2
Kε,ũ(t,XN (t)) + 2(LipT (ũ) + LipT (∇U ′(ρ̃))‖XN (t)−X(t)‖2

=:
1

2
Kε,ũ(t,XN (t)) + C5Zρ(t,XN ) .

Introducing Zn(t) := Zρ(t,XN ) +Hn(t), and proceding as in the previous proof, we
obtain

d

dt
Zn(t) +

1

2
Kε,ũ(t,XN ) ≤ 2(C1 + C2 + C5)Zn(t) + (

C2

2
+ 2(C1 + C2 + C5)C4)ε

+
∆n

2ε
+ C3

τ

ε

=: C6Z
n(t) + C7ε+ C3

τ

ε
+

∆n

2ε
.

Therefore, by the same reasoning as above

Zρ(T,X) +
1

2

∫ T

0
Kε,ũ(t,XN ) ≤2(Zρ,u(0, XN ) +H0(0) + C7ε+ C3

τ

ε
) exp(C6T )

+
τ

ε
(Fε(XN (0))−Fε(XN (T ))) exp(C6T ) + 2C4ε .

However, note that

Fε(XN (0))−Fε(XN (T )) ≤ Fε(XN (0))−minU ≤ U(ρ(0))−minU +
W 2(ρ(0), ρN (0))

2ε
.

We conclude the proof using (4.29) and (4.30) to bound this latter term as well as
Zρ(0, XN )+H0(0), and using lemma 4.1 to bound the constants in the final estimate. �



CONVERGENCE OF A LAGRANGIAN DISCRETIZATION FOR BAROTROPIC FLUIDS 23

Remark 4.3. Note that the dependency of our estimates on hN is only due to the bound
(4.30). In particular, the error estimates in theorems 1.1 and 1.2 hold also replacing
hN with δN .

Remark 4.4. We observe that we can obtain similar convergence estimates also on the
Lagrangian velocity as it can be easily verified with the following triangular inequality

(4.35)
‖ẊN (t)− Ẋ(t)‖X ≤ ‖ẊN (t)− ũ(t,XN (t))‖X + ‖ũ(t,XN (t))− ũ(t,X(t))‖X

≤
√

2Kũ(t,XN ) + LipT (ũ)‖XN (t)−X(t)‖X .

Remark 4.5. The regularity of the exact solutions required in theorem 1.1 and 1.2 is
chosen in order to apply the extension lemma 4.1. However, examining the constants
appearing in the estimates above, one can see that this is stronger than what is actually
required from the extended variables themselves. For example, one can check that the
proof still holds if u is of class C1,1 on [0, T ]×M with C1,1 divergence in space, uniformly
in time, and admits an extension ũ with the same regularity. If M is sufficiently regular,
say simply connected with a smooth boundary, such an extension can be constructed
using Fefferman’s extension theorem [11] as in lemma 4.1 but applied to the potentials
obtained via the Helmholtz decomposition of u.

5. Implementation

5.1. Computation of the Moreau-Yosida regualarization. In this section we de-
scribe how the schemes (1.16) and (1.21) can be implemented. In particular, we show
that computing the gradient vector field driving the dynamics amounts to solving a
semi-discrete optimal transport problem at each time step.

Definition 5.1 (Laguerre diagram). Let (x1, . . . , xN ) ∈ (Rd)N and let (w1, . . . , wN ) ∈
RN . The Laguerre diagram is a decomposition of M into N subsets (Li)i defined by

Li = {x ∈M | ∀j ∈ {1, . . . , N}, |x− xi|2 + wi ≤ |x− xj |2 + wj} .

In the following we will identify XN with (Rd)N , i.e. we regard an element XN ∈ XN
as the collection of the particle positions (Xi

N )i ∈ (Rd)N . With this identification, the

functional Fε can be interepreted as a function on (Rd)N , and its gradient at a given
point as a vector in (Rd)N . Let us introduce the set

DN := {(x1, . . . , xN ) ∈ (Rd)N | xi = xj for some i 6= j} .

In the following proposition we collect the results of proposition 11 and 13 in [30]
adapted to our setting. It gives the explicit expression of the regularized density and
the gradient of the regularized energy appearing in the time-continuous schemes given
by (1.12) and (1.15).

Proposition 5.2. Let X = (x1, . . . , xN ) ∈ (Rd)N \ DN , and set ρN =
∑

i ρ0[Pi]δxi.
Then the unique minimizer ρεN of problem satisfies

ρεN (x) = (2εU ′)−1((wi − |x− xi|2) ∨ U ′(0)) , ∀x ∈ Li ,
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where (Li)i is the Laguerre diagram associated with the positions (x1, . . . , xN ) and the
weights (w1, . . . , wN ), which are uniquely defined up to an additive constant by the con-
dition ρεN [Li] = ρ0[Pi]. Moreover, Fε interpreted as a function on (Rd)N is continuously

differentiable on (Rd)N \ DN and

∇xiFε(X) = ρ0[Pi]
xi − bi(X)

ε
, bi(X) :=

1

ρ0[Pi]

∫
Li

xρεNdx .

Remark 5.3 (Power energies). If the energy is defined by the power function

U(r) =
rm

m− 1
,

for m > 1, then the minimizer ρεN has the following form:

ρεN (x) =

[(
m− 1

m

)
(wi − |x− xi|2)+

2ε

] 1
m−1

, ∀x ∈ Li .

Actually, in order to compute the solutions of the fully-discrete scheme, we do not
need the expression for the gradient in proposition 5.2, but we just need to identify
PXN

Xε
N (tn) in (1.16) and (1.21). For this, assume that (Xi

N (tn))i ∈ (Rd)N \ DN and
let (Li)i be the Laguerre diagram associated with ρεN (tn). Then, for any YN ∈ XN , we
have ∫

S0

Xε
N (tn) · YNρ0 dx =

∑
i

Y i
N ·
∫
Pi

Xε
N (tn)ρ0 dx =

∑
i

Y i
N ·
∫
Li

xρεN (tn) dx .

Therefore,

PXN
Xε
N (tn)(ω) = bi(XN (tn)) ∀ω ∈ Pi ,

where bi(XN (tn)) ∈ Rd is the barycenter of ρεN (tn) restricted on Li.

Remark 5.4 (Initialization by optimal quantization). The partition PN of the support
S0 ⊆ M of ρ0 which is required to define the space XN (see section 1.2) can be itself
defined as the interesection of a Laguerre diagram (Li)i with S0. For instance, assuming
the masses to be equal, i.e. mi = ρ0[M ]/N for i = 1, . . . , N , one can select the vector of
positions (x1, . . . , xN ) ∈ (Rd)N defining the diagram to belong to the argmin of

(y1, . . . , yN ) ∈ (Rd)N 7→W2

(∑
i

ρ0[M ]

N
δyi , ρ0

)
,

so that there exists a vector of weights (w1, . . . , wN ) ∈ RN such that ρ0[Li] = ρ0[M ]/N .
Then one can define the initial conditions XN (0) by XN (0)|Li = xi, and therefore

ρN (0) =
∑

i
ρ0[M ]
N δxi. With this choice δN = W2(ρN (0), ρ0) . N−1/d (see, e.g., [20]).

In view of remark 4.3, this ensures the convergence of the schemes independently of the
size of the partion hN .

5.2. Time integration and linear potentials. The schemes (1.12) and (1.15) can
be easily generalized to the case when the energy of the system contains an additional
linear term of the form ∫

M
V dρ ,
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where V ∈ C1,1(M) is a given function. At the discrete level, it is more convenient to
treat this term independently of the Moreau-Yosida regularization, i.e. by adding to the
discrete energy the term

(5.1)

∫
Rd

Ṽ dρN =

∫
M
Ṽ ◦XN dρ0 ,

where Ṽ is a C1,1 extension of V , e.g., constructed using Fefferman’s extension theorem
[11]. Then, in view of proposition 5.2 the discrete scheme (1.12) would be replaced by

(5.2) Ẍi
N (t) = −

Xi
N (t)− bi(XN (tn))

ε
−∇Ṽ (Xi

N (t)) ,

for all i ∈ {1, . . . , N} and t ∈ [tn, tn+1), where bi is defined as in proposition 5.2.
Therefore for each time-step one needs to:

(1) find the optimal density ρεN (tn) and the associated barycenters bi(XN (tn)): as
in [19], this is done by applying a damped Newton’s method to solve the system
of optimality conditions ρεN (tn)[Li] = ρ0[Pi] from proposition 5.2;

(2) solve N decoupled systems of ODEs in (5.2), which can be done explicitly for

particular choices of Ṽ .

The same holds for the scheme (1.15) upon replacing Ẍi
N (t) by Ẋi

N (t).

Finally, note that even with the additional term (5.1), the proofs of convergence above
still apply without modifying the relative energies and with only minor modifications. In
particular, the constant in theorem 1.1 and 1.2 would additionally depend on Lip(∇Ṽ ).

6. Numerical tests

In this section we demonstrate numerically the behavior of the scheme in terms of
convergence with mesh and time-step refinement. The tests presented hereafter corre-
spond to the internal energy/pressure function

(6.1) U(r) = P (r) = r2 ,

for which the Euler equations (1.1) yield the shallow water equations without rotation
and the gradient flow (1.4) yields the porous medium equation with a quadratic non-
linearity. Note, however, that in tests below the vector field ∇U ′(ρ) is not Lipschitz (in
fact, it is discontinuous at the boundary of the support of ρ), so they are outside the
limits of applicability of our theorems. For all the tests the discrete initial condition
are determined by optimal quantization with respect to the Wasserstein distance as in
remark 5.4.

For the computation of the Moreau-Yosida regularization, we used the open-source
library sd-ot, which is available at https://github.com/sd-ot.

6.1. Convergence: porous medium equation. The porous medium equation (1.4)
associated with the energy (6.1) admits the following exact solution

(6.2) ρ(t, x) =
1√
t

(
C2 − 1

16
√
t
|x|2
)

+

https://github.com/sd-ot
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on any time interval [t0, T ], with t0 > 0. Initial conditions are given by optimal quan-
tization of the Barenblatt profile at given time. Equation (6.2) describes the evolution
of the so-called Barenblatt profile. The potential energy decays according to

U(t) =
16πC6

3
√
t
,

whereas the Lagrangian flow is given by

(6.3) X(t, x) = x

(
t

t0

)1/4

.

Here we take t0 = 1/16, T = 1 and C = 1/3, and we monitor the following quantities:

(6.4) ∆X := ‖XN (T )−X(T,XN (0))‖X , ∆U := |Uε(ρN (T ))− U(T )|

Note that ∆X is an order one approximation of the L2 distance between the discrete
and continuous flows appearing in the convergence estimates. For a given number of
particles N , we take ε =

√
τ = 1/

√
N , which implies a rate of convergence of 1/2

according to theorem 1.2 (see also remark 5.4). In figure 1 we show the density ρεN for
fixed N and at different times and the associated Laguerre diagram. Table 1 collects the
errors and the associated convergence rates which confirm our estimate. Figure 2 shows
the time evolution of the internal energy, which decreases monotonically in accordance
with the stability estimate (1.22).

6.2. Convergence: Euler equation. We perform two different convergence tests for
the Euler model (1.1). For the first we construct an exact solution of the equation by a
time rescaling of the Barenblatt solution above, i.e. we take

(6.5) ρ(t, x) =
4

1 + 2t+ 5t2

(
C2 − 1

4(1 + 2t+ 5t2)
|x|2
)

+

.

This is an exact solution of the model associated with the Lagrangian flow

(6.6) X(t, x) = x
√

5t2 + 2t+ 1

and the initial conditions Ẋ(0, x) = x. In this case the exact kinetic and potential
energy evolutions are given by

(6.7) K(t) =
4πC6(10t+ 2)2

3(5t2 + 2t+ 1)
, U(t) =

64πC6

3(1 + 2t+ 5t2)
.

For this test, we take t0 = 0, T = 0.6 and C = 1/3, and we monitor the flow error ∆X
defined in equation (6.4) and the total energy error

(6.8) ∆E := |Eε(T,XN )− E(T )| ,

where E(T ) = K(T ) + U(T ).

For the second test, we add to the system a linear confinement potential

(6.9) V (x) =
5

8
|x|2 .
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1/
√
N ∆X rate ∆U rate

1.25e-01 4.71e-02 - 1.66e-02 -
6.25e-02 2.78e-02 7.62e-01 9.39e-03 8.21e-01
3.12e-02 1.55e-02 8.44e-01 5.11e-03 8.77e-01
1.56e-02 8.24e-03 9.08e-01 2.72e-03 9.12e-01

Table 1. Errors and convegence rates for the Barenblatt solution of the
porous medium equation, with ε =

√
τ = 1/

√
N .

1/
√
N ∆X rate ∆E rate

1.25e-01 4.36e-02 - 2.46e-02 -
6.25e-02 2.77e-02 6.53e-01 1.68e-02 5.52e-01
3.12e-02 1.61e-02 7.83e-01 1.02e-02 7.13e-01
1.56e-02 8.80e-03 8.71e-01 5.71e-03 8.44e-01

Table 2. Errors and convegence rates for the Barenblatt solution of the
Euler equations, with ε =

√
τ = 1/

√
N .

Then, we consider the exact solutions associated with the steady density

(6.10) ρ(x) =

(
C2 − 1

16
|x|2
)

+

and the rigid rotation given by the flow

(6.11) X(t, x) = R(t)x , R(t) =

(
cos(t) sin(t)
− sin(t) cos(t)

)
.

Both the kinetic and potential energy are constant during the evolution and they are
given by

(6.12) K(t) =
64πC6

3
, U(t) =

16πC6

3
.

For this test we take t0 = 0, T = 1 and C = 1/3, and we monitor the same quantities
as above.

As before, for a given number of particles N , we take ε =
√
τ = 1/

√
N , which implies

a rate of convergence of 1/2 according to theorem 1.1 (see also remark 5.4). Tables 2 and
3 collect the errors and the associated convergence rates for the two tests and confirm
our error estimate. Figures 3 and 4 show the time evolution of the total, internal
and potential energy; note that the discrete total energy decreases monotonically in
accordance with the stability estimate (1.19).
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Figure 1. Evolution of the density ρεN for the Barenblatt solution of

the porous medium equation for N = 576, and ε =
√
τ = 1/

√
N . Upper

row: weights evolution; lower row: Laguerre diagram evolution.

Figure 2. Time evolution of the discrete internal energy Uε(ρN (t)) for
the Barenblatt solution of the porous medium equation (the red line
corresponds to the exact energy evolution).
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[1] Vladimir Arnold. Sur la géométrie différentielle des groupes de Lie de dimension infinie et ses
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