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ABSTRACT

Due to their low cost and their easy use, drones are in-
creasingly used as tools to threaten valuable assets in both
military and civil domains. Thus systems have been de-
veloped to localize and/or identify them before their neu-
tralization. They can rely on radio frequency, radar signal,
or even video recording. However, these modalities suf-
fer from limitations like near-field detection, or weather
conditions. Besides, drones do radiate acoustic noise dur-
ing their flight due to their propellers. Consequently, the
proposed work takes the advantage of the acoustic waves
emitted by drones to localize them through array process-
ing techniques, and to identify them as drones thanks to
machine learning.

As multiple acoustic sources can be present within the
nearby environment, this work focuses on localization and
identification of a drone in the presence of a disturbing
acoustic source. An experiment has been performed with a
drone flying above a 81-microphones acoustic array of 60
cm diameter while a motionless loudspeaker emits sounds
at different volumes. Signals recorded on the array are
cut into successive sequences of 200 ms to allow an “in-
stantaneous” identification and tracking the trajectories of
the different sources. The high resolution MUSIC algo-
rithm is performed on each sequence to estimate the angu-
lar directions of arrival of the sources, using local maxima
of the localization map. Then focused signals are recov-
ered for each source, and classified as drone or other noise
thanks to a machine learning model (support vector ma-
chine, SVM) learned previously on similar data. Results
show that drone localization is accurate, even for drone
noise volume lower than the sounds played by the loud-
speaker. The limit from which localization is not valid
anymore depends on the sound played. The drone class
identification is very robust with at least 84 % of correct
identification rate for all loudspeaker volumes tested. The
other noise class performs worse with incorrect identifi-
cations that arise when the loudspeaker volume decreases,
with rates that depend on the considered sound.

∗Institute of Engineering Univ. Grenoble Alpes.

1. INTRODUCTION

Drones are known threats for both military and civil as-
sets. They can carry explosives or drop illegal objects, and
they are easy to buy and to use. Solutions are then devel-
oped to localize and neutralize them [1]. Radar is one of
the principal solution, but for small quadcopters they suffer
from a lack of reflected signal [2]. Radio-frequency based
solutions are very promising as they allow to both detect
the drone and its pilot. Nevertheless, autonomous drones
are already under development to avoid this kind of de-
tection [3]. Optronic solutions that rely on video are also
investigated, but they can quickly have some limitations
or be difficult to set at night or with tough weather condi-
tions [4, 5]. In this study, the acoustic modality is chosen.
Quadcopters do produce noise while they fly [6, 7], and
this noise increases with the engine regime [8]. It becomes
logical to study the possibility to localize a drone from the
acoustic waves it generates. Moreover, the typical acoustic
signature of a drone can be exploited to identify it.

Localization and identification of acoustic sources re-
main uncoupled in the literature. Localization is given
using different algorithms and array shapes [9–13], and
identification is often proposed using a single microphone,
combined with machine learning techniques [14–18]. This
article proposes to perform both together, in order to bene-
fit from array processing gain before the identification step.
Using an array, the goal is first to localize acoustic sources
in the nearby environment, then to spatially filter each of
them to enhance their signal-to-noise ratio, and finally to
identify these focused audio signals in definite classes.

The proposed system has been developed and validated
for simple cases with one acoustic source around it [19].
The purpose of this study is to assess its robustness in the
presence of a disturbing source. Experimental data have
been collected with a drone flying while a loudspeaker
was playing different sounds. Acoustic localization is per-
formed, and focused signals are recovered in the estimated
sources directions. The identification is then carried out,
using a machine learning model trained on drone-labeled
data and sounds of the loudspeaker, recorded alone previ-
ously. This identification step tries to separate two classes:
the drone class, against the other noises class. The aim is
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then to show the impact of the difference level between the
loudspeaker sound and the drone on the localization or the
identification step. It allows to set an operating range for
the considered system in this configuration.

The next section describes the method used to localize
and identify the acoustic sources around the array. Then
section 3 details the experimental data available while the
results are discussed in section 4.

2. METHODS

The drone localization and identification constitutes two
successive steps. It starts with an array processing method
to localize potential acoustic sources around the micro-
phone array. This localization allows to focus over these
sources, by applying a spatial filter in the direction of each
of them. The audio signals obtained are then identified us-
ing a machine learning algorithm learned on similar data.
To track the sources along time, these described steps are
undertaken on successive sequences of the recorded sig-
nals, each of them during 200 ms.

2.1 Localization

The array processing algorithm selected to localize the
sources is the multiple signal classification method (MU-
SIC) [20]. Due to the sparsity of the acoustic sources
searched for, and the weak correlation expected between
them, this algorithm is adapted as it allows to significantly
increase the resolution compared to conventional beam-
forming techniques, and to avoid sidelobes that can mask
some of the sources if they are not loud enough. Another
advantage is its low complexity, which allows to compute
quickly its outputs. As two sources are expected in this
configuration, a fixed number of eigenvalues of two is kept
all along the processed cases. An automatic procedure to
determine the number of eigenvalues to select must be de-
veloped to reduce observed errors with the current choice.

The angular directions of arrival are searched for us-
ing a plane wave propagation model. To validate the lo-
calization, the estimated azimuth angles are compared to
the ones obtained by 12 infrared Vicon cameras. Installed
within a motion capture room, they produce a localiza-
tion ground truth with which the acoustic one should be
aligned. Figure 1 shows an example of the comparison
between the azimuth angle found by the acoustic array in
gray circles (◦), and the one given by the Vicon cameras in
green for the drone (-) and in blue for the loudspeaker (-).

For each sequence of 200 ms, the direction of the two
first maxima of the computed MUSIC map are determined,
and a delay-and-sum in each of these directions is per-
formed to spatially filter the temporal signals, and obtain
two focused sequences. As both drone and loudspeaker
are present all along the time, these two position estima-
tions should lie close to the ground truth given by the Vicon
cameras.

In order to evaluate the localization, upper and lower
angular thresholds are set around the Vicon camera system
outputs for both the drone and the loudspeaker. For each
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Figure 1. Estimated azimuth angles of the acoustic sources
present around the array, given by ◦. The Vicon camera
system output is given by the green line - for the drone,
and by the blue line at constant azimuth angle 180° - for
the loudspeaker (LS). Dashed lines represent the thresh-
olds set to determine the sequence labels. The angles are
unwrapped to clearly see them.

position estimation ◦, if it is contained within the drone
or the loudspeaker thresholds, it is labeled as drone (D)
or other noise (ON), respectively. For a position that falls
outside both, it is considered as Unknown (U). According
to these labels, the correct localization rate (CLR) can be
computed for both D and ON classes as the number of se-
quences that are labeled within them over the total number
of sequences available during the considered flights.

2.2 Identification

Once the focused signals are recovered for each source, a
bench of 96 features is computed over this temporal signal,
producing a so-called observation (a vector of dimension
[96, 1] containing these features). They describe shape,
statistics, and entropy of the signals [21], in three different
domains: temporal, spectral, and cepstral. A linear support
vector machine (SVM) model [22] is then learned using
these features. This model has been deliberately chosen to
be simple, in order to deal with an easy classification task,
and to be able to easily interpret its outputs. The coeffi-
cient C, which controls the capacity of the model to select
support vectors that are in the wrong side of the hyper-
plan, is set to 1. A cross validation of the learning data is
performed to check their balance and it shows that for the
drone and the loudspeaker sounds are separable if they do
not emit simultaneously. All these computations are made
within a dedicated Python package [23].

From the labeled observations obtained after localiza-
tion step, the correct identification rate (CIR) defines the
ratio between the correctly identified observations, over the
total number of labeled observations for each class D vs
ON.
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3. EXPERIMENTAL DATA

Experimental data have been recorded within a motion
capture room in order to be able to compare the estimated
angular position of the drone using acoustic array of micro-
phones, with a ground truth given by a system composed
of 12 infrared Vicon cameras [24]. The array is composed
of 81 MEMS microphones, with a diameter of 60 cm. It
has already been used in other scientific studies ( [25] for
instance), and it is represented in Figure 2 with the drone.

Figure 2. Array used to record acoustic data, and drone
used to produce data (left one).

Experimental data includes drone flights alone, sounds
played by the loudspeaker alone, and both of them to-
gether. The sounds have been kept sufficiently different
from a drone noise in order to focus on classification issues
due to the difference level between the drone noise and
the loudspeaker sounds: it means that the model should
easily separate D and ON classes. Two sounds were se-
lected: a white noise (WN), and a monochromatic signal at
1 kHz (S1k). As a consequence, the processing frequency
of the localization algorithm was set at 1 kHz, to process
the harmonic signal. It is important to notice that the drone
harmonics are not present at this specific frequency. Its
blade passing frequency and its harmonics are multiples of
400 Hz, so this frequency choice is sub-optimal in terms of
drone localization. Table 1 sums up the different number
of observations available in each case.

Learning Test
Drone alone 1378 0

WN (L1 / L2 / L3) 150 / 150 / 149 460 / 462 / 467
S1k (L1 / L2 / L3) 150 / 150 / 150 474 / 468 / 449

Table 1. Number of observations values available. In the
learning data, drone and loudspeaker sounds are played
separately, whereas in the test data, the loudspeaker plays
while the drone is flying. Each observation is a set of 96
features computed over 200 ms of temporal focused signal.

One observation is a vector of 96 features computed
over a sequence of 200 ms of temporal signal. L1, L2, and
L3 represents the three different volume levels used for the
loudspeaker, from lower one to maximum one. They allow
to decrease the level difference between the drone noise

and the loudspeaker sounds, in order to disturb both the
localization and identification steps. During the learning
phase, the drone and the loudspeaker are recorded sepa-
rately. On the contrary, during the test phase, sounds are
played while the drone is flying in the room simultane-
ously.

Thanks to the use of a controlled trajectory for the drone
that can be repeated between learning and test phases, two
difference levels between the drone and the loudspeaker
sound can be defined when the sources are recorded sep-
arately: at first the ratio between the measured pressure
amplitude at 1 kHz for the drone over the one of the sound
played by the loudspeaker (∆L1k), and secondly the ratio
between the mean pressure amplitude of the drone power
spectral density over the whole frequency band [0 Hz; 25.6
kHz], over the same mean pressure amplitude for the loud-
speaker sound (∆Lmean). While ∆L1k represent the ratio
available for the localization as it is performed only at 1
kHz, ∆Lmean represents the level difference that is really
at stake during the identification step as observations are
computed for full temporal focused signals, in which all
frequencies are present.

4. RESULTS

4.1 Localization

The correct localization rates (CLR) for every sound and
loudspeaker volume is given in Table 2.

CLR Drone Loudspeaker
L1 (WN / S1k) 93 % / 93 % 81 % / 86 %
L2 (WN / S1k) 63 % / 90 % 94 % / 88 %
L3 (WN / S1k) 26 % / 96 % 97 % / 92 %

Table 2. CLR computed over all the observations of the
trajectories, as a function of loudspeaker sounds levels.

For the WN, the higher the loudspeaker volume level,
the lower the drones are correctly localized, and inversely
for the sounds. In the S1k case, the drone is correctly lo-
calized for every sound volume, and the loudspeaker is
better localized when it is emitting louder. The WN dis-
turbs more drone localization with only 26 % of correct
localization for its higher volume. Finally, the loudspeaker
position is estimated more accurately than the drone one,
which can be expected as it does not move during time.

To analyze these results deeper, the number of observa-
tions labeled in each category (D, ON, or U) is given as a
function of ∆L1k. In Figure 3, the S1k case is considered.
It is clear from the distribution obtained that both D and
ON classes are accurately localized for this signal, with
only a few observations labeled in U class, even for highly
negative values of ∆L1k.

Then the WN case is given in Figure 4. The analysis
is there a lot different, with ON observations that are cor-
rectly localized, but D ones cannot be accurately recovered
for all ∆L1k. Consequently, for low ∆L1k, numerous U

10.48465/fa.2020.0402 3151 e-Forum Acusticum, December 7-11, 2020



−40 −30 −20 −10

0

50

100

150

200

250

∆L1k (dB)

N
um

be
ro

fo
cc

ur
re

nc
es

ON
D
U

Figure 3. Number of labels given after the labeling step,
as a function of the difference level at 1 kHz between the
drone and the loudspeaker sound ∆L1k. The three labels
type are D, ON, or U. Monochromatic signal at 1 kHz case.

labels are obtained. The limit between the two distribu-
tions is around ∆L = -8 dB.

To conclude, the system is able to localize a drone in the
presence of the S1k sound without any problem. Concern-
ing the WN sound, the localization is accurately recovered
for the drone, up to a loudspeaker that emits 8 dB higher
than the drone at 1 kHz. This difference is due to the fixed
number of eigenvalues kept during the computation of the
MUSIC map. While two eigenvalues successfully describe
the signal subspace of a drone and a sinus signal at 1 kHz,
they are not sufficient anymore for two wideband signals
together.

This conclusion is valid within this particular indoor
configuration, and must not be understood as a fixed limit
for the system in all the other configurations. Indeed,
strong reflections are present within this room, so they can
add difficulties to the localization step. Moreover, it is re-
minded here that the 1 kHz frequency chosen for the array
processing is sub-optimal for the drone detection (with lev-
els that can vary more than 10 dB if an harmonic frequency
of the drone noise is chosen).

4.2 Identification

From the labeled observations obtained after the localiza-
tion, the correct identification rate for each of them is given
in Table 3.

These results show that drone identification is very ac-
curate, as for every volume or played sound it enables to
reach at least 84 % of correct identification. Moreover, in
the WN case it is easier to identify the drone. Concerning
the ON class identification, the volume differences play a
strong role. Indeed, for lower volumes, both sound cases
are not recognized at all. Concerning the middle volume,
S1k is identified correctly whereas WN is just partially
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Figure 4. Number of labels given after the labeling step,
as a function of the difference level at 1 kHz between the
drone and the loudspeaker sound ∆L1k. The three label
types are D, ON, or U. White noise case.

CIR D class ON class
L1 (WN / S1k) 100 % / 100 % 1 % / 3 %
L2 (WN / S1k) 100 % / 97 % 42 % / 98 %
L3 (WN / S1k) 100 % / 84 % 91 % / 100 %

Table 3. CIR computed over all the labeled observations of
the trajectories, as a function of loudspeaker sounds levels.

identified. For higher volumes, both sounds are correctly
identified.

To confirm these results, histograms of ∆Lmean are
given for both signal cases and for the ON class, grouped
by correct and incorrect identification. Figure 5 represents
it for the S1k case. It shows a strong separation between
both distributions, which reinforces the results given in the
Table 3: in this case, identification is accurate up to a clear
threshold for ∆Lmean above which it does not work any-
more. This threshold is defined at ∆Lmean = 0 dB.

Then the WN case is represented in Figure 6. The sep-
aration is not as clear as or S1k, explaining the increments
observed as a function of the volumes in the results shown
in Table 3 for this case. Nevertheless, a threshold can also
be pointed out in this case, for ∆Lmean around 2 dB.

To conclude, identification is very robust concerning the
D class. Almost all the D observations are correctly identi-
fied as such, with a lower CIR obtained at 84 %, even with
negative ∆Lmean values (meaning a loudspeaker higher
in volume than the drone). This is certainly due to the
low number of drone observations that are kept after lo-
calization in the WN case, so they are not taken into ac-
count during identification studying only the ones that emit
louder than the loudspeaker. Concerning the S1k, the sig-
nal structure is so different between these two that drone
identification is not disturbed by it when it is present at the
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Figure 5. Histogram of the correct and incorrect identi-
fications of ON class as a function of the difference level
between the drone and the loudspeaker sound ∆Lmean.
Monochromatic signal at 1 kHz case.

same time.
Then, identification of the loudspeaker sounds shows

two different behaviors, depending on the sound played.
For the S1k sound, identification works very well if the
loudspeaker emits louder than the drone, and it does not
work anymore when the drone is noisier. For the WN
case, this identification performance decreases more pro-
gressively. So the disturbance sound nature impacts on
its identification, with a clearer separation between correct
and incorrect identification when the played sound is com-
pletely different than the drone one. As this disturbance is
due to the signal residuals that come from a source when
focusing towards the other, it seems logical than similar
signal are less easily separable than highly different ones.

5. CONCLUSION

This article studies the robustness of the acoustic localiza-
tion and identification of a drone in the presence of another
acoustic source. The system, composed of a 60 cm di-
ameter acoustic array with 81 MEMS microphones, shows
that an accurate localization of the drone is obtained ev-
ery 200 ms when the disturbance is monochromatic, what-
ever its volume. However, when the disturbance is wide-
band, this accuracy decreases when its volume increases.
Then during identification, the drone is correctly identi-
fied each time it is localized and for every sound and vol-
ume, whereas the disturbance sound is not always correctly
classified. For the monochromatic one a clear separation
arises: when it emits louder than the drone it is recog-
nized, otherwise it is not. For the wideband one this sepa-
ration is more fuzzy and the identification can be reached
even when the drone is noisier. These results show the
strong dependence between the machine learning models
and the data that are used to build them. Different kinds
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Figure 6. Histogram of the correct and incorrect identi-
fications of ON class as a function of the difference level
between the drone and the loudspeaker sound ∆Lmean.
White noise case.

of sound provoke different analysis, above all in the case
studied here in which they are present simultaneously with
the drone. As a consequence, an important issue in drone
identification concerns the creation of the other noise class
database, in order to correctly sample it to yield results that
can be generalized when drone signals are disturbed.

To increase the capacities of the proposed system, the
localization must be improved by selecting a number of
eigenvalues more adapted to the measured data, and differ-
ent strategies must be compared to focus the temporal sig-
nals in order to attenuate the residuals coming from other
angular directions. With these two additions, the system
should cope with lots of experimental configurations that
could occur in real-life settings.
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