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On arithmetic functions orthogonal to
deterministic sequences

Adam Kanigowski Joanna Kułaga-Przymus
Mariusz Lemańczyk Thierry de la Rue

May 24, 2021

Abstract

We prove Veech’s conjecture on the equivalence of Sarnak’s con-
jecture on Möbius orthogonality with a Kolmogorov type property of
Furstenberg systems of the Möbius function. This yields a combina-
torial condition on the Möbius function itself which is equivalent to
Sarnak’s conjecture. As a matter of fact, our arguments remain valid
in a larger context: we characterize all bounded arithmetic functions
orthogonal to all topological systems whose all ergodic measures yield
systems from a fixed characteristic class (zero entropy class is an exam-
ple of such a characteristic class). This allows us to show ergodically
that bounded multiplicative functions with zero mean in arithmetic
progressions on a typical short interval satisfy the averaged Chowla
property established earlier by Matomäki, Radziwiłł and Tao.
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1 Introduction

All transformations in this paper are assumed to be invertible. A topo-
logical dynamical system is a pair pX,T q, where T is a homeomorphism
of a compact metric space X. A measure-theoretic dynamical system is a
system of the form pZ,BpZq, κ,Rq where R is an automorphism (invertible
measure-preserving transformation) of a standard Borel probability space
pZ,BpZq, κq.

Sarnak’s conjecture Given a topological dynamical system pX,T q and
a bounded arithmetic function u : N Ñ C, we consider the corresponding
problem of orthogonality:

(1) lim
NÑ8

1

N

ÿ

nďN

fpTnxqupnq “ 0 for all f P CpXq and x P X.

Once (1) holds for pX,T q, we say that the system pX,T q satisfies the Sarnak
property with respect to u and write u K pX,T q. When a class C of topo-
logical dynamical systems is given, and u K pX,T q for each pX,T q P C then
we write u K C .

The main motivation to study this orthogonality problem is Sarnak’s
conjecture [46] on Möbius orthogonality in which u is the Möbius function µ
(or, equivalently [15], the Liouville function λ) and C is the class CZE of zero
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topological entropy dynamical systems. Sequences of the form pfpTnxqq with
pX,T q running over CZE, f P CpXq and x P X are often called deterministic
sequences. Focusing on a special u in (1), say, being multiplicative, is im-
portant if we count on applications in number theory – the main motivation
of Sarnak himself for the Möbius orthogonality conjecture was to “attack”
the celebrated Chowla conjecture on auto-correlations of the Möbius func-
tion dynamically (indeed the Chowla conjecture implies Sarnak’s conjecture
[46], see also [2, 49]).1 However, if we aim at providing an internal char-
acterization of u being orthogonal to CZE, then dropping the assumption of
multiplicativity of u seems to be reasonable. Let us give an argument for
that. First, note that the class of deterministic sequences equipped with the
coordinatewise multiplication and addition is a ring (this is an easy conse-
quence of the fact that the zero entropy class is closed under taking joinings
and factors). Moreover, the class of bounded sequences u orthogonal to CZE

is a module over this ring. In other words, even if our “starting” u displays
some additional arithmetic property (like multiplicativity), the characteri-
zation which we aim at must still hold for u ¨ v, where v is an arbitrary
deterministic sequence.2 Of course, properties like the multiplicativity of
u ¨v changes dramatically if v is arbitrary, while the characterization we are
looking for has to be stable under such a change of u.

Visible measures and Furstenberg systems Let us now briefly dis-
cuss the matter of the topological and measure-theoretic aspects of choosing
a class C . Recall that MpXq stands for the set of probability (Borel) mea-
sures on X and MpX,T q is the (always non-empty) subset of T -invariant
measures. Both spaces are compact in the weak-˚-topology. There is a
third natural subspace V pX,T q ĂMpX,T q which is the set of (T -invariant)
visible measures, i.e. measures possessing a quasi-generic point. Formally,
ν P V pX,T q if, for some point x P X and some increasing sequence pN`q, we
have

lim
kÑ8

1

N`

ÿ

nďN`

δTnx “ ν.3

We also write ν P VT pxq and say that x is generic for ν along pN`q. Note that
the set V pX,T q of visible measures contains the set M epX,T q of all ergodic

1On a potential equivalence of the Chowla and Sarnak’s conjectures see [26, 46, 49, 50,
51] and a resumé of that in the survey articles [15, 37].

2In what follows, we replace CZE by CF , where F is a general characteristic class.
Note that the argument u ¨ v K CF whenever u K CF and v is an arbitrary F -sequence
(cf. Def. 1.1) persists.

3Not all invariant measures, even in a transitive subshift, have to be visible: let Xy Ă
t0, 1, 2uN be given by y “ 0k11k12k11k10k21k22k21k2 . . . with k1 ă k2 ă . . . Let ν “
1
2
δ0 `

1
2
δ2 (two fixed points). If A :“ tx P Xy : x0 “ 0 or x0 “ 2u, then νpAq “ 1 but no

window in y has the property that the frequency of 0 jointly with 2 on it is close to the
value 1.
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measures, but it may be strictly smaller than MpX,T q. To illustrate this,
consider the automorphism px, yq ÞÑ px, x ` yq of T2 in which each point is
generic (i.e. generic along the whole sequence of natural numbers) and the
corresponding measure-theoretic system is either a rational or an irrational
rotation on the circle. Hence, each visible measure gives rise to a system with
discrete spectrum, while there are many other invariant measures which yield
partly continuous spectrum.

Given a bounded u : N Ñ C, |u| ď L, we first extend it to Z by setting
up´nq “ upnq for n P N, up0q P DL :“ tz P C : |z| ď Lu, and then take
the closure Xu :“ tSku : k P Zu of the orbit of u P DZ

L under the left shift
S : DZ

L Ñ DZ
L, SppvkqkPZq “ pvk`1qkPZ (recall that we only consider invertible

systems). Hence, pXu, Sq is the subshift determined by u. By the very
definition, u P Xu. Each measure κ P VSpuq yields a measure-theoretic
system pXu,BpXuq, κ, Sq called a Furstenberg system of u (by some abuse of
vocabulary, we may call κ itself a Furstenberg system of u). Fix x P X and
consider the sequence p 1

N

ř

nďN δpTnx,Snuqq. By compactness ofMpXˆXuq,
we can select an increasing sequence pN`q so that

1

N`

ÿ

nďN`

δpTnx,Snuq Ñ ρ,

where ρ P VTˆSppx,uqq Ă V pX ˆ Xu, T ˆ Sq. The projections of ρ on X
and Xu are denoted by ν and κ, respectively, so that ρ is a joining of ν and
κ. Since ρ is a visible measure, so are ν and κ:

(2) ν P VT pxq,

and κ yields a Furstenberg system of u. Now, setting

(3) π0 :

#

Xu Ñ C
z “ pznqnPZ ÞÑ z0,

we have

lim
kÑ8

1

N`

ÿ

nďN`

fpTnxqupnq “ lim
kÑ8

ż

f b π0 d

˜

1

N`

ÿ

nďN`

δpTnx,Snuq

¸

“

ż

f b π0 dρ “

ż

Eρpf |Xuq ¨ π0 dκ.

(4)

So, the fact that the limit is 0 in (1), i.e. u K pX,T q, depends on the joinings
of measures from V pX,T q with those from VSpuq – the invariant measures
from MpX,T qzV pX,T q are irrelevant in this context. More precisely, what
will matter is the “geometric position” of the single continuous function
π0 in the L2-space of all Furstenberg systems κ P VSpuq for such joinings.
Namely, inside the L2pρq-space, we want π0 to be orthogonal to L2pνq (in
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condition (4) we use all continuous functions f onX and we take into account
all ν P V pX,T q). Of course, whether this orthogonality can be established
without referring to the (visible) joinings ρ (and remaining at the level of
κ P VSpuq) is another question. A kind of surprise is that the answer to this
question will turn out to be positive for CZE and some other characteristic
classes, see Theorem A, below.

Characteristic classes and Veech’s conjecture With the above in
mind, a knowledge of some fundamental facts on joinings, especially on dis-
jointness in the sense of Furstenberg in ergodic theory, strongly suggests
to consider only the situation when the measures ν appearing above yield
measure-theoretic systems pX,BpXq, ν, T q belonging to one of so called char-
acteristic classes of measure-theoretic dynamical systems.

Definition 1.1. A class F of measure-theoretic dynamical systems is called
characteristic if it is closed under taking isomorphisms, factors and (count-
able) joinings. Given a characteristic class F , by an F -factor of a measure-
theoretic dynamical system pZ,D, κ,Rq we call any factor sub-σ-algebra of D
on which the action of R yields a system in the class F . We denote by CF the
class of topological systems pX,T q for which we have pX,BpXq, ν, T q P F for
each ν P V pX,T q. The sequences of the form pfpTnxqqnPZ with f P CpXq,
x P X and pX,T q P CF are called F -sequences.

It follows from the above definition that:

(a) every measure-theoretic dynamical system pZ,D, κ,Rq has a largest F -
factor (in the sense of inclusion of sub-σ-algebras), which we denote by
DF ,

(b) any joining of pZ,D, κ,Rq with a system from F is uniquely determined
by its restriction to the joining of the largest F -factor DF of R with the
given system from F

(see Section 2 for details). The class ZE of zero (Kolmogorov-Sinai) entropy
is of course characteristic. The largest zero entropy factor DZE of pZ,D, κ,Rq
is called the Pinsker factor and is denoted by ΠpRq or Πpκq. Note that (via
the variational principle) the family CZE is precisely the family of all topo-
logical systems whose all invariant measures yield systems in ZE. Returning
to Sarnak’s conjecture, in [52], Veech proves the following result:

Theorem 1.1 ([52]). If

(5) π0 K L2pΠpκqq for each Furstenberg system κ P VSpµq

then Sarnak’s conjecture holds, i.e. µ K CZE.4

4An ergodic proof (which goes back to a suggestion of Sarnak in [46]) of this result is
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Then he formulates the following conjecture (Conjecture 24.3 page 88
in [52]):

Conjecture 1 (Veech’s conjecture). Condition (5) is equivalent to Sarnak’s
conjecture.

One of motivations for the present work was to prove the above conjec-
ture. Let us first formulate (5) in full generality.

Definition 1.2. Given a characteristic class F we say that a (bounded)
arithmetic function u : N Ñ C satisfies the Veech condition with respect to
F if

(6) π0 K L2ppBpXuq, κqF q for each Furstenberg system κ P VSpuq.

Given a characteristic class F , we denote by Fec the class of those au-
tomorphisms R of pZ,D, κq such that a.e. ergodic component of κ yields a
system in F . Then (see Section 2.3), Fec is also a characteristic class,

(7) CF Ă CFec

and

(8) CFec “ tpX,T q : pX,BpXq, ν, T q P F for each ergodic ν PMpX,T qu.

Our main result is the following:

Theorem A. Assume that F is a characteristic class. Let u : NÑ C be a
bounded arithmetic function. Then u K CFec if and only if u satisfies the
Veech condition (6) (with respect to Fec).

Remark 1.2. A subsequence version of this result also holds: If pN`q is
an increasing sequence of integers, then u is pN`q-orthogonal to CFec (i.e.
1
N`

ř

nďN`
fpTnxqupnq Ñ 0 for each pX,T q P CFec and all f P CpXq, x P X)

if and only if the Veech condition (6) holds for each measure κ for which u
is generic along some subsequence of pN`q. The reason for the validity of
this “local” version is that all tools used in the proof of Theorem A work
well on subsequences, see also Remarks 1.4 and 2.20 to cope with the strong
u-MOMO property along subsequences.

See [8] for the validity of the alternative: either there are no Siegel zeros
or there exists a (universal) subsequence along which Sarnak’s conjecture
holds and [27] for a density version of Sarnak’s conjecture.

implicit in [2], where the implication “Chowla conjectureñ Sarnak’s conjecture” has been
proved using joinings. Veech cites [2] (which was on arXiv two years before Veech’s lecture
notes [52] appeared) but instead he gives his own (slightly complicated) proof using the
concept of quasi-factors of Glasner and Weiss.
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Theorem A for u “ µ and F “ ZE (note that ZEec “ ZE) has the
following consequence:

Corollary 1.3. Veech’s conjecture holds. Moreover, if Sarnak’s conjecture
holds then all Furstenberg systems κ P VSpµq have positive entropy.

We also generalize Veech’s theorem (Theorem 1.1) to the setting of char-
acteristic classes:

Theorem B. Assume that F is a characteristic class. Let u : N Ñ C be
a bounded arithmetic function. If u satisfies the Veech condition (6) with
respect to F then u K CF .

Let us now briefly discuss the methods involved in the proofs of the
above theorems. The proof of Theorem B is provided in Section 4.1. It is a
straightforward application of the above Property (b) of the largest F -factor
(see Proposition 2.2 for more details). The proof of Theorem A which we
provide in Section 4.2 relies on:

• so called Hansel models [29] of possibly highly non-ergodic measure-
preserving systems,

• our version of a lifting lemma by Conze, Downarowicz, Serafin [9] on
the existence of generic points for joinings, valid in a general context
and using the concept of quasi-generic sequences (Proposition 3.1),

• general joining techniques.

Our first proof of Theorem A was based on a different lifting lemma by
Bergelson, Downarowicz and Vandehey (Theorem 5.16 in [6]) and a recent re-
sult by Downarowicz and Weiss showing the existence, for each zero-entropy
measure-theoretic system, of a special Hansel model which is symbolic [13].
The proof we finally chose to present here does not require the use of this
symbolic model, as our lifting lemma works for all topological systems. Its
additional advantage is that it is also valid in the context of logarithmic
averages (see Section 3.3). This makes all our results also true in the log-
arithmic set up: for example, the logarithmic Sarnak’s conjecture (denoted
as µ Klog CZE) is equivalent to the Veech condition for µ for all logarithmic
Furstenberg systems κ P V log

S pµq, see Corollary 1.12 for more.

In Theorem A, it is crucial that we deal with a characteristic class of
the form Fec since, by Proposition 2.17, u K CFec is equivalent to the so
called strong u-MOMO property for systems in CFec . This property, whose
definition is recalled below, has been introduced in [3, 27]. We leave as an
open problem whether Theorem A holds for an arbitrary characteristic class.
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Definition 1.3. A topological system pX,T q satisfies the strong u-MOMO
property, if

(9) lim
KÑ8

1

bK

ÿ

kăK

›

›

›

›

›

›

ÿ

bkďnăbk`1

upnqf ˝ Tn

›

›

›

›

›

›

CpXq

“ 0

for each f P CpXq and each increasing sequence pbkq Ă N such that bk`1 ´

bk Ñ8.

Clearly, the strong u-MOMO property implies (1) uniformly in x P X.
The concept of strong u-MOMO is formally stronger than the usual orthog-
onality. To see the difference between the usual orthogonality and strong
MOMO, consider the system px, yq ÞÑ px, x` yq on T2 whose Möbius orhog-
onality follows easily from the DDKBSZ criterion,5 see e.g. [15]) (in fact,
the orthogonality holds even uniformly due to the Davenport estimate [10]) ,
while the strong µ-MOMO property (apply the definition to fpx, yq “ e2πiy)
yields

1

bK

ÿ

kăK

sup
xPT

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

µpnqe2πinx

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ñ 0

when K Ñ 8 which is an open problem,6 see Sections 5.4 and 5.5 for more
details.

Remark 1.4. Note that in the definition of the strong u-MOMO property,
convergence (9) can be replaced by

(10) lim
NÑ8

1

N

¨

˚

˝

ÿ

kăKN

›

›

›

›

›

›

ÿ

bkďnăbk`1

upnqf ˝ Tn

›

›

›

›

›

›

CpXq

`

›

›

›

›

›

›

ÿ

bKNďnăN

upnqf ˝ Tn

›

›

›

›

›

›

CpXq

˛

‹

‚

“ 0,

where kN :“ maxtk : bk ă Nu. As a matter of fact, the definition is
unchanged if we only restrict to sequences pbkq which further satisfy the
condition

lim
kÑ8

bk`1 ´ bk
bk

“ 0.

(If we have to consider a sequence pbkq which does not satisfy the above
condition, we can always add more integers to the set tbk : k ě 1u so that

5DDKBSZ stands for Daboussi-Delange-Kátai-Bourgain-Sarnak-Ziegler [7], [35].
6In fact, it is open whether a non-periodic, zero entropy, continuous, algebraic auto-

morphism of T2 satisfies the strong µ-MOMO property.
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this convergence holds for the new sequence. And the validity of (9) or (10)
for the new sequence is stronger than the same for the former sequence pbkq.)

Then it is easy to define also the strong u-MOMO property along an
increasing sequence pN`q, by restricting convergence (10) to the subsequence
pN`q.

Veech condition and combinatorics Given a characteristic class F ,
Theorems B and A determine a natural strategy to describe the arithmetic
functions u orthogonal to all F -sequences. Namely, we need to describe
the F -factors and understand the orthogonality to their L2-space (i.e. the
Veech condition), hoping that this description can be expressed (for π0 in
Xu and a Furstenberg system κ of u) by some asymptotics of the integrals
of continuous functions on Xu. The final step would be to use the definition
of a Furstenberg system to obtain a combinatorial condition on u itself. The
first part of the strategy should be seen as an extension of the theory of
characteristic factors ZspT q (given an automorphism T ) and the Gowers-
Host-Kra (GHK in what follows) seminorms } ¨ }us for s ě 1 [31]. In this
perspective the Veech condition on π0 is the counterpart of }π0}us “ 0 for
each Furstenberg system κ P VSpuq (and has its combinatorial translation in
terms of the GHK seminorm of u). We will give more details on this shortly.

Let us discuss this strategy for the class ZE, see Section 5.1 for details.
Here, the characteristic factor of a measure-preserving system is the Pinsker
factor. The reader has certainly noticed that even though we study dynam-
ical properties of Furstenberg systems, as a matter of fact, at the end we
deal with a process pπ0 ˝ S

nqnPZ, stationary with respect to κ P VSpuq (each
such measure is invariant in the subshift pXu, Sq). Now, the Veech condition
leads to the following concept.

Definition 1.4. A centered stationary process X “ pXnq taking finitely
many values is called a Sarnak process if EpX0 | σpXN , XN`1, . . .qq Ñ 0 in
L2 (or a.e.); equivalently EpX0 | ΠpXqq “ 0, where ΠpXq stands for the tail
σ-algebra.

Understanding the structure of Sarnak processes seems to be a problem
of an independent interest and it will be studied elsewhere.

Now, when u takes finitely many values, our main result (Theorem B
applied to ZE) can be reformulated in the following manner:

Corollary 1.5. Let u : N Ñ C be an arithmetic function taking finitely
values. Then u K CZE if and only if all stationary processes pπ0 ˝ S

nqnPZ
determined by κ P VSpuq are Sarnak.

From the ergodic theory point of view we are close to the concept of the
relative Kolmogorov property (K-property) which is however perturbed by
the fact that we need this property for a single function. But even though
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only π0 is involved, the dynamical idea of the equivalence between the K-
property and K-mixing (uniform mixing) works, and we can apply K-mixing
of π0 against the family of functions depending on finitely many non-negative
coordinates. This leads to studying the asymptotics of integrals of some con-
tinuous functions and finally gives the following combinatorial characteriza-
tion of the orthogonality of u to all deterministic sequences. In the following
corollary, we use the fact that when u takes its values in a finite set, a subset
A Ă Xu depends on finitely many non-negative coordinates if and only if
there exists ` ě 1 and a set C of blocks of length ` appearing in u such that
1Apyq “ 1pyp0q,yp1q,...,yp`´1qqPC .

Corollary C. Let u : NÑ C be an arithmetic function taking finitely many
values. Then u K CZE if and only if, for each subsequence pNkq defining a
Furstenberg system of u and each subset A Ă Xu depending on finitely many
non-negative coordinates, we have the cancellation phenomenon of the values
of u uniformly along sufficiently large shifts of the set of visits of u in A:
for each ε ą 0, there exists M ě 1 such that for each ` ě 1 and each set C
of blocks of length `, we have for each m ěM

(11) lim
kÑ8

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

Nk

ÿ

nďNk

upnq1pupm`nq,upm`n`1q,...,upm`n``´1qqPC
loooooooooooooooooooooomoooooooooooooooooooooon

1ApSm`nuq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď ε.

Note thatM above depends on pNkq and ε. This combinatorial condition
looks more attractive if we assume that u is generic:

Corollary C’. Let u : NÑ C be an arithmetic function taking finitely many
values. If u is generic then u K CZE if and only if

lim
mÑ8

lim
NÑ8

ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

nďN

upnq1pupm`nq,upm`n`1q,...,upm`n``´1qqPC

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0

uniformly in ` ě 1 and in C, a set of blocks of length `.

Remark 1.6. Note however that the above two corollaries do not say much if
the (clopen) sets C are already of small measures (e.g., in the most interesting
case of blocks of large length). In fact, condition (11) in Corollary C is
equivalent to the following: for each subsequence pNkq defining a Furstenberg
system of u we have the conditional cancellation phenomenon of the values
of u uniformly along sufficiently large shifts of the set of visits of u to “typical”
blocks. More precisely, for each ε ą 0 there exists M ě 1 such that

lim
kÑ8

ˇ

ˇ

ˇ

ř

nďNk
upnq1pupm`nq,upm`n`1q,...,upm`n``´1qq“C

ˇ

ˇ

ˇ

ř

nďNk
1pupnq,...,upn``´1qq“C

ď ε

10



for all m ě M , all ` sufficiently large and blocks C of length ` forming a
family of measure ą 1´ ε.

If, additionally, u is generic, then the above condition reduces to

lim
mÑ8

lim
NÑ8

ˇ

ˇ

ř

nďN upnq1pupm`nq,upm`n`1q,...,upm`n``´1qq“C

ˇ

ˇ

ř

nďN 1upm`nq,...,upm`n``´1q“C
“ 0

uniformly in m, for “good” blocks of length ` sufficiently large.

Remark 1.7. Note the basic difference between the sums
ÿ

nďNk

upnq1pupnq,upn`1q,...,upn``´1qq“C “ Cr0s¨
ÿ

nďNk

1pupnq,upn`1q,...,upn``´1qq“C

and
ÿ

nďNk

upnq1pupm`nq,upm`n`1q,...,upm`n``´1qq“C ,

namely, the first one does not display any cancellation (that is, along the
return times to a fixed block, we have no cancellation) and in the second
one cancellations are possible and the fact that along further and further
shifts of the set of return times we observe more and more cancellations,
characterizes the Sarnak property.

Veech’s and Sarnak’s conjectures for other characteristic classes
The family of all characteristic classes is enormous, see Section 2 for natural
examples. Here, let us just notice that the discrete spectrum automorphisms
form a characteristic class and it contains uncountably many characteristic
subclasses whose pairwise intersections are equal to the class of all identi-
ties (indeed, discrete spectrum automorphisms whose group of eigenvalues is
contained in Zα, with α irrational, is a characteristic class). Moreover, there
are the largest proper and the smallest non-trivial characteristic classes. In-
deed, although our study of the zero entropy class was originally motivated
by Sarnak’s conjecture, yet, ZE plays a special role since it is the largest
(proper) characteristic class. In fact, we have

(12) t˚u Ă ID Ă F Ă ZE Ă ALL

for each characteristic class F , where ID stands for the (characteristic) class
of identities (of all standard Borel probability spaces) and ALL stands for
the (characteristic) class of all systems. Note that

ID “ t˚uec and ZE “ ZEec.

Clearly, the topological class CALL consists of all topological systems and
the only u orthogonal to all of them is upnq “ 0 on a subset of n of full
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density which is compatible with the Veech condition (which in this setting
means that π0 equals (a.e.) zero for each Furstenberg system).

The topological class Ct˚u consists of topological systems whose all visible
measures are given by fixed points. The reader can check that the Veech
condition here is just

ş

Xu
π0 dκ “ 0 for each κ P VSpuq. The combinatorial

condition (11) from Corollary C (equivalent to the Veech condition) in this
setting reduces to limNÑ8

1
N

ř

nďN upnq “ 0. Clearly, in this setting, the
latter is nothing but the Sarnak condition.

It is not hard to see that the topological class CID consists of topological
systems whose only ergodic measures are Dirac measures at fixed points. The
Veech condition here is π0 K L2pIκq for each κ P VSpuq, where Iκ stands
for the σ-algebra of invariant sets. Finally, the counterparts of Corollaries C
and C’ are the following.

Corollary 1.8. Let u : N Ñ C be a bounded arithmetic function. Then
u K CID if and only if for each ε ą 0 and each subsequence pNkq defining a
Furstenberg system of u, there exists H0 ě 1 such that for each H ě H0,

(13) lim
kÑ8

1

Nk

ÿ

nďNk

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

upn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

2

ď ε.

Note that if, additionally, u is generic and it satisfies a non-quantitative
version of the Matomäki-Radziwiłł [41] convergence on a typical short inter-
val:

lim
M,HÑ8,H“opMq

1

M

ÿ

nďM

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

upn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ 0

then u K CID.

Remark 1.9. It is also worth mentioning that the ID-sequences are precisely
themean slowly varying functions (see Proposition 5.1 in [28]), i.e. (bounded)
arithmetic functions v : NÑ C for which

lim
NÑ8

1

N

ÿ

năN

|vpn` 1q ´ vpnq| “ 0.

Therefore, sequences satisfying (13) are precisely those orthogonal to all
mean slowly varying functions.

Notice that it follows from (12) that, for a non-trivial class F , the “zero
mean condition on a typical short interval” (13) is a necessary condition for
u K CF , whereas the condition given by Corollary C is sufficient for u K CF .

In Section 5.5, we discuss the case F “ DISPec, where DISP stands
for the (characteristic) class of discrete spectrum automorphisms. In view
of (8), CDISPec consists of homeomorphisms whose all ergodic measures
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yield systems with discrete spectrum. Let u : N Ñ C be bounded. For an
increasing sequence of integers pNkq, we set

(14) }u}2u1ppNkqq :“ lim
HÑ8

1

H

ÿ

hďH

´

lim
kÑ8

1

Nk

ÿ

nďNk

upnqupn` hq
¯

and, for s ą 1,

(15) }u}2
s`1

usppNkqq
:“ lim

HÑ8

1

H

ÿ

hďH

}up¨ ` hq ¨ up¨q}2
s

usppNkqq
,

whenever all the above limits exist. If Nk “ k, we set }u}us :“ }u}usppNkqq.

Corollary 1.10. Let u : N Ñ C be bounded. Then u K CDISPec if and only
if }u}u2ppNkqq “ 0 for each subsequence pNkq along which u is generic. In
particular, if u is generic then }u}u2 “ 0.

The main assertion of Corollary 1.10 is equivalent to }π0}u2pκq “ 0 for
each Furstenberg system κ P VSpuq. The reason for the validity of this result
is that given an automorphism pZ,D, ρ, Rq, we have the equality

DDISPec “ Z1pR, ρq

which is a consequence of DISPec “ NIL1, where NILs stands for the class
of automorphisms whose a.a. ergodic components are inverse limits of s-step
nil-automorphisms (see Section 2 for more details).

When we turn to the classes NILsp“ pNILsqecq and return to the orig-
inal Sarnak’s conjecture (for u) then clearly π0 K L2pΠpκqq implies π0 K

L2pZspκqq for each s ě 1. We hence obtain one more necessary condition for
u to be orthogonal to all deterministic sequences:

Corollary 1.11. Let u : NÑ C be bounded. If u K CZE then }u}usppNkqq “ 0
for each s P N (for each subsequence pNkq along which u is generic).

In Section 2.3.2, we prove that the Sarnak property of u for the fun-
damental (in ergodic theory) class of distal automorphisms is equivalent to
the Veech property of u. We leave as an open problem whether the Veech
property can be expressed combinatorially in the distal case.

The logarithmic Sarnak’s conjecture As we have already noticed, our
results also hold in the logarithmic case. In the corollary below we put
together conditions which are equivalent to the logarithmic Sarnak’s conjec-
ture.7

7Our thanks go to N. Frantizkinakis who pointed out to us one of crucial equivalences:
(iv) ô (v).
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Corollary 1.12. Let u “ µ or λ. The following conditions are equivalent:
(i) u Klog CZE (i.e. zero entropy systems satisfy the logarithmic Sarnak prop-
erty with respect to u),
(ii) u Klog CNILs for each s ě 1,
(iii) π0 K L2pΠpκqq for each κ P V log

S puq (i.e. u satisfies the Veech condition
for each logarithmic Furstenberg system of u),
(iv) π0 K L2pZspκqq for each κ P V log

S puq and s ě 1,
(v) u satisfies the logarithmic Chowla conjecture.

The equivalence of (ii) and (iv) is due to Theorem A (in its logarithmic
form), the equivalence of (iv) and (v) (based on the facts proved by Tao [50]
for the equivalence of the logarithmic Sarnak’s and Chowla’s conjectures
for the Liouville function) is formally proved in [16] (implicit in Section 2.7
therein). Other (needed) implications are standard. Recall also that by [27],
(i) is equivalent to the logarithmic strong u-MOMO property of all zero
entropy systems.

Note that the equivalence of (i) and (ii) in Corollary 1.12 yields immedi-
ately the following.

Corollary 1.13. The logarithmic Sarnak’s conjecture holds if and only if
for each s ě 1, µ is orthogonal to all systems whose all ergodic measures
yield NILs-systems.

Remark 1.14. As Theorem A is true in a larger context, also Corollary 1.12
can be formulated for more general multiplicative functions bounded by 1,
cf. Theorem 1.8 in [16].

Averaged Chowla property Theorem B cannot be applied to the class
CDISP. However, in Section 5.6, we will show that the Sarnak and Veech
conditions are equivalent in this setting for each bounded u : N Ñ C such
that

(16) all circle rotations satisfy the strong u-MOMO property

(strong u-MOMO property has been defined in Definition 1.3).

Corollary 1.15. Assume that u : NÑ C is bounded by 1 and satisfies (16).
Then u satisfies the Veech condition for the F “DISP. In particular, the
Sarnak and Veech conditions are equivalent for F “DISP. Moreover, for
every sequence pNkq along which u is generic, u satisfies the averaged 2-
Chowla property:

(17) lim
HÑ8

1

H

ÿ

hďH

lim
kÑ8

1

Nk

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

nďNk

upnqupn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0
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and, for all sequences v1, . . . ,vk (bounded by 1), we have

(18) lim
HÑ8

1

Hk

ÿ

h1,...,hkďH

lim
kÑ8

1

Nk

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

nďNk

upnq
k
ź

i“1

vipn` hiq

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0.

Property (18), called the averaged Chowla property (cf. [42]), follows from
(17) – this will be shown in Appendix A. For an alternative approach to
obtain the assertions of the above corollary, see the method in [19]: for (17)
cf. Thm. 4.1 and Prop. 4.3 [19], and for (18) cf. Thm. 2.1 and Prop. 5.1
therein.

Corollary 1.16. Let u : NÑ C be a multiplicative function bounded by 1. If,
for each Dirichlet character χ, u¨χ satisfies the short interval behaviour (13) 8

then u satisfies the averaged Chowla property (18) (along each sequence pNkq

for which u is generic).

The above result with pNkq being all positive integers has been proved
by Matomäki, Radziwiłł and Tao in [42]. Note that to obtain Corollary 1.16
it is enough to show that irrational rotations satisfy the strong u-MOMO
property. Via the DDKBSZ criterion, this follows from the ergodic property
AOP introduced and proved to hold for totally ergodic rotations in [1]. Thus,
we obtain an ergodic proof of the averaged Chowla property for each sequence
pNkq as above for all multiplicative u enjoying the special short interval
behavior. In particular, assuming that u is generic, we get a non-quantitative
version of [42].

In Section 6, we prove (see Theorem D) that for each u : NÑ C taking
finitely many values, if it satisfies the Sarnak property for the class CZE, then
no positive entropy system satisfies the strong u-MOMO property (this was
previously known for the Liouville function assuming the Chowla conjecture
[3]).

2 Characteristic classes

2.1 Definition, examples, basic properties

Recall that a class F of measure-theoretic dynamical systems is characteris-
tic if it is closed under taking isomorphisms, factors and (countable) joinings.
Recall also the following classical result on such classes (see e.g. [45]).

Proposition 2.1. Given a characteristic class F , each automorphism R on
pZ,D, κq has a largest F -factor, denoted by DF .

The following result whose proof is based on a fundamental non-disjointness
lemma from [39] will be crucial for us:

8This is equivalent to saying that along arithmetic sequences the averages on a typical
short interval vanish.
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Proposition 2.2 ([45]). Let pX,B, ν, T q be a measure-theoretic dynamical
system in the characteristic class F , and let pZ,D, κ,Rq be any measure-
theoretic dynamical system. Then any joining of R and T is relatively in-
dependent over the largest F -factor DF of R. That is: if g P L2pZ, κq is
such that Eκrg|DF s “ 0, and if ρ is a joining of T and R, then for any
f P L2pX, νq we have

(19) Eρpf b gq “ 0.

Examples of characteristic classes (some acronyms are used for those
which will be used in the sequel):

• ALL: all automorphisms of standard Borel probability spaces;

• t˚u: the identity on the one-point space;

• ID: identity automorphisms (of all standard Borel probability spaces);

• DISP: discrete spectrum automorphisms;

• RDISP: rational discrete spectrum automorphisms;

• DISP(G): discrete spectrum automorphisms whose group of eigenval-
ues is contained in fixed countable subgroup G of the circle;

• NILs: automorphisms whose a.a. ergodic components are inverse limits
of s-step nilautomorphisms. The fact that ergodic joinings of nilsys-
tems remain nil, see Proposition 15, page 186 in the book [31], and
the same holds for inverse limits (this is actually Lemma A.4 in [20]).
Regarding factors of ergodic nilsystems, see Theorem 11 in page 230
[31]. Here s P N.

• DIST: distal automorphisms are those which are given as a transfinite
(indexed by ordinals smaller than a fixed countable ordinal) sequence
of consecutive extensions each of which either has relative discrete spec-
trum or (in case of a limit ordinal) is the corresponding inverse limit.
The structural theorem Theorem 6.17 together with the concluding
remark (for Z-actions) on page 139 [22] tell us that each system has
a largest distal factor, hence DIST is closed under countable joinings.
In Lemma 2.15, we note that an automorphism is distal if and only if
a.a. its ergodic components are distal. To see that this class is closed
under taking factors, let us first recall that this fact holds for ergodic
automorphisms (see Theorem 10.18 [25]). If now A Ă D is a factor of a
distal automorphism pZ,D, κ,Rq then A (as an R-invariant σ-algebra)
is also a factor of a.e. of its ergodic components. So a double use of
Lemma 2.15 together with Theorem 10.18 from [25] gives that A is
also distal.
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• ZE: zero entropy automorphisms;

• RIGpqnq: automorphisms with a fixed sequence pqnq of rigidity;

• multipliers M pDKq of a class DK (D is any class of automorphisms
and by DK we mean the set of automorphisms disjoint from all systems
from D , and by M pDKq we mean the set of systems whose all joinings
with any element of DK remain in DK); interesting classes of multipliers
arise e.g. for D=all weakly mixing (cf. Proposition 5.1 in [38]) or all
mixing automorphisms; see [24], [38].

• the class of factors of all infinite self-joinings of a fixed automorphism
R (the smallest characteristic class containing R); especially in case of
MSJ and simple automorphisms (cf. [25], Chapter 12). Characteristic
classes of such type were used in [40].

Note also that the intersection of any family of characteristic classes
yields again a characteristic class. In Section 2.3, we will show that each
characteristic class F determines another characteristic class Fec consisting
of those automorphisms whose ergodic components are in F .

2.2 The smallest nontrivial and the largest proper charac-
teristic class

An obvious observation has been made already in the introduction that the
family ALL of all automorphisms is the largest characteristic class, while the
one-element t˚u family (which is the one-point space automorphism) is the
smallest characteristic class. It is more interesting however that the smallest
non-trivial and the largest proper characteristic classes exist.

Proposition 2.3. ID is the smallest non-trivial characteristic class.

Proof. Let us first notice that the system pr0, 1s,Leb, Idq has all other iden-
tities as factors. Indeed, any standard Borel probability space is determined
by a sequence ptiqiě0 of non-negative numbers such that

ř

iě0 ti “ 1 and t0
corresponds to the mass of the continuous part and t1, t2, . . . correspond to
the masses of atoms. Then, take the corresponding partition of r0, 1s into
intervals Ii of length ti and, for each i ě 1, the factor map will glue points
in Ii.

Now, notice that any non-trivial characteristic class F contains a non-
ergodic automorphism. Indeed, suppose that T is ergodic, acting on a non-
trivial space pY, νq. Since Y is non-trivial and so is T , the graph joinings
∆Id and ∆T are ergodic and different, so any non-trivial convex combination
of them yields a non-ergodic member of F . It follows that by taking the
factor Iν of (a.e.) T -invariant sets (which belongs to F ), we obtain the
identity on a non-trivial standard Borel probability space pY , νq. But then
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the infinite Cartesian product pY ˆ8, νb8q is also in F and this infinite
product is isomorphic to pr0, 1s,Lebq, which completes the proof.

In order to prove the existence of the largest characteristic (proper) class,
we need to recall some results.

Theorem 2.4 (non-ergodic Sinai’s factor theorem [36, 48]). Assume that
R is an automorphism of pZ,D, ρq and let ρ “

ş

X{Iρ ρx dmpxq stand for the
ergodic decomposition of ρ. Assume that

m´ essinfxPX{Iρhpρx, Rq ě α ą 0.

Then a Bernoulli automorphism of entropy α is a factor of R.

In [48] (see Theorem 4.3 therein) the above result is attributed to Kieffer
and Rahe [36], see also [47] p.2 (The non-ergodic factor theorem).

We also need the following well-known result (we include its proof for
completeness).

Proposition 2.5. Each automorphism R is a factor of a self-joining of the
(infinite entropy) Bernoulli automorphism pr0, 1sZ,LebbZ, Sq.

Remark 2.6. Before we prove the above result, let us notice that any auto-
morphism T of pX,B, µq has an isomorphic copy in the space pr0, 1sZ, κ, Sq.9

Consider first the aperiodic part of T which is realized on a standard Borel
space. This space is isomorphic to r0, 1s, via a Borel isomorphism I. It fol-
lows that the distribution µ1 of the process pI ˝SkqkPZ yields a realization of
the aperiodic part. Now, µ1 takes measure zero on the set of periodic points
for the shift. Moreover, the set of periodic points of S can be identified with
a subset of r0, 1s, points of period 2 with a subset of r0, 1s2 etc., and we can
easily settle an isomorphism of the fixed point subspace for T with a subset
of r0, 1s, period 2 points with a subset of r0, 1s2, etc. Thus, it suffices to take
κ equal to the sum of µ1 and the relevant atomic measures corresponding to
the periodic points.

Proof of Proposition 2.5. Fix any automorphism R of pZ,D, ρq and take its
isomorphic copy in the space pr0, 1sZ, κ, Sq. Take the product space pr0, 1sZˆ
r0, 1sZ,LebbZ b κq and consider the map ψ : r0, 1sZ ˆ r0, 1sZ Ñ r0, 1sZ given
by

pxn, ynq ÞÑ pxn ` ynq.

Then ψ˚pLebbZ b κq “ LebbZ and clearly the join of the σ-algebra of the
first coordinate and of ψ´1pBpr0, 1sbZqq is the product σ-algebra in r0, 1sbZˆ
r0, 1sbZ. The result follows.

We now prove the following.
9The same arguments apply to D “ tz P C : |z| ď 1u instead of r0, 1s.
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Lemma 2.7. Assume that F is a characteristic class such that F zZE ‰ H.
Then F “ ALL.

Proof. Fix T P F zZE. Because of Proposition 2.5, we only need to prove
that the infinite entropy Bernoulli automorphism is in F . The first step is to
consider the factor of T that arises by gluing together the periodic part and
the ergodic components from the aperiodic part whose entropy is smaller
than α “ hpT q. Clearly, this factor remains in F zZE. Moreover, in its
ergodic decomposition we have a single point and the remaining part (which
may still be non-ergodic) consists of ergodic components of entropy at least
α. By Theorem 2.4, it follows that as a further factor R P F zZE we can
obtain a non-ergodic automorphism with two ergodic components: one of
them is a Bernoulli of entropy α and the other one is a fixed point. Finally,
we take the infinite Cartesian product Rˆ8. It is not hard to see that a.e.
ergodic component of this automorphism is a Bernoulli with infinite entropy.
Using once more Sinai’s theorem (Theorem 2.4), we obtain that a Bernoulli
with infinite entropy belongs to F which completes the proof.

Now, using the lemma we obtain the following.

Proposition 2.8. ZE is the largest proper characteristic class.

2.3 Characteristic classes given by ergodic components

Assume that F is a characteristic class. By Fec we denote the class of those
automorphisms R such that (a.e.) ergodic components of R are in F (or
more precisely, in FXErg, where Erg stands for the family of all ergodic
automorphisms). Note that we have

(20) F X Erg “ Fec X Erg.

Lemma 2.9. Fec is a characteristic class.

Proof. The proof has two parts: we need to show that Fec is closed under
taking factors and joinings.

Factors Let R acting on pZ,D, κq belong to Fec and fix a factor A Ă D
of R. Let κ “

ş

κx dP pxq denote the ergodic decomposition of κ. Since the
ergodic components κx are R-invariant measures, A (being an R-invariant
sub-σ-algebra) is also a factor of the automorphism pZ, κx, Rq and κ|A “
ş

κx|A dP pxq is the ergodic decomposition of κ|A. It follows that the ergodic
components of the factor are factors of ergodic components of R, and since
R P Fec, pκx, Rq P F , so also pκx|A, R|Aq P F for P -a.e. x.

19



Joinings Take pX,µ, T q and pY, ν, Sq from Fec and let ρ P JpT, Sq be their
joining. Let

ρ “

ż 1

0
ρt dP ptq, µ “

ż 1

0
µt dQptq, ν “

ż 1

0
νt dRptq

be the relevant ergodic decompositions. Then
ż 1

0
µt dQptq “ µ “ ρ|X “

ż 1

0
ρt|X dP ptq,

so since ρt|X are also ergodic, these two decompositions are the same. So
for a P -“typical” t P r0, 1s, the projection of ρt on X is an ergodic component
of T . The same argument applies on the coordinate Y and we see that the
ergodic components of ρ are joinings of ergodic components of µ and ν. It
follows that pX ˆ Y, ρ, T ˆ Sq P Fec. The argument extends to countable
joinings.

2.3.1 Largest characteristic factor

ID, ZE, DISP and RIGpqnq Given a characteristic class F , according
to Proposition 2.1, each automorphism R acting on pZ,D, κq has a largest
F -factor DF Ă D. Often, its description is classical:

• the σ-algebra of invariant sets for F “ ID,

• the Pinsker factor for F “ ZE,

• the Kronecker factor for F “ DISP,

• the largest factor for which pqnq is a rigidity time for F “ RIGpqnq.

DISPec We will comment now on DFec when F “ DISP, cf. Proposi-
tion 2.12 (ii) and its connections with the theory of nil-factors. Most of
the material presented below is known to aficionados but not necessarily the
material is explicitly present in the literature. Our discussion is based on
[18], [23], [30] and [31]. We provide some details to explain clearly why the
problem of whether µ K DISPec is open, cf. Corollary 1.10, Corollary 2.11
and Remark 5.9.

Recall that according to the Furstenberg-Zimmer theory [23], given R on
pZ,D, κq and a factor C Ă D, there exists a certain intermediate factor

C Ă K “ KpCq Ă D,

called the relative Kronecker factor (with respect to C). It is the largest
intermediate factor with the following property (see condition C2 in [23],

20



p. 131):

there exists a dense set of functions F P L2pK, κ|Kq such that
for each δ ą 0 there is a finite set g1, . . . , gk P L

2pK, κ|Kq such
that for each h P Z,

min
1ďjďk

}F ˝Rh ´ gj}L2pκyq ă δ

(21)

for a.e. y P Z{C, where

(22) κ|K “

ż

Z{C
κy dκpyq.

Whenever condition (21) holds, we speak of relative compactness or of rela-
tively discrete spectrum of the intermediate factor over C.

A particular situation arises when C “ Iκ, i.e. it is the σ-algebra of
invariant sets. Then (22) is nothing but the ergodic decomposition of κ and
the conditional measures κy are also R-invariant. In this case condition (21)
yields in a.e. fiber π´1pyq (where π : Z{K Ñ Z{Iκ stands for the factor
map) a dense set of functions F |π´1pyq in L2pK, κyq whose orbits under the
unitary action of R are relatively compact. It follows that the (ergodic)
automorphism pR, κyq has discrete spectrum for a.e. y P Z{Iκ. In other
words,

KpIκq Ă DDISPec

In fact, the opposite inclusion is also true, i.e.

(23) DDISPec “ KpIκq,

that is, A :“ DDISPec has relatively discrete spectrum over Iκ. Indeed, by
the definition of A, a.e. ergodic component of R|A has discrete spectrum. Fix
F P L8pA, κ|Aq. Fix also ε, δ ą 0 and k ě 1. Consider the set Wk Ă Z{Iκ
of those y for which

min
´kďjďk

›

›F ˝Rn ´ F ˝Rj
›

›

L2pκyq
ă ε

for each n P Z. Since on each fiber R is an ergodic automorphism with
discrete spectrum, the measure of Wk goes to 1, when k Ñ 8, so it will
be greater than 1 ´ δ for k large enough. It follows that the function F is
compact as it has been defined in the proof of Theorem 6.15 [23]. Therefore,
F P L2pKpIκqq, which (by [23]) concludes the proof of (23).

Remark 2.10. As a matter of fact, in [5], the Furstenberg-Zimmer theory
is developed without assuming ergodicity (cf. e.g. Proposition 5.7 therein to
obtain the equality DDISPec “ KpIκq).
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We will now see that DDISPec appears naturally in the classical theory
of characteristic nil-factors [30, 31].10 Recall that if R acting on pZ,D, κq is
ergodic then for a function f P L8pZ,D, κq its us norms (in fact, seminorms)
are defined in the following way:

(24) }f}u1 :“
ˇ

ˇ

ˇ

ż

f dκ
ˇ

ˇ

ˇ
,

(25) }f}2
s`1

us`1 :“ lim
HÑ8

1

H

ÿ

hďH

}f ˝Rh ¨ f}2
s

us .

If R is non-ergodic then instead of (24), we put

}f}2u1 :“ lim
HÑ8

1

H

ÿ

hďH

ż

f ˝Rh ¨ f dκ

and (25) remains unchanged. Then, by [30, 31], for each s ě 1 there is a
special factor Zs “ ZspRq Ă B, namely, the largest factor whose

(26) a.e. ergodic component is an inverse limit of s-step nil-systems.

In other words, ZspRq is the largest (characteristic) NILs-factor of R. More-
over (see Proposition 7 (page 138) and Proposition 13 (page 141) in [31]),

(27) }f}us`1 “ 0 ðñ f K L2pZsq ðñ f K L2pZspR, κyqq for κ-a.e. y.

A special case arises when our measure-preserving systems are Fursten-
berg systems of a bounded u : N Ñ C. As in (for example) [16], see Sec-
tions 2.4 and 2.5 therein, one can introduce the uniformity norms (along
subsequences of intervals) for u. The definitions are given in (14) and (15).
They are very similar to those (in the non-ergodic case) to the definitions
for functions.

We will now show that

(28) Z1pRq “ KpIκq.

If R is ergodic then the above means just that

(29) Z1 is the Kronecker factor of R.

To see that (29) indeed holds, notice that (27) for s “ 1 yields

}f}u2 “ 0 ðñ f K L2pZ1q

10We would like to thank Bryna Kra and Nikos Frantzikinakis for fruitful discussions
and useful references on this subject.
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and it remains to notice that (using the Wiener lemma)

}f}4u2 “ lim
HÑ8

1

H

ÿ

hďH

}f ˝Rh ¨ f}2u1 “

lim
HÑ8

1

H

ÿ

hďH

ˇ

ˇ

ˇ

ˇ

ż

f ˝Rh ¨ f

ˇ

ˇ

ˇ

ˇ

2

dκÑ
ÿ

zPT
σf ptzuq

2,

where σf stands for the spectral measure of f .
Let us return to a possibly non-ergodic R. The inclusion Z1pRq Ă K :“

KpIκq follows directly by Theorem 5.2 in [18]. To obtain the opposite in-
clusion, one can argue in the following way. Suppose that f K L2pZ1pRqq
and |f | ď 1. Take g P L2pKq, cf. (21) with F “ g. We want to show that
ş

fg dκ “ 0. Notice that

ż

fg dκ “

ż

˜

1

N

ÿ

nďN

ż

f ˝ Tn ¨ g ˝ Tn dκy

¸

dκpyq.

Let gj , 1 ď j ď k, be as in (21). Then
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

nďN

ż

f ˝ Tn ¨ g ˝ Tn dκy

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

1ďjďk

1

N

ÿ

nďN

ż

f ˝ Tn ¨ gj dκy

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

`
1

N

ÿ

nďN

min
1ďiďk

ż

|f ˝ Tnpg ˝ Tn ´ giq| dκy.

Each term in the average in the second summand is bounded by δ. Moreover,

(30)
1

N

ÿ

nďN

ˇ

ˇ

ˇ

ˇ

ż

f ˝ Tn ¨ gj dκy

ˇ

ˇ

ˇ

ˇ

2

Ñ
ÿ

zPT
σf,gj ,κyptzuq

2,

where σf,gj ,κy stands for the spectral measure of the pair f, gj (on the ergodic
component pπ´1pyq, κyq given by y). But by (27) and (29), we have

f K L2pZ1q ðñ f K L2pZ1pR, κyqq for a.e. y
ðñ σf,κy is continuous for a.e. y

(σf,κy stands for the spectral measure of f on the ergodic component pπ´1pyq, κyq
given by y). Since f K L2pZ1q and σf,gi,κy ! σf,κy , it remains to use the
classical equivalence

1

N

ÿ

nďN

an Ñ 0 ðñ
1

N

ÿ

nďN

a2
n Ñ 0

for any bounded sequence panq Ă r0,8q, to conclude that the limit in (30)
is equal to zero. Thus f K L2pZ1q ùñ f K L2pKq.

23



Finally, let us compare the above with the notion of relative weak mixing.
Recall that relative weak mixing over Iκ for f means that

1

H

ÿ

hďH

ż

ˇ

ˇ

ˇ
Epf ˝Rh ¨ f |Iκq

ˇ

ˇ

ˇ

2
dκÑ 0.

Moreover,

1

H

ÿ

hďH

ż

ˇ

ˇ

ˇ
Epf ˝Rh ¨ f |Iκq

ˇ

ˇ

ˇ

2
dκ “

ż

˜

1

H

ÿ

hďH

ˇ

ˇ

ˇ

ˇ

ż

f ˝Rh ¨ f dκy

ˇ

ˇ

ˇ

ˇ

2
¸

dκ,

and, once more by the Wiener lemma,

1

H

ÿ

hďH

ˇ

ˇ

ˇ

ˇ

ż

f ˝Rh ¨ f dκy

ˇ

ˇ

ˇ

ˇ

2

Ñ
ÿ

zPT
σf,κyptzuq

2.

It follows immediately that σf,κy is continuous for a.e. y if and only if f is
relatively weakly mixing over Iκ.

The above discussion can be summarized in the following statement.

Corollary 2.11. Let pZ,D, κ,Rq be a measure-theoretic dynamical system
and let f P L2pZ,D, κq. The following conditions are equivalent:

(i) f K L2pZ1q,

(ii) f K L2pDDISPecq,

(iii) f K L2pKpIκqq,

(iv) σf,κy is continuous for κ-a.e. y,

(v) f is relatively weakly mixing over Iκ.

2.3.2 A class vs. its ec-class

Let us continue our observations on the relations between characteristic
classes and the corresponding ec-classes. Note that in general there are
no relations between F and Fec:

Proposition 2.12. We have:
(i) ZE “ ZEec, ALL “ ALLec, ID “ IDec, NILs “ pNILsqec, t˚u Ĺ t˚uec;
(ii) DISP Ĺ DISPec;
(iii) RDISP “ RDISPec;
(iv) DIST “ DISTec;
(v)

´

RIGpqnq

¯

ec
Ĺ RIGpqnq.
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Proof of (i)-(iii).
(i) The first claim follows from the fact that the entropy function is convex,
the other claims are obvious.
(ii) If an automorphism has discrete spectrum then its L2-space is gener-
ated by eigenfunctions. The restrictions (if non-zero) of these (global) eigen-
functions yield orthonormal bases in L2-spaces of ergodic components. The
inclusion is strict since px, yq ÞÑ px, x` yq (on T2, considered with Lebesgue
measure) does not have discrete spectrum while the ergodic components do.
(iii) We want to show that if each ergodic component has rational discrete
spectrum then the whole automorphism has. Given p{q P Q and an ergodic
component c, we choose fc a modulus 1 eigenfunction corresponding to the
eigenvalue e2πip{q. Since fc is unique up to a constant of modulus 1, this
choice can be done measurably. In this way, we will create global eigefunc-
tions.11

Before we give the proof of (iv), we need to recall some more notions and
facts from the relative ergodic theory, e.g. [23, 25]. Given an automorphism
T of pX,B, µq and its factor S on pY, C, νq with the factor map π : X Ñ Y , we
say that this extension is relatively ergodic (rel. erg.) if each f P L1pX,B, µq
satisfying f ˝ T “ f (µ-a.e.) is π´1pCq-measurable. It follows immediately
from the definition that:

• any composition of relatively ergodic extensions remains relatively er-
godic;

• an inverse limit of relatively ergodic extensions remains relatively er-
godic (as the conditional expectation, with respect to a factor, of an
invariant function remains invariant);

• π : Y Ñ Y :“ Y {Iν , where pY , νq stands for the space of ergodic
components (on which acts the identity map), is relatively ergodic.

Let µ “
ş

Y µy dνpyq stand for the disintegration of µ over ν and let

ν “

ż

Y
νy dν

denote the ergodic decomposition of ν (which is precisely the disintegration
of ν over ν). Then the ergodic components of S acting on Y are of the form

pπ´1pyq, νy, Sq

(the measures νy are S-invariant). Therefore, we have the following lemma.
11The same argument works if we consider the characteristic class of automorphisms

having discrete spectrum contained in a fixed countable subgroup of the circle.
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Lemma 2.13. If T is relatively ergodic over S then the ergodic components
of T are of the form

˜

π´1pπ´1pyqq,

ż

π´1pyq
µy dνypyq

¸

.

Note that it follows that the ergodic components of T have as their
factors (via the relevant restriction of π) ergodic components of S, and that
the spaces of ergodic components of T and S are the same (i.e. X “ Y ).

Lemma 2.14. Let T be relatively ergodic over S. Then the following are
equivalent:

(a) T over S has relatively discrete spectrum.

(b) The ergodic components of T have relatively discrete spectrum over the
ergodic components of S being their relevant factors.

Proof. By Lemma 2.13, we see that the disintegration of an ergodic com-
ponent π´1pπ´1pyqq over π´1pyq (which is its factor) consists of the same
conditional measures µy as the total disintegration of µ over ν. We proceed
now as in the proof of the equality KpIκq “ DDISPec (page 21), showing
compactness.

Recall that an automorphism T is distal if it is a limit of a transfinite
(indexed by countable ordinals) sequence of consecutive maximal Kronecker
extensions (if an ordinal is not isolated, we pass to the corresponding inverse
limit). Note that, by the very definition, the σ-algebra Inv is contained in the
Kronecker factor of T , so in this transfinite chain of consecutive extensions,
all but (perhaps) the first one are relatively ergodic. By applying Lemma 2.14
and transfinite induction, we obtain the following.

Lemma 2.15. T is distal if and only if all its ergodic components are distal.

Proof of (iv)-(v).
(iv) This follows directly from Lemma 2.15.
(v) It is clear that if pqnq is a rigidity time for an a.e. ergodic component, it
is also a rigidity time for the whole automorphisms. Not vice versa however
(for pqnq sufficiently sparsed). We will provide a relevant construction below.

RIGec is a proper subclass of RIG Let us first notice that we only need
to construct a continuous measure σ on the circle such that

(31) e2πiqn¨ Ñ 1 in measure σ but not σ ´ a.e.
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Indeed, suppose (31) holds, and consider on T2 the automorphism

T px, yq “ px, y ` xq with measure σ b Leb.

If F px, yq “ fpxqe2πi`y then by (31),
ż

|F pT qnpx, yqq ´ F px, yq| dσpxqdy “

ż

|fpxq||e2πiqn`x ´ 1| dσpxq Ñ 0

when nÑ8. On the other hand, the rotation by x on an ergodic component
txu ˆ T has pqnq as its rigidity time if and only if qnx Ñ 0 mod 1. This is
not true for σ-a.e. x P T in view of (31).

We now sketch how to construct such a measure assuming that pqnq is
sufficiently sparsed. Fix 0 ă pn ă 1 so that pn is decreasing to zero and
ř

ně1 pn “ 8. Set fnpxq “ tqnxu. We intend to construct a Cantor set
(together with a Cantor measure σ on it). Let

An :“ f´1
n pr1{4, 3{4sq, Bn “ f´1

n pr0, pnsq.

Our postulates are:

σpBnq “ 1´ pn, σpAnq “ pn.

In fact, we need to be more precise in description of the measure at stage
n to be able to continue its definition. So at stage n the circle is divided
into intervals of the form r

j
qn
, j`1
qn
q (many of such intervals are of measure σ

equal to zero). We now require that the conditional measures satisfy:

(32) σ

ˆ

Bn|r
j

qn
,
j ` 1

qn
q

˙

“ 1´ pn, σ

ˆ

An|r
j

qn
,
j ` 1

qn
q

˙

“ pn

for each j “ 0, . . . , qn ´ 1q. Passing to step n ` 1, we require that all the
intervals r jqn ,

j`1
qn
qq contain at least two intervals of the form r k

qn`1
, k`1
qn`1

q, we
choose two of such (of course only in those r jqn ,

j`1
qn
q which are of positive

measure σ) and apply the rule (32) to An`1, Bn`1 with pn replaced with
pn`1.

Note that
ş

e2πiqnx dσpxq “ 1 ` Oppnp1 ` pnq ` 1 ¨ pnq, so e2πiqn¨ Ñ 1
in measure σ. On the other hand σpAnq “ pn and the sets An are almost
independent. Since

ř

ně1 pn “ 8, for σ-a.e. x, we have x P An for infinitely
many n (by the Borel-Cantelli lemma), so (31) holds.

2.3.3 Strong u-MOMO property of systems whose visible mea-
sures yield systems in an ec-class

While we have seen rather unclear relations between F and Fec (cf. Propo-
sition 2.12), on the topological level we always have the following.
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Proposition 2.16. Let F be a characteristic class. Then CF Ă CFec .

Proof. This follows immediately from the fact that a homeomorphism T
(acting on a compact metric space X) belongs to CFec if and only if for each
κ PM epX,T q, pX,BpXq, κ, T q P F .

Note that in view of Proposition 2.16 and Proposition 2.12,

(33) CRIGpqnq
“ CpRIGpqnqqec

.

The special role of ec-classes stands in the next proposition.

Proposition 2.17. Let F be a characteristic class. Then u K CFec if and
only if each element in CFec satisfies the strong u-MOMO property.

The below proof of Proposition 2.17 is an adaptation of the proof of
Corollary 9 in [3]. It uses the following elementary result (see Lemma 18 in
[3]).

Lemma 2.18. Assume that pcnq Ă C and pmnq Ă N. Then if the sequence
pcnq is contained in a closed convex cone which is not a half-plane then

1

mN

ÿ

nďN

cn Ñ 0 ðñ
1

mN

ÿ

nďN

|cn| Ñ 0 as N Ñ8.

Proof of Proposition 2.17. Only one implication needs to be proved. Sup-
pose that u K CFec , and let pY, Sq P CFec . We fix f P CpY q, an increasing
sequence pbkq in N, with b1 “ 1 and bk`1 ´ bk Ñ 8, and a sequence pykq of
points in Y . We introduce the finite set A :“ t1, e2πi{3, e4πi{3u, and for each
k ě 1, we define ek P A such that the complex number

ek

´

ÿ

bkďnăbk`1

fpSn´bkykqupnq
¯

is in the closed convex cone t0u Y tz P C˚ : argpzq P r´π{3, π{3su. Then, by
Lemma 2.18, the convergence that we need to prove, i.e.

1

bK

ÿ

kăK

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

fpSn´bkykqupnq
ˇ

ˇ

ˇ
ÝÝÝÝÑ
KÑ8

0

is equivalent to the convergence

(34)
1

bK

ÿ

kăK

ÿ

bkďnăbk`1

ekfpS
n´bkykqupnq ÝÝÝÝÑ

KÑ8
0.

Consider the dynamical system pX,T q, where X :“ pY ˆ AqZ, and T is the
left shift. Let x P X be such that

xn :“ pSn´bkyk, ekq, whenever bk ď n ă bk`1,
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and xn “ x0 is a fixed arbitrary point of Y ˆ A for n ď 0.
By setting F :“ f b Id on Y ˆ A, it easily follows that (34) amounts to

1

bK

ÿ

kăK

ÿ

bkďnăbk`1

F ˝ π0pT
nxqupnq ÝÝÝÝÑ

KÑ8
0.

To prove the convergence above, we define the subspace Xx as the closure of
tTnx : n P Zu. By assumption on u, we only have to check that the system
pXx, T q is in CFec . So let µ be a visible measure in pXx, T q, and we first
consider the case where x itself is generic for µ, along a sequence pN`q. Set

B :“
 

pvj , ajqjPZ P X : pv1, a1q “ pSv0, a0q
(

Since bk`1 ´ bk Ñ8, we have

1

N`

ÿ

năN`

δTnxpBq ÝÝÝÑ
`Ñ8

1,

and since the set B is closed, by the Portmanteau theorem, it must be of
full measure µ in pX,T q. Moreover, such a measure µ must be T -invariant,
hence,

(35) 1 “ µ

˜

č

nPZ
TnB

¸

“ µ
´

 

pvj , ajqjPZ P X : @j, pvj , ajq “ pS
jv0, a0q

(

¯

.

Denote by µp0q the restriction of µ to the zero-coordinate (that is, with the
above notation, the distribution of pv0, a0q under µ). Since µ is T -invariant,
it follows that µp0q is pS ˆ IdAq-invariant. Moreover, Y ˆA consists of three
copies of Y , each of them is invariant under S ˆ IdA. Thus,

µp0q “ α0µ
p0q
1 ` α1µ

p0q
2 ` α2µ

p0q
3 ,

where α0`α1`α2 “ 1, αj ě 0 and µp0qj pY ˆte
2πij{3uq “ 1 for j “ 0, 1, 2. It

follows that the ergodic components of pY ˆA, µp0q, S ˆ IdAq yield measure-
theoretic systems isomorphic to ergodic measures on pY, Sq, hence in F since
pY, Sq P CFec (this is the moment in our proof where we use the fact that we
deal with a characteristic ec-class and not a general characteristic class F ).
Thus pY ˆ A, µp0q, S ˆ IdAq P Fec. Now, using (35), we see that pXx, µ, T q
is isomorphic to pY ˆ A, µp0q, S ˆ IdAq, thus is also in Fec.

Now, suppose that µ P VT px1q for some point x1 in the orbit closure of x,
say x1 “ limrÑ8 T

nrx.
If x1 “ Tnx for some n P Z, then µ P VT pxq and we already know that

pXx, µ, T q P t˚u Ă Fec in this case.
If nr Ñ ´8, then x1 “ p. . . , x0, x0, x0, . . .q is a fixed point, and µ “ δx1 .

In this case, pXx, µ, T q P t˚u Ă Fec.
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If nr Ñ `8, and if we write x1 “ pvj , ajqjPZ “ limrÑ8 T
nrx, then as

bk`1´bk Ñ8, there exists at most one j P Z such that pvj`1, ajq ‰ pSvj , ajq.
We can then use the same arguments as for x to show that a measure µ for
which x is quasi-generic satisfies pXx, µ, T q P Fec.

We conclude that pXx, T q is in CFec .

Remark 2.19. In general, when instead of Fec we consider F , u K CF im-
plies the strong u-MOMO property for each for pY, Sq in which all invariant
measures yield systems in F (in particular, if pY, Sq P CF and each invariant
measure is visible).

Question 1. Is Proposition 2.17 true for each characteristic class?

Remark 2.20. A straightforward adaptation of the proof shows that the
subsequence version of Proposition 2.17 also holds: for each characteristic
class F and each increasing sequence of integers pN`q, u is pN`q-orthogonal
to CFec if and only if each element in CFec satisfies the strong u-MOMO
property along pN`q. See Remarks 1.2 and 1.4.

3 Lifting lemma

The purpose of this section is to prove Proposition 3.1, which is an alternative
version of Conze-Downarowicz-Serafin lifting lemma from [9] and seems to
be of independent interest. It may seem weaker than the original where the
genericity was lifted to a single orbit, but the main advantage here is that
we do not need assumptions on the nature of the second topological space:
it does not have to be a full shift. The second advantage is that the result
has its extension to the logarithmic case, see Appendix 3.3, while the lifting
lemma of Conze-Downarowicz-Serafin and other results of that type so far
have been proved for Cesàro averages.

Proposition 3.1. Let pY, Sq and pX,T q be two topological systems and u P Y
generic along an increasing sequence pNmq for some S-invariant measure κ
on Y . Let ρ be a joining of κ with a T -invariant measure ν on X. Then
there exist a sequence pxnq Ă X and a subsequence pNm`q such that:

• the sequence pSnu, xnq is generic for ρ along pNm`q:

1

Nm`

ÿ

0ďnăNm`

δpSnu,xnq ÝÝÝÑ
`Ñ8

ρ,

• The sequence pxnq is constituted of longer and longer pieces of orbits.
More precisely, tn ě 0 : xn`1 ‰ Txnu is of the form tb1 ă b2 ă ¨ ¨ ¨ ă
bk ă bk`1 ă ¨ ¨ ¨ u, where bk`1 ´ bk Ñ8.
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3.1 Good sequences of partitions

We need a convenient tool to estimate the weak*-convergence of a sequence
of probability measures to a given measure.

Definition 3.1. Let pE, dq be a compact metric space, and let ν be a Borel
probability measure on E, i.e. ν P MpEq. We consider a sequence pP`q of
finite partitions of E into Borel subsets. The sequence pP`q is said to be
good for pE, νq if the following conditions hold:

• for each `, P``1 refines P`,

• diampP`q :“ maxP atom of P`
diampP q ÝÝÝÑ

`Ñ8
0,

• for each ` and each atom P of P`, νpBP q “ 0.

The motivation for introducing this definition comes from the following
result.

Lemma 3.2. If pP`q is a good sequence of partitions for pE, νq, then a
sequence pνnq Ă MpEq converges to ν in the weak*-topology if and only if,
for each ` and each atom P of P`, we have

νnpP q ÝÝÝÑ
nÑ8

νpP q.

Proof. If νn
w˚
ÝÝÝÑ
nÑ8

ν, then by the Portmanteau theorem, for each P Ă E

such that νpBP q “ 0, we have νnpP q Ñ νpP q.
Conversely, assume that for each ` and each atom P of P` we have

νnpP q Ñ νpP q. Then any weak*-limit µ of a subsequence of pνnq satisfies
(again by the Portmanteau theorem) µpP q “ νpP q for each atom P of P`.
But since diampP`q Ñ 0, the sequence pP`q separates points in E, hence
it generates the Borel σ-algebra of E. Thus we have µ “ ν, and using the
compactness of MpEq for the weak* topology, we get that νn

w˚
ÝÝÝÑ
nÑ8

ν.

Lemma 3.3. For each ν P MpEq of a compact metric space pE, dq, there
exists a good sequence of partitions for pE, νq.

Proof. We first show that, for each ` ě 1, there exists a finite partition Q`

in which each atom Q satisfies

• diampQq ă 1{`,

• νpBQq “ 0.

Indeed, by compactness, there exists a finite set tx1, . . . , xku Ă E such that

E Ă
ď

1ďiďk

B
`

xi,
1

3`

˘

.
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Then, for each 1 ď i ď k, there exist at most countably many r ą 0 such
that

ν pBBpxi, rqq ą 0.

Therefore, we can find r P
`

1
3` ,

1
2`

˘

such that

@1 ď i ď k, ν pBBpxi, rqq “ 0.

Then the partition Q` generated by the open balls Bpxi, rq, 1 ď i ď k,
satisfies the required conditions.

Once we have Q` for each ` ě 1, we set

P` :“ Q1 _ ¨ ¨ ¨ _Q`,

and we get a good sequence pP`q for pE, νq.

Lemma 3.4. Let pP`q be a good sequence of partitions for pE1, ν1q, and let
pQ`q be a good sequence of partitions for pE2, ν2q. Then for each coupling ρ
of ν1 and ν2, pP` ˆQ`q is a good sequence of partitions for pE1 ˆ E2, ρq.

Proof. This is obvious, since for each atom P of P` and each atom Q of Q`,

BpP ˆQq Ă pBP ˆ E2q Y pE1 ˆ BQq,

and the marginals of ρ are ν1 and ν2.

3.2 Proof of Proposition 3.1

Without loss of generality, we can (and we do) assume that the measure-
theoretic dynamical system pY, κ, Sq is aperiodic. Indeed, if this is not the
case, we consider any uniquely ergodic topological system pY 1, S1q whose
unique invariant measure κ1 is such that pY 1, κ1, S1q is aperiodic. Then we
take any point u1 P Y 1, and we replace Y by Y ˆ Y 1, S by S ˆ S1, and u by
pu, u1q. We also replace pNmq by a subsequence of pNmq along which pu, u1q
is generic, for some measure κ̃ whose marginals have to be κ and κ1. But
then the system pY ˆ Y 1, κ̃, S ˆ S1q is aperiodic, because it is an extension
of the aperiodic system pY 1, κ1, S1q.

We fix a good sequence of partitions pQ`q for pY, κq and a good sequence
of partitions pP`q for pX, νq. Then by Lemma 3.4, pQ` ˆ P`q is a good
sequence of partitions for pY ˆX, ρq.

Definition 3.2. Let M ą 0. A subset E of N is said to be M -separated if
for each integers n ‰ m, n,m P E ùñ |n´m| ěM .

The main argument to prove Proposition 3.1 stands in the following
proposition.
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Proposition 3.5. Under the assumptions of Proposition 3.1, and assuming
also that pY, κ, Sq is aperiodic (see above), given `0 ě 1 and ε P p0, 1

2q, there
exists a sequence pxnq of points in X such that:

• tn ě 0 : xn`1 ‰ Txnu is 1
ε -separated,

• for each atom A of Q`0 ˆP`0, we have

(36) ρpAq ´ ε ă lim inf
mÑ8

1

Nm

ÿ

0ďnăNm

1ApS
nu, xnq,

and

(37) lim sup
mÑ8

1

Nm

ÿ

0ďnăNm

1ApS
nu, xnq ă ρpAq ` ε.

Proof. Let h be a natural number such that 1
h ă ε. We claim that for `

large enough, we can find a set B Ă Y which is measurable with respect to
Ž

0ďjďh´1 S
jQ`, and such that

• B,SB, . . . , Sh´1B are pairwise disjoint,

• κ
´

Ť

0ďjďh´1 S
jB

¯

ą 1´ ε.

Indeed, since pY, κ, Sq is assumed to be aperiodic, we can use the Rokhlin
lemma to find a Borel subset B̃ Ă Y such that B̃, SB̃, . . . , Sh´1B̃ are pairwise
disjoint, and such that

κ

¨

˝

ď

0ďjďh´1

SjB̃

˛

‚ą 1´
ε

2
.

Then we use the fact that the good sequence of partitions pQ`q generates
the Borel σ-algebra: it follows that for ` large enough, we can find a Q`-
measurable set B1 such that

κpB1 4 B̃q ă
ε

8h2
.

For each 1 ď j ď h´ 1, we have

B1 X SjB1 Ă pB1zB̃q Y pSjB1zSjB̃q,

hence

(38) κpB1 X SjB1q ď
ε

4h2
.
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It remains to define B by

B :“ B1z

¨

˝

ď

1ďjďh´1

SjB1

˛

‚.

Then, by construction, B is disjoint from SjB for each 1 ď j ď h´ 1, thus
B,SB, . . . , Sh´1B are pairwise disjoint. Moreover, from (38), we have

κpBq ě κpB1q ´
ε

4h
ě κpB̃q ´

ε

2h
,

which implies

κ

¨

˝

ď

0ďjďh´1

SjB

˛

‚“ hκpBq ě hκpB̃q ´
ε

2
ą 1´ ε,

and our first claim is proved.
Since u is generic for κ along pNmq, and since the set

Ť

0ďjďh´1 S
jB is

measurable with respect to
Ž

0ďjď2h S
jQ` (in particular, the κ-measure of

its boundary vanishes), we have

(39)
1

Nm

ÿ

0ďnăNm

1Ť
0ďjďh´1 S

jBpS
nuq ÝÝÝÝÑ

mÑ8
κ

¨

˝

ď

0ďjďh´1

SjB

˛

‚ą 1´ ε.

This implies in particular that the set PBpuq :“ tn ě 0 : Snu P Bu is
infinite. We number in order the elements of this set:

PBpuq “ tb1 ă b2 ă ¨ ¨ ¨ ă bk ă ¨ ¨ ¨ u

The integers pbkq will correspond to the times when we will be allowed to
change the orbit of the desired sequence. As B is disjoint from SjB for each
1 ď j ď h´ 1, the set PBpuq is h-separated, hence 1

ε -separated.
We consider the partition

Ž

0ďjďh´1pS ˆ T q´jpQ`0 ˆ P`0q of Y ˆ X.
Any atom of this partition is of the form Q̄ˆ P̄ , where Q̄ (respectively P̄ ) is
an atom of

Ž

0ďjďh´1 S
´jQ`0 (respectively of

Ž

0ďjďh´1 T
´jP`0). For such

atoms Q̄ and P̄ , we can write

(40) Q̄ “ Q0 X S
´1Q1 X ¨ ¨ ¨ X S

´ph´1qQh´1,

each Qj being an atom of Q`0 , and

(41) P̄ “ P0 X S
´1P1 X ¨ ¨ ¨ X S

´ph´1qPh´1,

each Pj being an atom of P`0 . Since the κ-measure of the boundary of each
involved set is always 0, we again have for each atom Q̄ of

Ž

0ďjďh´1 S
´jQ`0

(42)
1

Nm

ÿ

bkăNm

1Q̄pS
bkuq “

1

Nm

ÿ

0ďnăNm

1BXQ̄pS
nuq ÝÝÝÝÑ

mÑ8
κpB X Q̄q.
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If C is a measurable subset of Y with κpCq ą 0, we denote by ρYC the
marginal on X of the conditional probability measure ρp ¨ |C ˆ Xq. Then,
for each measurable A Ă X, we have

ρpC ˆAq “ ρ
`

pC ˆXq X pY ˆAq
˘

“ ρpC ˆXq ρ
`

Y ˆA|C ˆX
˘

“ κpCq ρYCpAq.

(43)

On an appropriate probability space, we construct a sequence pξkq of inde-
pendent random variables, taking values in X, such that for each k, ξk is
distributed according to ρY

BXQ̄
, where Q̄ is the atom of

Ž

0ďjďh´1 S
´jQ`0

containing Sbku.
For each atom Q̄ of

Ž

0ďjďh´1 S
´jQ`0 and each atom P̄ of

Ž

0ďjďh´1 T
´jP`0 ,

by (42), the law of large numbers and (43), with probability 1, we have
(44)

1

Nm

ÿ

bkăNm

1Q̄pS
bkuq1P̄ pξkq ÝÝÝÝÑmÑ8

κpB X Q̄qρYBXQ̄pP̄ q “ ρ
`

pB X Q̄q ˆ P̄
˘

.

Let us fix a realization of pξkq which satisfies (44) for each atom Q̄ ˆ P̄ of
Ž

0ďjďh´1pS ˆ T q
´jpQ`0 ˆP`0q. Then, for each n ě 0, we define the point

xn P X as follows:

xn :“

#

Tn´b1ξ1 if n ă b1,

Tn´bkξk if bk ď n ă bk`1 for some k ě 1.

The set of integers n such that xn`1 ‰ Txn is contained in PBpuq, therefore,
it is 1

ε -separated.
Now, let A “ Qˆ P be a fixed atom of Q`0 ˆP`0 . We set

R :“
ď

0ďjďh´1

SjB ˆX,

and we observe that

(45) ρpRq “ κ

¨

˝

ď

0ďjďh´1

SjB

˛

‚ą 1´ ε.

We also note that for each n ě b1, pSnu, xnq P R if and only if there exists
k and 0 ď j ď h´ 1 such that n “ bk ` j. In this case, pSnu, xnq P AXR if
and only if the atom Q̄ ˆ P̄ of

Ž

0ďjďh´1pS ˆ T q´jpQ`0 ˆP`0q containing
pSbku, ξkq satisfies Qj “ Q and Pj “ P (using the notations given in (40)
and (41), and remembering that A “ Qˆ P ).
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We can then use (44) to get

1

Nm

ÿ

b1ďnăNm

1AXRpS
nu, xnq

“
1

Nm

ÿ

bkăNm

ÿ

0ďjďh´1

ÿ

pQ̄,P̄ q: Qj“Q and Pj“P

1Q̄ˆP̄ pS
bku, ξkq

ÝÝÝÝÑ
mÑ8

ÿ

0ďjďh´1

ÿ

pQ̄,P̄ q: Qj“Q and Pj“P

ρ
`

pB X Q̄q ˆ P̄
˘

.

(46)

But, on the other hand, we can write

ρpAXRq “
ÿ

0ďjďh´1

ρ
`

AX pSjB ˆXq
˘

“
ÿ

0ďjďh´1

ρ
`

pS´jQˆ T´jP q X pB ˆXq
˘

“
ÿ

0ďjďh´1

ÿ

pQ̄,P̄ q: Qj“Q and Pj“P

ρ
`

pB X Q̄q ˆ P̄
˘

.

(47)

From (46) and (47), it follows that

(48)
1

Nm

ÿ

0ďnăNm

1AXRpS
nu, xnq ÝÝÝÝÑ

mÑ8
ρpAXRq.

From (39), we get that

lim
mÑ8

1

Nm

ÿ

0ďnăNm

1pYˆXqzRpS
nu, xnq ă ε,

and since 1A ď 1AXR ` 1YˆXzR, this yields by (48),

lim sup
mÑ8

1

Nm

ÿ

0ďnăNm

1ApS
nu, xnq ă lim

mÑ8

1

Nm

ÿ

0ďnăNm

1AXRpS
nu, xnq ` ε

“ ρpAXRq ` ε

ď ρpAq ` ε,

and we have (37). On the other hand, using 1A ě 1AXR, we get by (45)

lim inf
mÑ8

1

Nm

ÿ

0ďnăNm

1ApS
nu, xnq ě lim

mÑ8

1

Nm

ÿ

0ďnăNm

1AXRpS
nu, xnq

“ ρpAXRq

ą ρpAq ´ ε.

and we have (36).
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We can now give the proof of Proposition 3.1, in which we use the fol-
lowing obvious fact: if we modify the sequence pxnq given by Proposition 3.5
on a finite number of terms, we still get (36) and (37).

Proof of Proposition (3.1). We fix a sequence pε`q`ě1 of numbers in p0, 1
2q,

decreasing to 0, and we construct inductively the desired sequence pxnq and
the subsequence pNm`q by a repeated use of Proposition 3.5.

We start by applying Proposition 3.5 with ε :“ ε1 and `0 :“ 1. It provides
us with an integerm1, and a finite sequence pxnq0ďnăNm1

of points in X such
that

• the set of integers n P t0, . . . , Nm1 ´ 2u such that xn`1 ‰ Txn is
1
ε1
-separated,

• for each atom A of Q1 ˆP1, we have

ρpAq ´ ε1 ă
1

Nm1

ÿ

0ďnăNm1

1ApS
nu, xnq ă ρpAq ` ε1.

Now, assume that for some ` ě 1 we have already constructed m1 ă

¨ ¨ ¨ ă m` and the sequence pxnq0ďnăNm` of points in X such that

• for each 1 ď j ă `, the set of integers n P tNmj´1 , . . . , Nmj ´ 2u such
that xn`1 ‰ Txn is 1

εj
-separated (with the convention that Nm0 “ 0),

• for each atom A of Q` ˆP`, we have

ρpAq ´ ε` ă
1

Nm`

ÿ

0ďnăNm`

1ApS
nu, xnq ă ρpAq ` ε`.

Then we apply again Proposition 3.5, with ε :“ ε``1 and `0 :“ `` 1. It pro-
vides us with an integerm``1 and a finite sequence of points pxnqNm`ďnăNm``1

in X which satisfy:

• the set of integers n P tNm` , . . . , Nm``1
´ 2u such that xn`1 ‰ Txn is

1
ε``1

-separated,

• for each atom A of Q``1 ˆP``1, we have

(49) ρpAq ´ ε``1 ă
1

Nm``1

ÿ

0ďnăNm``1

1ApS
nu, xnq ă ρpAq ` ε``1.

(We keep the points pxnq0ďnăNm` already provided by the induction hypoth-
esis, refering to the obvious fact stated before the proof.)

Moreover, we can assume that the sequence pε`q decreases sufficiently
fast so that the validity of (49) for each atom A of Q``1ˆP``1 ensures the
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validity of the analog inequalities for each A which is a finite union of atoms
of Q``1 ˆP``1 (in particular, for each A which is an atom of the previous
partitions), but with ε` instead of ε``1.

The sequence pxnqně0 of points in X and the subsequence pNm`q we
construct with the above inductive procedure then satisfy the conditions
announced in Proposition 3.1.

3.3 Logarithmic case

We would like to study the logarithmic version of Proposition 3.1, in which
we replace each arithmetic average of the form

1

Nm

ÿ

0ďnăNm

fpnq

by the logarithmic average

1

LpNmq

ÿ

1ďnďNm

1

n
fpnq.

(Here we use the notation LpNq :“ 1` 1
2`¨ ¨ ¨`

1
N .) In fact, this logarithmic

version, whose statement is written below, is also valid, and the arguments
to prove it are exactly the same as in the arithmetic average case. We just
point out below the few technical changes that need to be made in the proof
for the logarithmic case.

Proposition 3.6. Let pY, Sq and pX,T q be two topological systems and u P
Y , logarithmically generic along an increasing sequence pNmq for some S-
invariant measure κ on Y . Let ρ be a joining of κ with a T -invariant measure
ν on X. Then there exist a sequence pxnq Ă X and a subsequence pNm`q

such that:

• the sequence pSnu, xnq is logarithmically generic for ρ along pNm`q:

1

LpNm`q

ÿ

1ďnďNm`

1

n
δpSnu,xnq ÝÝÝÑ

`Ñ8
ρ,

• the set tn ě 0 : xn`1 ‰ Txnu is of the form tb1 ă b2 ă ¨ ¨ ¨ ă bk ă
bk`1 ă ¨ ¨ ¨ u, where bk`1 ´ bk Ñ8.

The changes that need to be made to the proof are almost all quite
obvious, they consist in formally replacing the arithmetic average by the
logarithmic average. One point maybe needs some explanations, namely
when we arrive at the proof of the logarithmic analog of (44). We put these
explanations in the form of a lemma, which we will apply in the following
context: pdkq is the ordered sequence of positive integers n such that Snu P
B X Q̄, and the sequence pρkq is defined by ρk :“ 1P̄ pξkq.
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Lemma 3.7. Let pdkq be an increasing sequence of positive integers such
that

1

LpNmq

ÿ

dkďNm

1

dk
ÝÝÝÝÑ
mÑ8

κ P r0, 1s,

and let pρkq be a sequence of real numbers in r0, 1s such that

1

K

ÿ

1ďkďK

ρk ÝÝÝÝÑ
KÑ8

ρ P r0, 1s.

Then we have
1

LpNmq

ÿ

dkďNm

ρk
dk
ÝÝÝÝÑ
mÑ8

κρ.

Proof. For each m, let us denote by km the largest k such that dk ď Nm.
We use the classical identity

ÿ

dkďNm

ρk
dk
“

ÿ

1ďkăkm

ˆ

1

dk
´

1

dk`1

˙

pρ1 ` ¨ ¨ ¨ ` ρkq `
1

dkm
pρ1 ` ¨ ¨ ¨ ` ρkmq.

Given ε ą 0, let Kε be such that

K ě Kε ùñ

ˇ

ˇ

ˇ

ˇ

ˇ

1

K

ÿ

1ďkďK

ρk ´ ρ

ˇ

ˇ

ˇ

ˇ

ˇ

ă ε.

We can then write
ˇ

ˇ

ˇ

ˇ

ˇ

1

LpNmq

ÿ

dkďNm

ρk
dk
´

1

LpNmq

ÿ

dkďNm

ρ

dk

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

1

LpNmq

ÿ

Kεďkăkm

k

ˆ

1

dk
´

1

dk`1

˙ˆ

1

k
pρ1 ` ¨ ¨ ¨ ` ρkq ´ ρ

˙

ˇ

ˇ

ˇ

ˇ

ˇ

`O

ˆ

1

LpNmq

˙

ă ε`O

ˆ

1

LpNmq

˙

.

But by assumption, we have

1

LpNmq

ÿ

dkďNm

ρ

dk
ÝÝÝÝÑ
mÑ8

κρ,

hence we get
1

LpNmq

ÿ

dkďNm

ρk
dk
ÝÝÝÝÑ
mÑ8

κρ.
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The last place in the proof where a (very easy) correction should be made
in the logarithmic case is to get the analog of (46): at some point we have
to replace some coefficients 1

bk`j
by 1

bk
, which is of no consequence since j

remains bounded between 0 and h´1 here. To be more precise, (46) becomes

1

LpNmq

ÿ

b1ďnăNm

1

n
1AXRpS

nu, xnq

“
1

LpNmq

ÿ

bkăNm

ÿ

0ďjďh´1

1

bk ` j

ÿ

pQ̄,P̄ q: Qj“Q and Pj“P

1Q̄ˆP̄ pS
bku, ξkq

“
1

LpNmq

ÿ

bkăNm

ÿ

0ďjďh´1

1

bk

ÿ

pQ̄,P̄ q: Qj“Q and Pj“P

1Q̄ˆP̄ pS
bku, ξkq ` op1q

ÝÝÝÝÑ
mÑ8

ÿ

0ďjďh´1

ÿ

pQ̄,P̄ q: Qj“Q and Pj“P

ρ
`

pB X Q̄q ˆ P̄
˘

.

(50)

4 Proofs of main theorems

4.1 Proof of Theorem B

Proof of Theorem B. Take any topological system pX,T q P CF and fix f P
CpXq, x P X. Take any increasing sequence pNkq for which, with no loss of
generality, we can assume that 1

Nk

ř

nďNk
δpTnx,Snuq Ñ ρ. It follows that

lim
kÑ8

1

Nk

ÿ

nďNk

fpTnxqupnq “

ż

f b π0 dρ.

But ρ is a joining of some T -invariant measure ν P V pX,T q for which x is
generic along pNkq, and some Furstenberg system κ of u. Since pX,T q P CF ,
the system pX, ν, T q is in F , and the integral on the right-hand side above
vanishes by the Veech condition and Proposition 2.2.

4.2 Proof of Theorem A

Before we begin the proof, let us make the following remark concerning
topological models. Given an automorphism pZ,D, κ,Rq, and a fixed subset
of full measure of ergodic components of κ, recall that by a Hansel model of
R, we mean a topological system pX,T q which has a T -invariant measure ν
such that, as dynamical systems, κ and ν are isomorphic and such that each
point x P X is generic for one of these chosen ergodic components. In [29],
it is proved that each automorphism has a Hansel model.
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We assume that u K CFec for some characteristic class F . Take κ P V puq
and fix pNmq so that

1

Nm

ÿ

nďNm

δSnu Ñ κ.

Denote by Apκq Ă BpXuq the largest Fec-factor of pXu, κ, Sq, i.e. Apκq “
BpXuqFec .

Consider the factor pXu{Apκq,Apκq, κ|Apκq, Sq and take a Hansel model
pX, ν, T q of it (by choosing in the ergodic decomposition of κ|Apκq only er-
godic measures in F ). By definition,

(51) pX,T q P CFec .

Fix a measure-theoretic factor map J : pXu, κ, Sq Ñ pX, ν, T q such that
J´1pBpXqq “ Apκq, and let νJ denote the corresponding graph joining (of ν
and κ|Apκq). Let pνJ be the relatively independent extension of νJ to a joining
of ν and κ: for f P L2pνq and g P L2pκq, we have

(52)
ż

XuˆX
g b f dpνJ “

ż

Xu

Eκ
`

g|Apκq
˘

f ˝ J dκ.

Now, by applying Proposition 3.1, we can find pxnq Ă Y such that

(53) ppxnq,uq is generic for pνJ along some subsequence pNm`q,

and the set tn ě 0 : xn`1 ‰ Txnu is of the form tb1 ă b2 ă ¨ ¨ ¨ u with
bk`1 ´ bk Ñ8.

Since u K CFec , (51) and Proposition 2.17 ensure that the system pY, Sq
satisfies the strong u-MOMO property. Therefore, for each f P CpY q we
have

lim
mÑ8

1

Nm

ÿ

nďNm

fpxnqupnq “

lim
`Ñ8

1

bKm

ÿ

kăKm

¨

˝

ÿ

bkďnăbk`1

fpTn´bkxbkqupnq

˛

‚“ 0,

and it follows from (53) that
ş

f b π0 dpνJ “ 0. Using (52), we get
ż

Xu

Eκ
`

π0|Apκq
˘

f ˝ J dκ “ 0.

But tf ˝ J : f P CpXqu is dense in L2pApκqq and therefore π0 K L2pApκqq,
which is the Veech condition for u with respect to the characteristic class Fec.
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5 Combinatorics

5.1 Orthogonality to zero entropy systems

5.1.1 Cancellations. Proof of Corollaries C and C’

We need the following interpretation of the Veech condition in terms of
relative uniform mixing (K-mixing) of the function π0. For n P N, let πn :“
π0 ˝ S

n.

Proposition 5.1. Let κ P VSpuq and
ş

π0 dκ “ 0. Then the following con-
ditions are equivalent:

(a) π0 K L2pΠpκqq,

(b) π0 is relatively K-mixing, i.e. for each ε ą 0, there exists N such that
ˇ

ˇ

ˇ

ˇ

ż

π01C dκ´

ż

π0 dκ

ż

1Cdκ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ż

π01C dκ

ˇ

ˇ

ˇ

ˇ

ă ε

for each set C P σpπn, πn`1, ...q and n ě N .

If we additionally assume that u takes values in a finite set E Ă C and pMkq

is a sequence along which we have a Furstenberg system κ then the above
conditions are equivalent to

(c) for each ε ą 0 there exists N ě 1 such that for any s ě 1 and any
function f depending on coordinates N ď n, n`1, . . . , n`s, }f}CpXuq ď

1, we have

lim sup
kÑ8

ˇ

ˇ

ˇ

ˇ

ˇ

1

Mk

ÿ

mďMk

upmqfpSmuq

ˇ

ˇ

ˇ

ˇ

ˇ

ă ε.

Proof. (a) ùñ (b). Assume that Epπ0|Πpκqq “ 0. Let C P σpπn, πn`1, . . .q.
We have

ˇ

ˇ

ˇ

ˇ

ż

π01Cdκ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ż

1CEpπ0|σpπn, πn`1, ...q dκ

ˇ

ˇ

ˇ

ˇ

ď

ż

|Epπ0|σpπn, πn`1, . . .qq| dκ.

Hence, we have an upper bound which does not depend on C. Since

Epπ0|σpπn, πn`1, ...qq Ñ Epπ0|Πpκqq “ 0

κ-a.e. and thus also in L1, which is precisely the relative K-mixing for π0.
(b) ùñ (a). Suppose that π0 is relatively K-mixing. Then, in particular,

we have (5.1) for each C P Πpκq. In fact, since ε ą 0 is arbitrary,
ş

π01C dκ “
0 for each C P Πpκq. Whence Epπ0|Πpκqq “ 0.
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(a) ùñ (c). Since

1

Mk

ÿ

mďMk

upmqfpSmuq “
1

Mk

ÿ

mďMk

pπ0fqpS
muq Ñ

ż

Xu

π0f dκ,

we can repeat the same argument as was used to prove (a) ùñ (b) (replacing
1C by f).

(c) ùñ (b). Suppose that
ˇ

ˇ

ˇ

ş

Xu
π0f dκ

ˇ

ˇ

ˇ
ă ε, whenever f depending on

coordinates n, n ` 1, . . . , n ` s with n ě N is bounded by 1. Consider all
blocks on coordinates n, n` 1, . . . , n` s that is all

B “ tx P Xu : xn “ b0, . . . , xn`s “ bsu

with bj P E. Let C be any union of such blocks. Then 1C is a (continuous)
function depending on coordinates n, . . . , n` s and is bounded by 1 and, by
assumption,

ˇ

ˇ

ˇ

ˇ

ż

Xu

π01C dκ

ˇ

ˇ

ˇ

ˇ

ă ε.

Note that with N fixed and s arbitrary, the family of C defined above is
dense in the σ-algebra σpπN , πN`1, . . .q. Hence, given D P σpπN , πN`1, . . .q
and ε ą 0, we first find s ě 0 and then C as above (a union of blocks “sitting”
on coordinates N, . . . , N ` s) such that κpC4Dq ă ε and find that

ˇ

ˇ

ˇ

ˇ

ż

π01D dκ

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ż

π01C dκ

ˇ

ˇ

ˇ

ˇ

` κpC4Dq ă 2ε.

Now, since each clopen set is a finite union of cylinders of a fixed length,
Corollary C’ follows directly by the above proposition. Corollary C’ is a
special case of Corollary C.

5.1.2 Conditional cancellations. Remark 1.6

The “cancellation law” of the values of u along large shifts of the return times
to a block (for most of the blocks) claimed in Remark 1.6 is a consequence
of a refinement of Proposition 5.1.

Proposition 5.2. Let κ P VSpuq and
ş

π0 dκ “ 0. Then the following con-
ditions are equivalent:

(a) π0 K L2pΠpκqq,

(d) for each ε ą 0 there exist N ě 1 and L ě 1 such that for each ` ě L
there is a family of “good” `-blocks C P σpπN , πN`1, . . .q, i.e. of blocks
satisfying

ˇ

ˇ

ˇ

ˇ

ż

1C ¨ π0 dκ

ˇ

ˇ

ˇ

ˇ

ď κpCqε,
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whose measure is ą 1 ´ ε. In other words, for a “good” `-block C,
ˇ

ˇ

ş

π0 dκC
ˇ

ˇ ă ε, where κC stands for the conditional measure on C.

Proof. (a) ùñ (d). Fix ε ą 0 and note that Eκpπ0|σpπN , πN`1, . . .qq Ñ 0
κ-a.e. This implies convergence in measure, i.e., we can find a set Aε of
measure at least 1´ ε such that for N large enough,

|Eκpπ0|σpπN , πN`1, . . .qqpxq| ă ε for all x P Aε.

Fix such an N . There is M ě 1 large enough such that

κpAε4ApMqε q ă ε,

whereApMqε P σpπ´M , π´M`1, . . .q and note that SN`MApMqε P σpπN , πN`1, . . .q.
Now, for ` large enough, we can approximate SN`MApMqε by a (disjoint)
union of `-blocks belonging to σpπN , πN`1, . . .q,

κpSN`MApMqε 4
ď

jPJ

C
p`q
j q ă ε.

But κpSN`MApMqε 4Aεq ă 2ε, so

κp
ď

jPJ

C
p`q
j zAεq ď κpAε4

ď

jPJ

C
p`q
j q ă 3ε.

Consider those j P J for which κpCp`qj zAεq ě
?
εκpC

p`q
j q. Then the measure

m of the union of such blocks has to satisfy
?
εm ă 3ε, so m ă 3

?
ε. In

other words “most” (in measure) of the Cp`qj ’s are “good”, i.e. they satisfy

κpC
p`q
j XAεq ą p1´ 3

?
εqκpC

p`q
j q. Take such a “good” C. We have

ˇ

ˇ

ˇ

ˇ

ż

1C ¨ π0 dκ

ˇ

ˇ

ˇ

ˇ

ď

ż

1C |Eκpπ0|σpπN , πN`1, . . .qq| dκ

“

ż

Aε

1C |Eκpπ0|σpπN , πN`1, . . .qq| dκ`

ż

Acε

1C |Eκpπ0|σpπN , πN`1, . . .qq| dκ

ď εκpCq ` 3
?
εκpCq.

(d) ùñ (a). Fix A P Πpκq of positive measure κ. Then for ε ą 0,
we can find N such that for all ` large enough “most” of the `-blocks in
σpπN , πN`1 ă . . .q is “good” in the sense that

ˇ

ˇ

ˇ

ˇ

ż

1C ¨ π0 dκ

ˇ

ˇ

ˇ

ˇ

ď κpCqε.

Since A P σpπN , πN`1, . . .q, we can approximate it by unions of `-blocks (for
` sufficiently large) and most of the used blocks is “good”. Whence

ˇ

ˇ

ˇ

ˇ

ż

1A ¨ π0 dκ

ˇ

ˇ

ˇ

ˇ

ď 2ε,

and since ε ą 0 was arbitrary, π0 K L2pΠpκqq.
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5.2 Orthogonality to CID. Proof of Corollary 1.8

We recall that (Proposition 2.12)

CID “ CIDec .

Since the characteristic factor is represented by the σ-algebra of invariant
sets, by Theorems B and A, we obtain immediately that:

Corollary 5.3. u K CID if and only if for each Furstenberg system κ of u,
π0 K L2pIκq.

Let us now pass to a combinatorial characterization of the Veech con-
dition. Assume that κ is given as the limit of 1

Nk

ř

nďNk
δSnu. In view of

Corollary 5.3, we need to decipher Epπ0|Iκq “ 0. By the von Neumann
theorem, we have

1

H

ÿ

hďH

π0 ˝ S
h Ñ Epπ0|Iκq in L2,

i.e.

lim
HÑ8

ż

Xu

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

π0 ˝ S
h

ˇ

ˇ

ˇ

ˇ

ˇ

2

dκ “ 0

as Epπ0|Iκq “ 0. So, given ε ą 0,

ż

Xu

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

π0 ˝ S
h

ˇ

ˇ

ˇ

ˇ

ˇ

2

dκ ă ε for all H ě Hε.

The latter is equivalent to

lim
kÑ8

1

Nk

ÿ

nďNk

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

π0 ˝ S
h

ˇ

ˇ

ˇ

ˇ

ˇ

2

pSnuq ă ε,

that is,

lim
kÑ8

1

Nk

ÿ

nďNk

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

upn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

2

ă ε.

The proof of Corollary 1.8 follows immediately.

Remark 5.4. Hence, the Matomäki-Radziwiłł theorem [41] on the behaviour
of a strongly aperiodic multiplicative function u on a typical short interval
implies u K CID. However, as shown in [28], the aperiodic multiplicative
functions defined in [42] do not satisfy the assertion of Corollary 1.8.
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In Corollary 5.3, the Veech condition (for u) equivalent to u K CID is
written as π0 K L2pIκq. If we look at it more spectrally, we obtain immedi-
ately that

(54) u K CID if and only if σπ0,κpt1uq “ 0

for all κ P VSpuq, i.e. the spectral measure of π0 (with respect to each Fursten-
berg system) has no atom at 1. Classically (by a simple computation), we
have:

Lemma 5.5. If σ is a measure on the circle S1 then

1

H

H´1
ÿ

h“0

pσphq Ñ σpt1uq.

Hence, the Veech condition is equivalent to

1

H

H´1
ÿ

h“0

ż

π0 ¨ π0 ˝ S
hdκÑ 0.

Combinatorially, we obtain

(55)
1

H

H´1
ÿ

h“0

lim
kÑ8

1

Nk

ÿ

nďNk

upnqupn` hq Ñ 0

for each sequence pNkq defining a Furstenberg system κ.
It follows that (55) is equivalent to the short interval behaviour (13). In

other words, condition

lim
HÑ8

¨

˝ lim
kÑ8

1

Nk

ÿ

nďNk

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

upn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

2
˛

‚“ 0

is equivalent to

lim
HÑ8

1

H

ÿ

hďH

˜

lim
kÑ8

1

Nk

ÿ

nďNk

upnqupn` hq “ 0

¸

.

5.3 Orthogonality to CDISPpGq with G countable

Let G Ă S1 be a countable subgroup and recall that DISPpGq stands for the
(characteristic) class of discrete spectrum automorphisms whose groups of
eigenvalues are contained in G. Since z P S1 is an eigenvalue of pZ,D, κ,Rq
if and only if it is an eigenvalues of a subset of positive measure of ergodic
components, it is not hard to see that

FDISPpGq “ pFDISPpGqqec.
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It follows that

u K CFDISPpGq
if and only if σπ0,κpGq “ 0,

i.e. the spectral measure of π0 has no atoms belonging to G (for each Fursten-
berg system κ P VSpuq).

Suppose that e2πiα P G. Consider vpnq :“ e2πinαupnq for n P N. Note
that

1

Nk

ÿ

nďNk

vpnqvpn` hq “ e´2πihα 1

Nk

ÿ

nďNk

upnqupn` hq.

So, if we have a subsequence pNkq along which both 1
Nk

ř

nďNk
δSnw with

w “ u,v converge to κ, κ1 respectively,12 then

σπ0,κ “ δe2πiα ˚ σπ0,κ1 ,

whence
σπ0,κpte

2πiαuq “ 0 if and only if σπ0,κ1pt1uq.

By our previous subsection it follows that the latter condition is equivalent
to:

lim
HÑ8

¨

˝ lim
kÑ8

1

Nk

ÿ

nďNk

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

vpn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

2
˛

‚“ 0,

that is,

lim
HÑ8

¨

˝ lim
kÑ8

1

Nk

ÿ

nďNk

ˇ

ˇ

ˇ

ˇ

ˇ

1

H

ÿ

hďH

e2πipn`hqαupn` hq

ˇ

ˇ

ˇ

ˇ

ˇ

2
˛

‚“ 0

which is the strong u-MOMO condition for the irrational rotation by α.13

5.4 Furstenberg systems and the strong u-MOMO property

The following proposition helps us to exclude some measure-theoretic sys-
tems from the list of Furstenberg systems of an arithmetic function.

Proposition 5.6. Let u : N Ñ C be a bounded arithmetic function. Then
no Furstenberg system κ P VSpuq has a topological model which is strongly
u-MOMO.

12Note that these common sequences yield all Furstenberg systems for both u and v.
13Note that if fptq “ e2πit then

1

bK

ÿ

kăK

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

fpRnαxkqupnq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“
1

bK

ÿ

kăK

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

e2πinαupnq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

.
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Proof. Suppose pXu, κ, Sq has a topological model pZ, ν,Rq which satisfies
the strong u-MOMO property. Let J : Z Ñ Xu settles a measure-theoretic
isomorphism and let νJ be the corresponding graph joining. We assume that
1
Nj

ř

nďNj
δSnu Ñ κ. From Proposition 3.1 we can find a sequence pznq Ă Z

consisting of pieces of orbits of different points: tn : Rzn ‰ zn`1u “ tbk :
k ě 1u with bk`1 ´ bk Ñ8, and a subsequence pNj`q such that

1

Nj`

ÿ

nďNj`

δpzn,Snuq Ñ νJ .

Then, by the strong u-MOMO property of pZ,Rq,
ż

f b π0 dνJ “ lim
`Ñ8

1

bK`

ÿ

kăK`

`

ÿ

bkďnăbk`1

fpRn´bkzbkqupnq
˘

“ 0.

Hence,
ş

EνJ pf |Xuqπ0 dκ “ 0 for each continuous f on Z, and we obtain a
contradiction since EνJ pL2pνq|Xuq “ L2pκq.

Corollary 5.7. Assume that for each pbkq with bk`1 ´ bk Ñ8,

(56) lim
KÑ8

1

bK

ÿ

kăK

sup
αPR

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

upnqe2πiαn

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0.

Then the unipotent system px, yq ÞÑ px, y ` xq (on T2) is not a Furstenberg
system of u.

Proof. Since condition (56) is the strong u-MOMO property of the unipotent
system, the result follows from Proposition 5.6.

Remark 5.8. Corollary 5.7 brings a better understanding of Problem 3.1
(due to Frantzikinakis) of the workshop [4]:
The system px, yq ÞÑ px, y ` xq is not a Furstenberg system of the Liouville
function
(see also slide no 6 in [17]).

We recall that in [42] (see Theorem 1.3 therein), it is proved that

lim
MÑ8

lim sup
NÑ8

sup
αPR

1

N

ÿ

nďN

ˇ

ˇ

ˇ

ˇ

ˇ

1

M

ÿ

nďmăn`M

λpmqe2πimα

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0,

so the sup has changed the place! The strong λ-MOMO property for the
unipotent system remains hence open.

For the equivalence of

lim
MÑ8

lim sup
NÑ8

1

N

ÿ

nďN

sup
αPR

ˇ

ˇ

ˇ

ˇ

ˇ

1

M

ÿ

nďmăn`M

upmqe2πimα

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0,

with (56) see the appendix in [34] - only in the arXiv version of the paper.
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5.5 Orthogonality to CDISPec. Proof of Corollary 1.10

In view of Corollary 2.11 (see also (23)) and Theorem A, in order to obtain
u K CDISPec it is sufficient and necessary to have u K L2pKpIκqq for each
Furstenberg system κ of u.

By our previous results, for the class of all topological systems whose
all ergodic measures yield discrete spectra, Sarnak and Veech conditions
are equivalent. We now write the Veech condition combinatorially, i.e., we
provide the proof of Corollary 1.10.

Proof of Corollary 1.10. By Corollary 2.11, we need to show that for each κ
being a Furstenberg system of u, we have

(57)
ż

1

H

ÿ

hďH

|Epπ0 ˝ S
h ¨ π0|Iκq|2 dκÑ 0.

By the von Neumann theorem,
ż

ˇ

ˇ

ˇ
Epπ0 ˝S

h ¨ π0|Iκq
ˇ

ˇ

ˇ

2
dκ “ lim

NÑ8

1

N

ÿ

nďN

ż

pπ0 ˝S
h ¨ π0q ˝S

n ¨ π0 ˝ Sh ¨ π0 dκ.

Therefore, (57) is equivalent to

lim
HÑ8

1

H

ÿ

hďH

lim
NÑ8

1

N

ÿ

nďN

ż

pπ0 ˝ S
h ¨ π0q ˝ S

n ¨ π0 ˝ Sh ¨ π0 dκ “ 0.

Let pMkq be such that κ “ limkÑ8
1
Mk

ř

mďMk
δSmu. It follows immediately

that (57) is equivalent to

lim
HÑ8

1

H

ÿ

hďH

lim
NÑ8

1

N

ÿ

nďN

lim
kÑ8

1

Mk

ÿ

mďMk

upm`n`hqupm` nqupm` hqupmq “ 0

which is precisely }u}u2ppMkqq
“ 0. Now, it suffices to use (27).

Remark 5.9. In fact, already Frantzikinakis [17] (see slide no 10) showed
that if u is generic then }u}u2 “ 0 if and only if

lim
MÑ8

lim sup
NÑ8

1

N

ÿ

nďN

sup
αPR

ˇ

ˇ

ˇ

ˇ

ˇ

1

M

ÿ

nďmăn`M

upmqe2πimα

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0.

We recall that this condition is equivalent to the strong u-MOMO property
of the unipotent system px, yq ÞÑ px, y ` xq.

Remark 5.10. Note that for each (bounded) u : NÑ C satisfying }u}u2 “ 0
the system

(58) px, yq ÞÑ px, x` yq on pT2,Leb b Lebq
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cannot appear (up to isomorphism) as a Furstenberg system of u (because π0

is orthogonal to the L2pKpIκqq but for the unipotent system (58) the whole
system is relative Kronecker over the σ-algebra of invariant sets).

In particular, if }λ}u2 “ 0 holds for the Liouville function then (58) is not
its Furstenberg system – this would answer a question by N. Frantzikinakis
asked in 2016 (it is an official Problem 3.1 in [4]). However, the problem of
whether }λ}u2 “ 0 (or more generally }λ}us “ 0) seems to be difficult. The
best known results [43, 44] require a quantitative dependence between the
parameters M and N , i.e. M “ N θ, for arbitrary small, but fixed θ ą 0.

If }λ}u2 “ 0 holds then Sarnak’s conjecture holds for all (zero entropy)
systems whose ergodic measures yield discrete spectrum. So far it is only
known that Sarnak’s conjecture holds for systems whose all invariant mea-
sure yield discrete spectrum [15, 32, 33].

Ruling out (58) (or, more generally, nilpotent type systems) from the list
of potential Furstenberg systems of λ is important in view of Frantzikinakis
and Host’s results [20, 21] concerning the structure of Furstenberg systems of
multiplicative functions (although, for the moment, this structure is known
only for the logarithmic case).

In the light of [42], it would be also interesting to know whether }u}u2 “ 0
holds for some classical multiplicative functions. Note that this is not the
case for the class of aperiodic multiplicative functions defined in [42] since
as shown in [28] they have the unipotent system as a Furstenberg system14

(see also Remark 5.4).

5.6 Orthogonality to CDISP. Averaged Chowla property for
multiplicative functions

The assumptions of Theorem B are not satisfied for the class CDISP. In
this section we will show however that the assertion of this theorem holds
whenever u : NÑ C satisfies the following additional property:

(˚) all rotations on the circle satisfy the strong u-MOMO property.

We will need the following fact (see, e.g., [14]):

(59) each discrete spectrum automorphism is a factor of Rα ˆ Idr0,1s,

for some ergodic rotation by α P G on a compact (Abelian) metric group G.
Our key tool will be the following lemma.

Lemma 5.11. Suppose that p˚q holds. Then Rαˆ Idr0,1s satisfies the strong
u-MOMO property.

14In fact, for such functions u we have already }u}u1ppNkqq
ą 0 (for some pNkq), see

Corollary 6.5 in [28].
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Proof. It is enough to check the strong u-MOMO for functions F of the form
χb f , where χ P pG and f P Cpr0, 1sq. We have

1

bK

ÿ

kăK

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

F ppRα ˆ Idqnphk, ukqqupnq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“
1

bK

ÿ

kăK

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

χppRnαphkqqfpukqupnq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“ O

¨

˝

1

bK

ÿ

kăK

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

bkďnăbk`1

χpnαqupnq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

˛

‚.

Our claim follows from p˚q.

Theorem 5.12. Assume that u enjoys the property p˚q. Then u K CDISP
if and only if π0 K L2pKpκqq for each κ P VSpuq (iff the spectral measure σπ0
is continuous for each Furstenberg system κ).

Proof. We only need to show that u K CDISP implies π0 K L2pKpκqq for each
κ P VSpuq.15 Using (59), let p settle a factor map from Rαˆ Idr0,1s acting on
pGˆ r0, 1s,mG b Lebq and pXu{Kpκq,Kpκq, κ|Kpκqq. Let pmG b Lebqp stand
for the corresponding graph joining and ρ for the relatively independent
extension of it to a joining of pGˆr0, 1s,mGbLeb, Rαˆ Idq with pXu, κ, Sq.

Now, by Proposition 3.1, the integral
ş

Fbπ0 dρ can be computed using a
quasi-generic sequence ppgnq, pSnuqq. Since, by Lemma 5.11, our topological
system RαˆId satisfies the strong u-MOMO property, this integral vanishes.
On the other hand, for each F P CpGˆ r0, 1sq,

ż

F b π0 dρ “

ż

EpF |Xuqπ0 dκ

and since EρpCpGˆ r0, 1sq|Xuq is dense in L2pK, κ|Kq (in view of the defini-
tion of ρ), it follows that π0 K L2pKpκqq.

Proof of Corollary 1.15. Note that in the proof of Theorem 5.12, we have
shown that our original assumption p˚q already implies the Veech condition.
In particular, the Sarnak and the Veech properties are equivalent. Condi-
tion (17) is just rewriting the Wiener condition combinatorially. Finally, the
last part (18) is proved in Appendix A.

Proof of Corollary 1.16. By Corollary 1.15, we only need to show that irra-
tional rotations satisfy the strong u-MOMO property. This follows from the
fact that irrational rotations satisfy the AOP property [1] and that the AOP
property implies the strong u-MOMO property [3].

15Kpκq stands for the Kronecker factor of pXu, κ, Sq.
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6 No strong u-MOMO in positive entropy

In this section we discuss the problem of orthogonality to CZE and the re-
versed problem of the absence of orthogonality to an arbitrary positive
entropy systems, following some ideas from [3]. Recall that the following has
been proved in [3].

Proposition 6.1 ([3]). Let u : N Ñ C be a bounded arithmetic function.
The following are equivalent:

(a) u K CZE.

(b) For each pX,T q of zero entropy and f P CpXq, (1) holds uniformly in
x P X.

(c) Each zero entropy pX,T q satisfies the strong u-MOMO property.

On the other hand, it follows from the results of Downarowicz and Ser-
afin [11, 12] that for each u K CZE there exists pX,T q such that

(60) u K pX,T q and pX,T q R ZE.

In fact, one can get a positive entropy system pX,T q in which for every
f P CpXq (1) holds uniformly in x P X.

We prove however that (60) fails if orthogonality is replaced by the strong
u-MOMO property. To avoid technical details, we restrict ourselves to the
case of an arithmetic function u taking finitely many values.

Theorem D. Let u : NÑ C be an arithmetic function taking finitely many
values. Assume that u K CZE. Then no positive entropy topological dynami-
cal system satisfies the strong u-MOMO property.

6.1 Proof of Theorem D

We fix a bounded arithmetic function u : NÑ C. We need a series of results
from [3] in some modified forms. In [3], the equivalence of certain three
properties (P1), (P2) and (P3) of an ergodic measure-theoretic dynamical
system pZ,BpZq, κ,Rq was proved. Condition (P1) was nothing but the
strong u-MOMO for some topological system being a model of the system
given by κ. Instead of recalling (P2), let us formulate red its subsequence
version:

(P2’)

Assume that pX,T q is any topological system and let x P X.
If x is generic along pNkq for a measure which is isomorphic
(as dynamical systems) to κ then
limkÑ8

1
Nk

ř

nďNk
fpTnxqupnq “ 0 for each f P CpXq.
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The proof of the implication (P1) ùñ (P2’) is a repetition of the proof of
(P1) implies (P2). In Lemma 17 in [3], we need to consider the sequence
pNkq instead of N and start with lim sup along this sequence.

As a consequence of the above, we obtain the following version of Corol-
lary 12 from [3].

Corollary 6.2. Assume that κ is an ergodic shift-invariant measure on DZ
L,

and that there exists y P DZ
L, generic along pNkq for κ, correlating with

u along pNkq, i.e. the sequence p 1
Nk

ř

nďNk
ypnqupnqq does not go to zero.

Then the strong u-MOMO property fails for any uniquely ergodic model of
pDZ

L, κ, Sq.

Then, by repeating the proof from [3], we obtain the following form of
Corollary 14 in [3].

Corollary 6.3. Assume that y is generic along pNkq for a Bernoulli measure
ν, and that y and u correlate along pNkq. Then the strong u-MOMO property
fails for any pX,T q with hpX,T q ą hpνq.

We also need the following crucial probabilistic lemma whose proof we
postpone to the next subsection.

Lemma 6.4. Assume that X “ pXnqnPZ is a a stationary process of posi-
tive entropy, taking finitely many complex values. Then for any non-trivial
probability distribution β concentrated on a finite subset of R, there exists a
stationary coupling of X with a Bernoulli process Y “ pYnqnPZ of distribution
βbZ such that ErX0Y0s ‰ ErX0sErY0s.

We now assume that u takes finitely many values and satisfies the Veech
condition: π0 K L2pΠpκqq for each Furstenberg system κ of u.

Lemma 6.5. For each h ą 0 there exists a sequence y, generic for a
Bernoulli measure of entropy h along some increasing sequence pNkq, and
correlating with u along pNkq.

Proof. Let κ be a Furstenberg system of u, and pM`q such that u is generic
for κ along pM`q. By assumption, the entropy of the stationary process
defined by π0 under κ is positive. Take a real-valued Bernoulli shift of entropy
h (Bernoulli measure denoted by ν). Using Lemma 6.4, find a joining of κ and
ν for which π0 (in L2pXu, κq) is not orthogonal to π0 in L2pνq:

ş

π0bπ0 dρ ‰
0. Now, use a subsequence version of the lifting lemma (Theorem 5.16 in [6])
to find y in the subshift defining the Bernoulli automorphism such that pu, yq
is generic, along a subsequence pNkq “ pM`kq, for ρ. Then

0 ‰

ż

π0 b π0 dρ “ lim
kÑ8

1

Nk

ÿ

nďNk

π0pS
nuqπ0pS

nyq “ lim
kÑ8

1

Nk

ÿ

nďNk

upnqyn

which means that u and y correlate along pNkq.

Now the proof of Theorem D is a straightforward consequence of Lemma 6.5
and Corollary 6.3.
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6.2 Proof of Lemma 6.4

LetX “ pXnqnPZ be a positive entropy stationary process as in the statement
of the lemma. Without loss of generality (considering its real or imaginary
part), we can assume that this process takes its values in a finite subset
tx1 ă x2 ă ¨ ¨ ¨ ă xru of R. We also consider a given probability measure
β supported on a possibly different finite subset of R ty1 ă y2 ă ¨ ¨ ¨ ă ysu,
which is supposed to be non trivial (i.e. not reduced to a Dirac measure).
Thus we can assume that s ě 2, and βpyjq ą 0 for each 1 ď j ď s. The
purpose of this section is to show how we can construct a stationary coupling
of X with a Bernoulli process Y whose distribution is βbZ, in such a way
that for each n P Z,

(61) ErXnYns ą ErXnsErYns.

We observe that the validity of the preceding inequality is unchanged if we
replace Yn by Yn`C for a fixed C. Thus we can and we do assume without
loss of generality that the probability β is such that ErYns “ 0.

To construct the announced coupling, we just assume that, on the prob-
ability space where the process X is defined, we also have an i.i.d. process
V “ pVnqnPZ such that

• each Vn is uniformly distributed on r0, 1s,

• V is independent of X.

The construction will be divided into two steps: first we construct an aux-
iliary (uniform i.i.d.) process U and then we use it to construct Y which
satisfies the assertion of Lemma 6.4.

Step 1: uniform i.i.d. process U

For n P Z and j P t1, . . . , ru, we consider the random variable Pj,n defined
by

Pj,n :“ P
`

Xn “ xj | pXmqmďn´1

˘

.

When j is fixed, pPj,nqnPZ is a stationary process. On the other hand, if
we fix n, then pP1,n, . . . , Pr,nq is the conditional distribution of Xn given
pXmqmďn´1, in particular we have almost surely 0 ď Pj,n ď 1, and

r
ÿ

j“1

Pj,n “ 1.

This allows us to define a random partition of r0, 1r into disjoint subintervals
I1,n, . . . , Ir,n where for each j, Ij,n is the interval of length Pj,n defined by

Ij,n :“

«

ÿ

1ďiďj´1

Pi,n ;
ÿ

1ďiďj

Pi,n

«

.
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Figure 1: Definition of Un

Then we can define the random variable Un by

Un :“
r
ÿ

j“1

1Xn“xj

˜

ÿ

1ďiďj´1

Pi,n ` VnPj,n

¸

.

Informally, if Xn “ xj , we pick Un uniformly at random (using Vn) inside
Ij,n (see Figure 1). Therefore,

L pUn | pXmqmďn´1, pVmqmďn´1q “ Ur0,1s,

i.e., it is uniform on r0, 1s. But all Um, m ď n ´ 1, are measurable with
respect to pXmqmďn´1 and pVmqmďn´1, thus we also have

(62) L pUn | pUmqmďn´1q “ Ur0,1s and L pUnq “ Ur0,1s.

Indeed, this is just the application of the tower property of conditional expec-
tations: to obtain the left equality, notice that for any measurable A Ă r0, 1s,
we have

P
`

Un P A | pUmqmďn´1

˘

“ E
”

P
`

Un P A | pXmqmďn´1, pVmqmďn´1

˘

looooooooooooooooooooooomooooooooooooooooooooooon

LebpAq

| pUmqmďn´1

ı

“ LebpAq.

Moreover, it also follows from (62) that U is i.i.d.
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Note that by construction, Un is a measurable function of Vn, Xn and
pXmqmďn´1, which we abusively write as

Un “ Un pVn, Xn, pXmqmďn´1q .

Moreover, whenever we fix realizations ξ of pXmqmďn and v of Vn then Un
as a function of its second argument is increasing :

(63) Unpv, xj1 , ξq ă Unpv, xj2 , ξq, whenever xj1 ă xj2 .

Step 2: process Y as a function of U

We want to define Yn for a given n P Z. We use another partition of r0, 1r
into subintervals, according to the probability distribution β intended for
Yn: for 1 ď k ď s, set βk :“ βpykq and define the interval Jk :“

“

β1 ` ¨ ¨ ¨ `

βk´1;β1`¨ ¨ ¨`βk
“

. Then we simply define Yn as a function of Un by setting

Yn :“
s
ÿ

k“1

yk 1JkpUnq.

It follows by the choice of the intervals Jk and by LpUnq “ Ur0,1s that Yn is
distributed according to β. Moreover, by the independence of U , we have the
independence of Y . Thus, Y is a Bernoulli process with distribution βbZ.

It remains to prove the announced inequality (61). Observe that Yn is,
like Un, constructed as a measurable function of Vn, Xn and pXmqmďn´1,
which we also abusively write as

Yn “ Yn pVn, Xn, pXmqmďn´1q .

Since Yn is a non-decreasing function of Un, we get from (63) that for a fixed
realization ξ of pXmqmďn´1 and v of Vn, we have for 1 ď j1 ă j2 ď r

(64) Yn pv, xj1 , ξq ă Yn pv, xj2 , ξq

and it follows that the map

x P A ÞÑ E
“

Yn | pXmqmďn´1 “ ξ,Xn “ x
‰

is non-decreasing. Moreover, by the construction of Y , we have

L
`

Yn | pXmqmďn´1

˘

“ LpYnq “ β,

whence

(65) E
“

Yn | pXmqmďn´1

‰

“ ErYns “ 0.

Thus there exists j0 P t1, . . . , ru (depending on ξ) such that

E
“

Yn | pXmqmďn´1 “ ξ,Xn “ xjs ď 0 for 1 ď j ď j0,

E
“

Yn | pXmqmďn´1 “ ξ,Xn “ xjs ą 0 for j0 ` 1 ď j ď r.
(66)
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We then have, using (65) and (66),

E
“

XnYn | pXmqmďn´1 “ ξ
‰

“ E
“

pXn ´ xj0qYn | pXmqmďn´1 “ ξ
‰

“

j0
ÿ

j“1

pxj ´ xj0qE
“

Yn | pXmqmďn´1 “ ξ,Xn “ xjs

`

r
ÿ

j“j0`1

pxj ´ xj0qE
“

Yn | pXmqmďn´1 “ ξ,Xn “ xjs(67)

ě 0.

Now, we claim that the announced result is a consequence of the following
lemma.

Lemma 6.6. If the realization ξ of pXmqmďn´1 is such that the conditional
distribution LpXn | pXmqmďn´1 “ ξq is non-trivial, then

E
“

XnYn | pXmqmďn´1 “ ξ
‰

ą 0.

Indeed, since X has positive entropy, LpXn | pXmqmďn´1q is non-trivial
with positive probability, and thus we can conclude that

E
“

XnYn
‰

“ E
”

E
“

XnYn | pXmqmďn´1

‰

ı

ą 0.

Proof of Lemma 6.6. We fix a realization ξ of pXmqmďn´1 such that the
conditional distribution L

`

Xn | pXmqmďn´1 “ ξ
˘

is non-trivial. Then the
random variables Pj,n and the intervals Ij,n are fixed, because their values
only depend on ξ. Setting

j1 :“ min
 

j P t1, . . . , ru : Pj,n ą 0
(

,

and j2 :“ max
 

j P t1, . . . , ru : Pj,n ą 0
(

,

we have j1 ă j2. Moreover the intervals Ij1,n and Ij2,n are respectively of
the form r0, Pj1,nr and r1´Pj2,n, 1r, with 0 ă Pj1,n ď 1´Pj2,n ă 1. We now
discuss according to the relative position of the interval Ij2,n with respect to
the interval J1 (used to define Yn).

Case 1: J1 X Ij2,n “ H (see Figure 2). Then we have

(68) P
`

Yn “ y1 | pXmqmďn´1 “ ξ,Xn “ xj2
˘

“ 0,

whereas

(69) P
`

Yn “ y1 | pXmqmďn´1 “ ξ,Xn “ xj1
˘

ą 0.

Moreover, notice that (68) is equivalent to

(70) P
`

Yn ą y1 | pXmqmďn´1 “ ξ,Xn “ xj2
˘

“ 1,
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Figure 2: Case 1 (J1 X Ij2,n “ H)

Figure 3: Case 2 (J1 X Ij2,n ‰ H)

It follows from (69) and (70) that there exists a Vn-measurable event A of
positive probability such that, on A,

Yn
`

Vn, xj2 , ξ
˘

ą y1 “ Yn
`

Vn, xj1 , ξ
˘

.

Remembering (64), we get
(71)

E
“

Yn | pXmqmďn´1 “ ξ,Xn “ xj2
‰

ą E
“

Yn | pXmqmďn´1 “ ξ,Xn “ xj1
‰

.

Case 2: J1XIj2,n ‰ H (see Figure 3). Then Ij1,n Ă J1 and Ij1,nXJs “ H.
It follows that

P
`

Yn “ ys | pXmqmďn´1 “ ξ,Xn “ xj1
˘

“ 0,

whereas
P
`

Yn “ ys | pXmqmďn´1 “ ξ,Xn “ xj2
˘

ą 0.

In this case, we get a Vn-measurable event A of positive probability such
that, on A,

Yn
`

Vn, xj2 , ξ
˘

“ ys ą Yn
`

Vn, xj1 , ξ
˘

,
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and as before we conclude that (71) holds.
Now, since (71) always holds, and since

E
“

Yn | pXmqmďn´1 “ ξ
‰

“ 0 “
r
ÿ

j“1

Pj,n E
“

Yn | pXmqmďn´1 “ ξ,Xn “ xj
‰

,

we deduce that

E
“

Yn | pXmqmďn´1 “ ξ,Xn “ xj2
‰

ą 0.

It follows that in the sum (67), at least the term corresponding to j “ j2 is
positive, and this yields

E
“

XnYn | pXmqmďn´1 “ ξ
‰

ą 0.
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Appendix

A From averaged double to averaged multiple cor-
relations

This section follows some arguments from [42].

Remark A.1. In the proof below we will use the following standard fact:
let pxpnqq be a sequence of complex number bounded by 1. Then

ÿ

mďM

|xpmq| “ opMq

is equivalent to
ÿ

mďM

|xpmq|2 “ opMq.

The little “o” is uniform with respect to M . 16

We have the following general lemma:

Lemma A.2. Let pN`q`PN be a sequence of natural numbers. For k P N let
a, b1, . . . bk : NÑ C be sequences bounded by 1. Assume that a satisfies

(72) lim
HÑ8

1

H

ÿ

hďH

lim
`Ñ8

1

N`

ˇ

ˇ

ˇ

ÿ

nďN`

apnqapn` hq
ˇ

ˇ

ˇ
“ 0.

Then

(73) lim
HÑ8

1

Hk

ÿ

h1,...,hkďH

lim
`Ñ8

1

N`

ˇ

ˇ

ˇ

ÿ

nďN`

apnq
k
ź

i“1

bipn` hiq
ˇ

ˇ

ˇ
“ 0.

Proof. Notice first that (73) can be rewritten as the following: for every
ε ą 0, there exists Hε such that for H ą Hε and all ` sufficiently large
(depending on H), we have

A :“
1

Hk

ÿ

h1,...,hkďH

1

N`

ˇ

ˇ

ˇ

ÿ

nďN`

apnq
k
ź

i“1

bipn` hiq
ˇ

ˇ

ˇ
ă ε.

16If ε :“ 1
M

ř

mďM |xpmq|
2 then by Markov’s inequality

1

M
|tm ďM : |cm|

2
ě ε1{2u| ď

1

ε1{2
¨ ε “ ε1{2

and then

1

M

ÿ

mďM

|xpmq| “
1

M

ÿ

mďM,|xpmq|ěe1{4

|xpmq| `
1

M

ÿ

mďM,|xpmq|ăε1{4

|xpmq| ď ε1{2 ` ε1{4.
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Now, notice that for any H,N`, H
1 and any h1 ď H 1, by shifting the

summation over n ď N` by h1 (for every fixed choice of h1, . . . hk), we have

ÿ

h1,...,hkďH

ˇ

ˇ

ˇ

ÿ

nďN`

apnq
k
ź

i“1

bipn` hiq
ˇ

ˇ

ˇ
“

ÿ

h1,...,hkďH

ˇ

ˇ

ˇ

ÿ

h1ďnďN``h1

apnq
k
ź

i“1

bipn` hiq
ˇ

ˇ

ˇ
`OpHk ¨ h1q “

ÿ

h1,...,hkďH

ˇ

ˇ

ˇ

ÿ

nďN`

apn` h1q
k
ź

i“1

bipn` hi ` h
1q

ˇ

ˇ

ˇ
`OpHk ¨ h1q

and OpHk ¨ h1q “ OpHk ¨H 1q. Notice that as hi is taken from r0, Hs, then
hi`h

1 is taken from rh1, H`h1s (which is a small shift of r0, Hs if h1 is much
smaller than H). So putting h1 to the summation over hi, we get

ÿ

h1,...,hkďH

ˇ

ˇ

ˇ

ÿ

nďN`

apn` h1q
k
ź

i“1

bipn` hi ` h
1q

ˇ

ˇ

ˇ
“

ÿ

h1ďh1,...,hkďH`h1

ˇ

ˇ

ˇ

ÿ

nďN`

apn` h1q
k
ź

i“1

bipn` hiq
ˇ

ˇ

ˇ
“

ÿ

h1,...,hkďH

ˇ

ˇ

ˇ

ÿ

nďN`

apn`h1q
k
ź

i“1

bipn`hiq
ˇ

ˇ

ˇ
`O

´

ph1Hk´1 ` ph1q2Hk´2 ` . . .` ph1qkqN`

¯

and O
`

ph1Hk´1 ` ph1q2Hk´2 ` . . .` ph1qkqN
˘

“ OppH 1qkHk´1N`q. Putting
the two displayed equations together we get that for every h1 ď H 1,

A “
1

Hk

ÿ

h1,...,hkďH

1

N`

ˇ

ˇ

ˇ

ÿ

nďN`

apn` h1q
k
ź

i“1

bipn` hiq
ˇ

ˇ

ˇ
`O

´H 1

N`

¯

`O
´

pH 1qk

H

¯

.

Averaging the above equation over all h1 ď H 1, we get that

A “
1

Hk

ÿ

h1,...,hkďH

1

H 1

ÿ

h1ďH 1

1

N`

ˇ

ˇ

ˇ

ÿ

nďN`

apn` h1qGpnq
ˇ

ˇ

ˇ
`O

´H 1

N`

¯

`O
´

pH 1qk

H

¯

,

where Gpnq “
śk
i“1 bipn` hiq.

We will now estimate

(74)
1

H 1

ÿ

h1ďH 1

1

N2
`

ˇ

ˇ

ˇ

ÿ

nďN`

apn` h1qGpnq
ˇ

ˇ

ˇ

2
“

1

N2
`

ÿ

n,n1ďN`

´ 1

H 1

ÿ

h1ďH 1

apn` h1qapn1 ` h1q
¯

GpnqGpn1q,
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which will be easier to handle than the above expression for A (and then use
Remark A.1 to get rid of the squares). Clearly, to obtain an upper bound
for (74), it suffices to obtain an upper bound for

(75)
1

N2
`

ÿ

n,n1ďN`

1

H 1

ˇ

ˇ

ˇ

ÿ

h1ďH 1

apn` h1qapn1 ` h1q
ˇ

ˇ

ˇ
.

Again, it will be easier to deal with

(76)
1

N2
`

ÿ

n,n1ďN`

1

H 12

ˇ

ˇ

ˇ

ÿ

h1ďH 1

apn` h1qapn1 ` h1q
ˇ

ˇ

ˇ

2

(and use Remark A.1 to get rid of the squares). Expanding the square again
we get that (76) is equal to

1

N2
`

ÿ

n,n1ďN`

1

H 12

ÿ

h1,h2ďH 1

apn` h1qapn1 ` h1qapn` h2q ¨ apn1 ` h2q “

1

N2
`

ÿ

n,n1ďN`

1

H 12

ÿ

h1,h2ďH 1

apn` h1qapn` h2qapn1 ` h2qapn1 ` h1q.

The sum in the last term by exchanging the order of summation is equal to

1

H 12

ÿ

h1,h2ďH 1

ˇ

ˇ

ˇ

1

N`

ÿ

nďN`

apn` h1qapn` h2q
ˇ

ˇ

ˇ

2
“

1

H 12

ÿ

h1,h2ďH 1

ˇ

ˇ

ˇ

1

N`

ÿ

nďN`

apnqapn` h2 ´ h1q
ˇ

ˇ

ˇ

2
`Op

H 12

N2
`

q.

Finally, grouping according to h “ h2 ´ h1, we get that that the above is
equal to

1

H 12

ÿ

|h|ďH 1

|H 1 ´ h| ¨
ˇ

ˇ

ˇ

1

N`

ÿ

nďN`

apnqapn` hq
ˇ

ˇ

ˇ

2
`Op

H 12

N2
`

q ď

1

H 1
¨

ÿ

|h|ďH 1

ˇ

ˇ

ˇ

1

N`

ÿ

nďN`

apnqapn` hq
ˇ

ˇ

ˇ

2
`Op

H 12

N2
`

q.

That is, the expression from (76) equals

(77)
1

H 1

ÿ

|h|ďH 1

ˇ

ˇ

ˇ

ˇ

ˇ

ř

nďN`
apnqapn` hq

N`

ˇ

ˇ

ˇ

ˇ

ˇ

2

`O

ˆ

pH 1q2

N2
`

˙

.

Now, by the assumption of our lemma, it follows that

1

H 1

ÿ

|h|ďH 1

ˇ

ˇ

ˇ

ˇ

ˇ

ř

nďN`
apnqapn` hq

N`

ˇ

ˇ

ˇ

ˇ

ˇ

“ op1q,
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which, by Remark A.1, is equivalent to

1

H 1

ÿ

|h|ďH 1

ˇ

ˇ

ˇ

ˇ

ˇ

ř

nďN`
apnqapn` hq

N`

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ op1q.

Therefore, (77) (and, thus, also (76)) is of the order of op1q ` O
´

pH 1q2

N2
`

¯

.
Using again Remark A.1, we conclude that also (75) is of the same order. It
follows immediately that also the order of (74) is the same.

Thus, we have proved that

A “ o p1q `O

ˆ

pH 1q2

N2
`

˙

`O

ˆ

H 1

N`

˙

`O

ˆ

pH 1qk

H

˙

.
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