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Clustered Sampling: Low-Variance and Improved Representativity
for Clients Selection in Federated Learning

Yann Fraboni 1 2 Richard Vidal 2 Laetitia Kameni 2 Marco Lorenzi 1

Abstract
This work addresses the problem of optimizing
communications between server and clients in
federated learning (FL). Current sampling ap-
proaches in FL are either biased, or non optimal
in terms of server-clients communications and
training stability. To overcome this issue, we in-
troduce clustered sampling for clients selection.
We prove that clustered sampling leads to better
clients representatitivity and to reduced variance
of the clients stochastic aggregation weights in
FL. Compatibly with our theory, we provide two
different clustering approaches enabling clients
aggregation based on 1) sample size, and 2) mod-
els similarity. Through a series of experiments
in non-iid and unbalanced scenarios, we demon-
strate that model aggregation through clustered
sampling consistently leads to better training con-
vergence and variability when compared to stan-
dard sampling approaches. Our approach does
not require any additional operation on the clients
side, and can be seamlessly integrated in standard
FL implementations. Finally, clustered sampling
is compatible with existing methods and technolo-
gies for privacy enhancement, and for communi-
cation reduction through model compression.

1. Introduction
Federated learning (FL) is a training paradigm enabling
different clients to jointly learn a global model without
sharing their respective data. Communication can be a
primary bottleneck for FL since wireless and other end-user
internet connections operate at variable communication rates
while being potentially unreliable. Moreover, the capacity
of the aggregating server may impose constraints on the
number of clients the server can communicate with at the
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same time. These considerations led to significant interest
in reducing the number and bandwidth of communications
at every step of the FL process.

One of the most popular communication reduction strategies
consists in limiting the frequency of communications at the
expense of increased computation on the clients side. This
is usually achieved by asking the clients to perform multiple
iterations of local gradient descent before communicating
their updates. In this setting, FedAvg (McMahan et al.,
2017) is the first and most widely used FL algorithm, for
which convergence bounds were given in (Wang et al., 2020;
Li et al., 2020; Karimireddy et al., 2020; Yu et al., 2019;
Khaled et al., 2020; Woodworth et al., 2020; Lin et al., 2020;
Stich, 2019).

To further reduce the number of communications, the server
can select a subset of clients participating at every itera-
tion. This strategy, called client sampling, enables reducing
communications to the minimum. FedAvg first proposed
selecting m clients uniformly without replacement while
replacing the contribution of the non-sampled clients with
the current global model. However this scheme is known
for being biased, since the resulting model is, in expecta-
tion, different from the deterministic aggregation of every
client. To overcome this issue, (Li et al., 2018) proposes an
unbiased sampling scheme where the new global model is
created as the average of the sampled clients work. The sam-
pling is based on a multinomial distribution (MD) whose
clients probabilities corresponds to their relative sample size.
While other clients sampling schemes have been proposed,
most of them require additional server-clients communica-
tions and are not proven to be unbiased (Li et al., 2020;
Chen et al., 2020; Nishio & Yonetani, 2019).

To the best of our knowledge, FedAvg and MD sampling are
the only schemes keeping to a minimum server-clients com-
munications. In particular, MD sampling has been proven
to lead to FL optimum and shown experimentally to out-
perform FedAvg sampling (Li et al., 2020). In spite of its
unbiasedness, MD sampling may still lead to large vari-
ance in the clients selection procedure. While unbiasedness
guarantees proper clients representativity in expectation,
representativity is not necessarily achieved when consid-
ering a single FL iteration. Since at each MD sampling
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instance we select clients with replacement, this determines
a variance in the amount of times a client is selected. This
sampling variance is a leading cause of the large variability
in the convergence of FL, especially in non-iid applications.
Indeed, at each iteration, sampled clients improve the global
model based on their data distribution, to the detriment of
the data specificity of non-sampled clients.

While the literature mainly focused on the study of the
behavior of FL sampling strategies in expectation, to our
knowledge this study provides the first theoretical inves-
tigation of the variability properties of FL sampling. In
what follows, we show that this statistical aspect is crucial
to determine convergence stability and quality of FL. The
contribution of this work is the introduction of clustered
sampling, a new unbiased client sampling scheme improv-
ing MD sampling by guaranteeing smaller client selection
variability, while keeping to a minimum server-clients com-
munications. By increasing every client representativity in
model aggregations, clustered sampling ensures that clients
with unique distributions are more likely of being sampled,
leading to smoother and faster FL convergence.

We first derive, in Section 2, the theory behind current FL
sampling schemes our work is built on. We then formally
introduce clustered sampling in Section 3 and prove its the-
oretical correctness by extending the work done in (Wang
et al., 2020). We finally show the theoretical benefits of clus-
tered sampling over MD sampling. In Section 4, we propose
an implementation of clustered sampling aggregating clients
based on their sample size, showing that this approach leads
to reduced variance of the clients’ aggregation weights. In
Section 5, we extend our sampling theory to aggregation
schemes based on the similarity between clients updates,
showing that this approach further reduces the variance of
clients aggregation weights while improving the represen-
tation of the clients during each FL aggregation step, as
compared to MD sampling. This result leads to an overall
improvement of the convergence of FL. Finally, in Section 6,
we experimentally demonstrate our work on a broad range
of balanced and unbalanced heterogeneous dataset. The
code used for this work is available here1.

2. Related Work
Before introducing in Section 3 the core idea of clustered
sampling, we first recapitulate in Section 2 the current theory
behind parameter aggregation and sampling schemes for FL.

2.1. Aggregating clients local updates

In FL, we consider a set I of clients respectively owning
datasets Di composed of ni samples. FL aims at optimizing

1https://github.com/Accenture//Labs-Federated-
Learning/tree/clustered_sampling

the average of each clients local loss function weighted by
their importance pi

L(θ) =
∑
i∈I

piLi(θ), (1)

where θ represents the model parameters and
∑n
i=1 pi = 1.

While any combination of {pi} is possible, a common
choice consists in defining pi = ni/M , where M =∑
i∈I ni is the total number of sample across datasets. In

this work, we adopt the same definition of the improtance
weights, althought the theory derived below does not depend
on ny specific choice of the parameters {pi}.

In this setting, to estimate a global model across clients,
FedAvg (McMahan et al., 2017) is an iterative training strat-
egy based on the aggregation of local model parameters θti .
At each iteration step t, the server sends the current global
model parameters θt to the clients. Each client updates the
model by minimizing the local cost function L(θt+1

i ,Di)
through a fixed amount of SGD initialized with θt. Sub-
sequently each client returns the updated local parameters
θt+1
i to the server. The global model parameters θt+1 at the

iteration step t+1 are then estimated as a weighted average,
i.e.

θt+1 =
∑
i∈I

ni
M
θt+1
i . (2)

2.2. Clients’ sampling

Clients sampling is a central operation of FL. FedAvg
(McMahan et al., 2017) proposes to uniformly sample a
subset of participating clients St at every iteration while
the other clients updates are replaced by the current global
model, i.e.

θt+1 =
∑
i∈St

ni
M
θt+1
i +

∑
i/∈St

ni
M
θt. (3)

The sampling scheme introduced by FedAvg is generally
slow due to the attrition introduced by non-participating
clients. To solve this problem, (Li et al., 2018) proposes
instead to sample St, the subset of clients at iteration t,
from a Multinomial Distribution (MD) where each client is
sampled according to its relative data ratio pi = ni

M . The
new global model is obtained as the average of each selected
client, i.e.

θt+1 =
∑
i∈St

1

m
θt+1
i . (4)

By design, MD sampling is such that the aggregation of
clients model updates is identical in expectation to the one
obtained when considering all the clients, i.e. ESt

[
θt+1

]
=∑

i∈I piθ
t+1
i . Sampling schemes following this property are

called unbiased. Notably, the sampling scheme employed
by FedAvg does not satisfy this property, and it is thus prone
to clients-drift (Karimireddy et al., 2020).

https://github.com/Accenture/Labs-Federated-Learning/tree/clustered_sampling
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2.3. FL convergence with MD client sampling

Theoretical guarantees regarding the convergence of FedAvg
were given in (Wang et al., 2020). The proof relies on
assumptions classically used in Stochastic Gradient Descent
(SGD) analysis (Bottou et al., 2018) (Assumptions 1 and
2 below), or commonly used in the federated optimization
literature (Li et al., 2018; 2020; Haddadpour et al., 2019;
Karimireddy et al., 2020; Wang et al., 2019) to capture the
dissimilarities of local objectives (Assumption 3 below).

Assumption 1 (Smoothness). The clients local
objective function is Lipschitz smooth, that is,
‖∇Li(x)−∇Li(y)‖ ≤ L ‖x− y‖ ,∀i ∈ {1, ..., n}.
Assumption 2 (Unbiased Gradient and Bounded Variance).
For each client i local model, the stochastic gradient gi(x|ξ)
of model x evaluated on batch ξ is an unbiased estimator
of the local gradient: Eξ [gi(x|ξ)] = ∇Li(x), and has
bounded variance Eξ [‖gi(x|ξ)−∇Li(x)‖] ≤ σ2,∀i ∈
{1, ..., n} with σ2 ≥ 0.

Assumption 3 (Bounded Dissimilarity). For any set of
weights {wi ≥ 0}ni=1 such that

∑n
i=1 wi = 1, there

exists constants β2 ≥ 1 and κ2 ≥ 0 such that∑n
i=1 wi ‖∇Li(x)‖

2 ≤ β2 ‖
∑n
i=1 wi∇Li(x)‖

2
+κ2. If all

the local loss functions are identical, then we have β2 = 1
and κ2 = 0.

The following theorem was proven in (Wang et al., 2020)
and provides theoretical guarantees for MD client sampling.

Theorem 1. Under Assumptions 1 to 3, and local learning
rate η =

√
m/NT , FL with FedAvg when sampling m

clients with MD converges to a stationary point of L(θ):

1

T

T∑
t=0

E
[∥∥∇L(θt)∥∥2] ≤ O( 1√

mNT
) +O(mN

T
). (5)

The proof of Theorem 1 can be found in (Wang et al., 2020)
and shows that considering a subset of workers with MD
client sampling is enough to ensure convergence of the
global model to a local minimum of the federated loss func-
tion, equation (1). Following the conclusions of that work,
to avoid optimizing a surrogate loss function instead of the
federated one in equation (1), the server asks from every
client to compute the same amount of SGD steps N .

2.4. Sampling schemes comparison

Other client sampling schemes have been proposed. For
example, with (Li et al., 2020), the server sends the global
model to every client before creating the new global model
out of the first m updated models the server receives; with
(Chen et al., 2020), the server waits for every client to send
the norm of their work before selecting the m clients with
the most relevant updates; with (Nishio & Yonetani, 2019),

clients transmit information about their available computa-
tion resources before the server selects m of them in func-
tion of their availability. Contrarily to FedAvg and MD
sampling, these sampling schemes require additional com-
munications and sometimes even computation from all the
clients. On the contrary, FedAvg and MD sampling have
the appealing property of maintaining to a minimum the
amount of clients-server communications at each iteration.
The global model is sent only to the sampled clients, and
the amount of local work is set for those clients to only N
SGD updates. To the best of our knowledge, FedAvg and
MD sampling schemes are the only approaches minimizing
the effective work and communications asked to the clients.
Moreover, while FedAvg sampling has no theoretical guar-
antees regarding its convergence, neither regarding the un-
biasedness of its global model, MD sampling is shown to
converge to a stationary point of the global loss function (1)
(Theorem 1). Based on these considerations and given that
(Li et al., 2020) shows experimentally that MD sampling
outperforms FedAvg, in the rest of this work we consider
MD sampling as reference sampling technique.

3. Clustered sampling
In Section 3.1, we first introduce clustered sampling and
prove the convergence of FL under this scheme. In Sec-
tion 3.2, we show the statistical improvements brought by
clustered sampling as compared to MD client sampling,
in terms of reduced sampling variance, and better clients
representativity across the entire FL process.

3.1. Definition of clustered sampling

Let us consider n clients participating to FL. With MD sam-
pling,m clients are sampled from a multinomial distribution
supported on {1, ..., n} where a client is selected in function
of its data ratio pi.

Assumption 4 (Unbiased Sampling). A client sampling
scheme is said unbiased if the expected value of the client
aggregation is equal to the global deterministic aggregation
obtained when considering all the clients, i.e.

ESt

[
θt
]
= ESt

∑
j∈St

wj(St)θ
t
j

 :=

n∑
i=1

piθ
t
i , (6)

wherewj(St) is the aggregation weight of client j for subset
of clients St.

In (Li et al., 2020), the notion of unbiased sampling is in-
troduced by means of Assumption 4. MD sampling follows
this assumption, and thus provides at every iteration an unbi-
ased global model. However, MD sampling enables a client
to be sampled from 0 to m times with non-null probability
at each iteration, giving aggregation weights for every client
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ranging from 0 to 1. As a result, MD sampling provides
appropriate representation for every client in expectation,
with however potentially large variance in the amount of
times a client is selected. As a consequence, the represen-
tativity of a client at any given realization of a FL iteration
may not guaranteed. In the following we introduce clustered
sampling, and show that this strategy leads to decreasing
clients aggregation weight variance and better clients repre-
sentativity.

We denote by W0 the multinomial distribution with support
on {1, ..., n} used to sample one client according to its
data ratio pi. MD sampling can be seen as sampling m
times with W0. With clustered sampling, we propose to
generalize MD sampling by sampling m clients according
to m independent distributions {Wk(t)}mk=1 each of them
privileging a different subset of clients based on opportune
selection criteria (Section 4 and 5). With clustered sampling,
the m clients can be sampled with different distributions
and, at two different iterations, the set of distributions can
differ. MD sampling is a special case of clustered sampling
when ∀t, ∀k ∈ {1, ...,m}, Wk(t) =W0.

In the rest of this work, we denote by rtk,i the probability for
client i to be sampled in distributionWk(t). By construction,
we have:

∀k ∈ {1, ...,m},
n∑
i=1

rtk,i = 1 with rtk,i ≥ 0. (7)

We also require clustered sampling to be unbiased. Extend-
ing Assumption 4 to m independent sampling distributions
{Wk(t)}mk=1, we obtain the property:

∀i ∈ {1, ..., n},
m∑
k=1

rtk,i = m pi. (8)

Proposition 1. Equations (7) and (8) are sufficient condi-
tions for clustered sampling to satisfy Assumption 4.

Proof. Satisfying equation (7) ensures the m distributions
used with clustered sampling are feasible. When sampling
one client from one of the m distributions Wk(t), we get:

EWk(t)

 ∑
j∈Wk(t)

wj(Wk(t))θ
t
j

 =

n∑
i=1

rtk,iθ
t
i . (9)

By linearity of the expected value, the expected new global
model is the average between the weighted models obtained
according to each distribution {Wk}mk=1 derived in equation
(9), i.e.

ESt

[
θt
]
=

m∑
k=1

1

m

n∑
i=1

rtk,iθ
t
i =

n∑
i=1

piθ
t
i , (10)

where the second equality comes from equation (8).

In Theorem 2, we prove that FedAvg with clustered sam-
pling satisfying Assumptions 1 to 3 and Proposition 1 has
the same convergence bound to a FL local optimum as with
FedAvg and MD sampling. The proof of Theorem 2 can be
found in Appendix A.

Theorem 2. Under Assumption 1 to 3, and local learning
rate η =

√
m/NT , let’s consider FL with FedAvg when

sampling m clients with clustered sampling scheme satis-
fying Proposition 1. The same asymptotic behavior of MD
sampling holds :

1

T

T∑
t=0

E
[∥∥∇L(θt)∥∥2] ≤ O( 1√

mNT
) +O(mN

T
) (11)

In the proof of Theorem 2 (Appendix A), we show that this
convergence bound holds for any clustered sampling scheme
satisfying Proposition 1. Moreover, the convergence bound
of MD sampling is a bound itself for the convergence of a
general clustered sampling scheme satisfying Proposition
1. Therefore, clustered sampling enjoys better convergence
guarantees than MD sampling.

3.2. Improvements provided by clustered sampling

We introduced clustered sampling in Section 3.1 and showed
that under the condition of Proposition 1 it provides the same
convergence bound of MD sampling. In this section, we
investigate the statistical benefits of clustered sampling with
respect to MD sampling.

We define by ωi(S) the aggregation weight of client i with
subset of sampled clients S, and by SMD and SC(t) the
subset of clients sampled at iteration t with respectively MD
and clustered sampling.

We consider a clustered sampling scheme following Propo-
sition 1. Hence, for both MD and clustered sampling, the
expected aggregation equals the deterministic aggregation
when considering all the clients leading to:

ESMD(t) [ωi(SMD)] = ESC(t) [ωi(SC(t))] = pi. (12)

With clustered sampling, we first show that every client has
a smaller aggregation weight variance. A client’s aggrega-
tion weight can be written as ωi(S) = 1

m

∑m
k=1{lk = i},

where lk is the index of the kth sampled client. With MD
sampling, m clients are iid sampled according to B(pi), a
Bernoulli distribution with probability pi, giving the follow-
ing variance:

VarSMD
[ωi(SMD)] =

1

m2
mVar [B(pi)] (13)

=
1

m2
mpi(1− pi). (14)

Clustered sampling instead selects independently m clients
according to the distributions {Wk(t)}mk=1. Therefore, each
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client is sampled according to B(rtk,i) giving:

VarSC(t) [ωi(SC(t))] =
1

m2

m∑
k=1

Var
[
B(rtk,i)

]
(15)

=
1

m2

m∑
k=1

rtk,i(1− rtk,i). (16)

By the Cauchy-Schwartz inequality, one can prove that

VarSMD
[ωi(SMD)] ≥ VarSC(t) [ωi(SC(t))] , (17)

with equality if and only if all the m distributions are equal
to the one of MD sampling, i.e. ∀k, Wk(t) = W0. Exact
derivation is given in Appendix B. Therefore, with clustered
sampling, every client has a smaller aggregation weight
variance. Another interesting statistical measure of repre-
sentativity is the probability for a client to be sampled, i.e.
P({i ∈ S}). In particular, increasing the probability for
every client to be sampled is mandatory to allow a proper
representation of each client’s data specificity in the global
model, especially in heterogeneous setting, such as with
non-iid and unbalanced clients. For this statistical measure,
clustered sampling also provides better guarantees than MD
sampling. With MD sampling, clients are iid sampled giving

p(i ∈ SMD) = 1− p({i /∈ SMD}) (18)
= 1− p({i /∈W0})m (19)
= 1− (1− pi)m. (20)

Similarly, with clustered sampling we get:

p(i ∈ SC(t)) = 1−
m∏
k=1

p({i /∈Wk(t)}) (21)

= 1−
m∏
k=1

(1− rtk,i). (22)

Since we assume here that clustered sampling follows Propo-
sition 1, from equation (8), and from the inequality of arith-
metic and geometric means, we get:

p({i ∈ SMD(t)}) ≤ p({i ∈ SC(t)}), (23)

with equality if and only if all the m distributions are equal
to the one of MD sampling, i.e. ∀k, Wk(t) = W0 (deriva-
tion in Appendix B). Therefore, with clustered sampling,
every client has an higher probability of being sampled and
thus is better represented throughout the FL process.

In conclusion, clustered sampling reduces clients aggrega-
tion weights variance and increases their representativity.
These results are important for FL applications with het-
erogeneous federated dataset. Increasing a client represen-
tativity ensures that clients with unique distributions are
more likely of being sampled, and can potentially lead to
smoother and faster FL convergence.

Algorithm 1 Clustered sampling based on sample size
1: Input: {ni}ni=1 clients number of samples
2: Order clients by descending importance of ni.
3: k ← 1 distribution index.
4: q ← 0 sum of samples.
5: M ←

∑n
i=1 ni total number of samples.

6: for each client i = 1 to n do
7: q ← q +mni
8: q = aiM + bi with ai and bi non negative integers
9: if ai > k then

10: r′k,i ←M − bi−1
11: ∀l ≥ k + 1 s.t. (ai − 1)− l ≥ 0, r′k,i ←M
12: end if
13: r′ai,i ← bi
14: k ← ai
15: end for
16: Output: Sampling probabilities rk,i = r′k,i/M .

4. Clustered sampling based on sample size
We introduced and showed the convergence of unbiased clus-
tered sampling in Section 3. Clustered sampling schemes
compatible with Proposition 1 are numerous, including MD
sampling. In this section, we first provide an unbiased clus-
tered sampling scheme based on the number of samples ni
owned by each client. The proposed scheme, illustrated in
Algorithm 1 , is compatible with Proposition 1. In particular,
we have the following theorem:

Theorem 3. Algorithm 1 outputs m distributions for a clus-
tered sampling satisfying Proposition 1. The complexity of
the algorithm is O(nlog(n)).

Proof. Algorithm 1 identifies the m distributions Wk by
defining m sets qk of cardinality M in which each client
i is represented with probability rk,i. The sets are con-
structed as follows. We define by n′i = mni the total num-
ber of samples to be allocated for each client. We thus
have mM samples to allocate over the m sets qk. For each
client, the integer division n′i = Mai + bi, identifies ai
sets for which the client must be represented with prob-
ability 1. The remaining bi samples are allocated to the
remaining m −

∑
i ai sets. This is possible by observing

that Mm =
∑
i n
′
i = M(

∑
i ai) +

∑
i bi, and therefore

M(m−
∑
i ai) =

∑
i bi. By construction, Proposition 1 is

satisfied: |qk| =M implies equation (7), while equation (8)
is met since, for each client, the total number of samples dis-
tributed across the sets qk is n′i = mni, and thus each client
is represented with proportion mpi across all the distribu-
tions. Algorithm 1 provides the practical implementation of
this scheme.

The complexity of Algorithm 1 is derived in Appendix C,
where we also provide a schematic illustration of the alloca-
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Algorithm 2 Clustered sampling based on model similarity
1: Input: {ni}ni=1 clients number of samples, {Gi}ni=1

clients representative gradient, m number of sampled
clients, clustering method (e.g. Ward method), s simi-
larity function (e.g. Arccos)

2: Estimated hierarchical clustering P with clustering
method from similarity matrix ρ with ρi,j = s(Gi, Gj).

3: Cut P to determine K ≥ m groups {Bk}Kk=1. We
define qk as the total number of samples of the corre-
sponding clients: qk =

∑
i∈Bk

mni ≤M .
4: Order the groups {Bk}Kk=1 by decreasing qk.
5: Define clients number of samples in the m distributions
{Wk}mk=1 based on the ranking of qk : ∀k ≤ m,∀i ∈
Bk, r

′
k,i ← mni.

6: Create a set with the clients of the remaining groups
S = {{i, ui = mni}, ∀i ∈ Bm+1 ∪ ... ∪BK}

7: k ← 1 Start considering the first distribution Wk

8: repeat
9: Select first client i in S with ui samples to allocate

10: Determine ai and bi the quotient and remainder of
the euclidean division of qk + ui by M

11: if ai = 0 then
12: r′k,i ← bi and i removed from S
13: else
14: r′k,i ←M − qk
15: ui ← ui − r′k,i
16: Remove i from S if ui = 0
17: k ← k + 1
18: end if
19: until S = ∅, Proposition 1 is satisfied
20: Output: Sampling probabilities rk,i = r′k,i/M .

tion procedure.

We note that with Algorithm 1 a client i can be sampled up
to bmpic+ 2 times. This is an improvement from MD sam-
pling where clients can be instead sampled up to m times.
Since clustering is performed according to the clients sam-
ple size ni, unless ni changes during the learning process,
Algorithm 1 needs to be run only once at the beginning of
the learning process, i.e. {Wk(t)}mk=1 = {Wk}mk=1.

5. Clustered sampling based on similarity
We have shown, in Section 3, that unbiased clustered sam-
pling is a generalization of MD sampling providing smaller
aggregation weight variance for every client, and we pro-
posed in Section 4 an algorithm to practically fulfill Propo-
sition 1 to obtain m distributions grouping clients based on
their number of samples ni.

In this section we extend the approach of Section 3 to define
a novel clustered sampling scheme where sampling distribu-

tions are defined based on the similarity across clients. In
what follows we define clients similarity based on the mea-
sure of representative gradient. The representative gradient
is the difference between a client’s updated model and the
global model. Comparing clients’ representative gradients
at a given iteration is shown to be an effective approach for
detecting similarity between FL participants (Sattler et al.,
2019).

Algorithm 2 adopts this concept to define a clustered sam-
pling scheme compatible with Proposition 1. We have:

Theorem 4. If for every client pi ≤ 1/m, Algorithm 2
outputs m distributions for a clustered sampling satisfying
Proposition 1. The complexity of the algorithm is inO(n2d+
X), where d is the number of parameters in the model, and
X is the complexity of the clustering method.

Proof. Algorithm 2 is similar to Algorithm 1, with the ad-
ditional constraint that the number of clusters K can differ
from the number m of distributions. If K = m, the clients
are already allocated in qk sets, and the same reasoning of
Algorithm 1 can be applied. If K > m, we consider again
the partitioning problem over m sets qk of cardinality M .
We define again by n′i = mni the total number of samples
to be allocated for each client, and we have mM samples
to allocate over the m sets qk. Differently from Algorithm
1, we initialize the allocation with the clustering. In partic-
ular, we assign to each set qk the n′i samples of the clients
included in cluster k. By construction, each of these sets qk
has cardinality |qk| ≤ M . We consider the m largest sets,
and distribute in these sets the remaining samples of the
K−m clusters until |qk| =M , for each k. By construction,
this allocation is possible since we have mM total number
of samples to be distributed across m sets of cardinality M .
As for Algorithm 1, Proposition 1 is satisfied: |qk| = M
implies equation (7), while equation (8) is met since, for
each client, the total number of samples distributed across
sets qk is n′i = mni. Appendix C completes the proof on
the complexity of the algorithm.

As for Algorithm 1, Appendix C provides a schematic for
a better illustration of the algorithm. Being a clustered
sampling scheme, the variance of the clients aggregation
weights of Algorithm 2 is bounded (equation (16)). More-
over, since the distributions are obtained from the similarity
tree resulting from the representative gradients, this scheme
explicitly promotes the sampling of clients based on their
similarity. Finally, with Algorithm 2, the sampling from the
distributions {Wk}mk=1 can be performed even when no rep-
resentative gradient is available for the clients, for example
if clients have not been sampled during FL yet. In this case
we simply consider a constant 0 representative gradient for
those clients, and thus group them together to promote their
representativity in the same distribution.
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We recall that Algorithm 2 does not require to share gradi-
ents across clients, but only the difference between local
and global models (a.k.a. representative gradients). Thus,
the communication cost is the same of standard FL while
the privacy properties of FL privacy remain identical.

We emphasize that any valid hierarchical clustering algo-
rithm can be used in Algorithm 2. Without loss of gener-
ality, in the rest of this work we consider the Ward hier-
archical clustering method (Ward, 1963), which allows to
obtain a similarity tree by minimizing at every node the vari-
ance of its depending clients. This method has complexity
O(n2 log(n)). We finally observe that the time complexity
of Algorithm 2 is not necessarily an issue, even in presence
of an important amount of clients. After aggregation of the
new global model, the server can sample the clients, and
transmit it to them. While waiting for their local work to
be completed, the server can therefore estimate the new
partitioning. In this way, Algorithm 2 is equivalent to MD
sampling for what concerns the process of receiving the
updated models, and transmitting the new global model to
the clients.

As a final observation, while Algorithm 2 is originally de-
signed for sampling scenarios where pi ≤ 1/m, with few
modifications it can be also used for federated datasets com-
posed of clients with larger sample size, i.e. when I = {i :
pi ≥ 1/m} 6= ∅, or equivalently I = {i : mni ≥M} 6= ∅.
In this case, we can simply allocate those clients in specific
distributions, where they are sampled with probability 1.
In total, we obtain bmni

M c distributions of this kind. The
remaining samples mni − bmni

M cM < M will be then
redistributed according to Algorithm 2.

6. Experiments
We first show on a standard classification problem on
MNIST (LeCun et al., 1998), the advantages of clustered
sampling obtained with Algorithm 1 and 2 with respect to
MD sampling. We consider a fully connected network with
one hidden layer of 50 nodes. We create a federated dataset
composed of 100 clients where each one has 500 training
and 100 testing samples composed by one digit only. Each
digit is owned by 10 clients, every client has the same num-
ber of samples, and the server samples 10 clients at every
iteration.

We note that an ideal clustering method for this FL prob-
lem consists in creating 10 clusters each containing the 10
clients with same classes. At each FL round, we should
sample a client from each cluster in order to obtain a fair
representation of all the digits in the model aggregations.
We call ‘target’ sampling this ideal FL scenario. In practice,
the server cannot adopt ‘target’ sampling as this requires to
know the clients data distributions in advance. As we shall
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Figure 1. Comparison of MD sampling with clustered sampling of
Algorithm 1 and 2 using cosine angle for the similarity measure.
n = 10 clients from which m = 10 are sampled to perform
N = 50 SGD with learning rate lr = 0.01 and batch sizeB = 50.

see in the rest of this section, the controlled nature of this
example allows to clearly appreciate the practical benefits
of clustered sampling.

We first show in Figure 1 that the FL processes obtained
with Algorithm 1 and 2 both outperform MD sampling in
terms of training global loss, testing accuracy, and repre-
sentativity of the sampled classes. Moreover, we note that
Algorithm 2 converges to the same ideal performances of
‘target’ sampling.

We also note that, with MD sampling, between 6 and 8
clients with different digits are generally chosen at each
iteration round (Figure 1, top left panel). This is a prac-
tical demonstration of the sub-optimal representation of
the clients heterogeneity. From a statistical perspective,
with MD sampling the probability of sampling 10 different
clients is p = 100!

90!10010 ∼ 63%. Thus, for 37% of FL iter-
ations, the new global model results from aggregation of
less than 10 distinct clients. On the contrary, clustered sam-
pling guarantees by construction that the aggregation will
be always performed on 10 different clients. Indeed, since
the dataset is balanced and the number of sampled clients
m = 10 is a divider of the number of clients n = 100, every
client can be allocated to one distribution only, and can be
thus sampled up to once. Moreover, clustered sampling
ensures that all the clients have identical aggregation weight
variance. This improved data representation translates in
less convergence variability at every iteration. Figure 1 il-
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lustrates this result by showing noticeable improvements in
terms of convergence with lower variance and better per-
formance for training loss and testing accuracy. Moreover,
with Algorithm 2, although at the early training steps some
classes are not represented, the clustering strategy allows to
quickly partition the 100 clients in 10 clusters and converge
to the ideal distribution of ‘target’ (Figure 1, top left). As
a consequence of this improved representativity of clients
and classes, Algorithm 2 is associated with smoother and
faster convergence processes for training loss and testing
throughout iterations.

To demonstrate the benefits of clustered sampling beyond
the controlled setting of MNIST, we conduct additional ex-
periments on CIFAR10 (Krizhevsky, 2009) to investigate
clustered sampling on more complex data distributions and
models. CIFAR10 is composed of 32x32 images with three
RGB channels of 10 different classes with 60000 samples.
We use the same classifier of (McMahan et al., 2017) com-
posed of 3 convolutional layers and 2 fully connected ones,
including dropout after every convolutional layer.

To measure the influence of non-iid data distributions on
the effectiveness of clustered sampling, we partition CI-
FAR10 using a Dirichlet distribution, Dir(α), giving to
each client the respective partitioning across classes. The
parameter α monitors the heterogeneity of the created
dataset: α = 0 assigns one class only to every client, while
α → +∞ gives a uniform partitioning of classes to each
client. (Harry Hsu et al., 2019) provides graphical illus-
tration of datasets obtained with such a process, and we
provide in Appendix D similar illustrations for the parame-
ters α ∈ {0.001, 0.01, 0.1, 10} considered in this work. To
create an unbalanced federated dataset, we consider 100
clients where 10, 30, 30, 20 and 10 clients have respectively
100, 250, 500, 750, and 1000 training samples, and testing
samples amounting to a fifth of their training size. All the
clients consider a batch size of 50. For every CIFAR10
dataset partition, we report in this work experiments with
learning rate in {0.001, 0.005, 0.01, 0.05, 0.1} minimizing
FedAvg with MD sampling training loss at the end of the
learning process.

In Figure 2, we show how heterogeneity determines the
improvements of clustered sampling over MD sampling
for any of the four datasets. We note that the more hetero-
geneous a dataset is, i.e. the smaller α, the larger is the
improvement provided by clustered sampling. Theorem 4
shows that clustered sampling has an identical bound as
MD sampling. This is retrieved for α = 10. and α = 0.1
where the final performances for the two samplings are close
with faster convergence for clustered sampling. However,
with α = 0.01 and α = 0.001, clustered sampling provides
faster and better convergence. Overall, with clustered sam-
pling, the evolution of the training loss and testing accuracy
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Figure 2. We investigate the improvement provided by clus-
tered sampling on federated unbalanced datasets partitioned from
CIFAR10 using a Dirichlet distribution with parameter α ∈
{0.001, 0.01, 0.1, 10}. We useN = 100,m = 10, and respective
learning rate for each dataset lr = {0.05, 0.05, 0.05, 0.1}.

are smoother processes than with MD sampling.

For sake of clarity, we note that the training losses displayed
in Figure 2 is computed as the rolling mean over 50 itera-
tions, while we provide in Appendix D the original training
loss evolution. Furthermore, Appendix D reports a larger
panel of experiments providing additional verification of the
improvements brought by clustered sampling. In Figure 1
and 2, Algorithm 2 is computed with Arccos similarity. We
show in Appendix D that with L2 and L1 we get similar
improvements. We also show that increasing the amount
of local work N enables clients to update models fitting
better their data distribution. As a result, measuring clients
similarity is easier, enabling better clustering, and leading to
better performances. We also show that for any amount of
sampled clients clustered sampling improves MD sampling.
Finally, it is worth noticing that in none of the experimental
settings considered for this paper clustered sampling under-
performed with respect to MD sampling, providing further
experimental evidence for our theoretical results.

7. Discussion and conclusion
In this work, we introduced clustered sampling, a novel
client selection scheme in FL generalizing MD sampling,
the current scheme from the state-of-the-art. We proved the
correctness of clustered sampling and proposed two cluster-
ing methods implementing aggregation based on the clients
number of samples, in Algorithm 1, or model similarity,
in Algorithm 2. Both algorithms provide smaller weight
variance for the clients aggregation process leading to better
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client representativity. Consistently, clustered sampling is
experimentally shown to have faster and smoother conver-
gence in heterogeneous dataset.

The generality of clustered sampling paves the way to fur-
ther investigation of clients clustering methods based on
different criteria than clients sample size or model similarity.
To the best of our knowledge, this work is also the first
one introducing model similarity detection when sampling
clients, as opposed to current approaches considering all
clients at every iteration.

Finally, clustered sampling is an unbiased sampling scheme
simple to implement, while not requiring to modify neither
server nor clients behavior during FL training. This aspects
makes clustered sampling readily compatible with existing
methods and technologies for privacy enhancement and
communication reduction.
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A. Proof of Theorem 2
Theoretical guarantees regarding the convergence of FedAvg
were given in (Wang et al., 2020). The proof relies on
Assumptions 1 to 3. The full proof is provided in (Wang
et al., 2020) for MD sampling where the MD sampling is
shown to satisfy Lemma 5. In Section A.1, we reproduce
the proof provided in (Wang et al., 2020) for Lemma 5 and,
in Section A.2, we show that clustered sampling satisfying
Proposition 1 also satisfies Lemma 5. As a result, FedAvg
when sampling clients with MD or clustered sampling has
identical asymptotic behavior.
Lemma 5. Suppose we are given z1, z2, ..., zn, x ∈ Rd. Let
l1, l2, ..., lm be the index of the sampled clients and S be the
set of sampled clients. We have

ES

 1

m

m∑
j=1

zlj

 =

n∑
i=1

pizi, (24)

and

ES


∥∥∥∥∥∥ 1

m

m∑
j=1

zlj

∥∥∥∥∥∥
2
 ≤ 3

n∑
i=1

pi ‖zi −∇Li(x)‖2

+3 ‖∇L(x)‖2 + 3

m
(β2 ‖∇L(x)‖2 + κ2). (25)

A.1. Proof of Lemma 5 for Theorem 1 adapted from
(Wang et al., 2020)

Proof. Clients are selected with MD sampling. We denote
by l1, l2, ..., lm the m indices of the sampled clients which
are iid sampled from a multinomial distribution supported
on {1, ..., n} satisfying P(lx = i) = pi and

∑n
i=1 pi = 1.

By definition, MD sampling satisfies equation (24).

Regarding equation (25), we have:

1

m

m∑
j=1

zlj =

 1

m

m∑
j=1

zlj −
1

m

∑
j=1

∇Llj (x)


+

 1

m

m∑
j=1

Llj (x)−∇L(x)

+∇L(x).

(26)

Using the Jensen inequality on the ‖·‖2 operator, we get:

E


∥∥∥∥∥∥ 1

m

m∑
j=1

zlj

∥∥∥∥∥∥
2
 ≤ 3E


∥∥∥∥∥∥ 1

m

m∑
j=1

(zlj −∇Llj (x))

∥∥∥∥∥∥
2


+ 3E


∥∥∥∥∥∥ 1

m

m∑
j=1

∇Llj (x)−∇L(x)

∥∥∥∥∥∥
2


+ 3 ‖∇L(x)‖2 (27)
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Using the Jensen inequality, we get the following upper
bound for the first term:

E


∥∥∥∥∥∥ 1

m

m∑
j=1

(zlj −∇Llj (x))

∥∥∥∥∥∥
2


≤ E

 1

m

m∑
j=1

∥∥zlj −∇Llj (x)∥∥2
 (28)

=

n∑
i=1

pi ‖zi −∇Li(x)‖2 , (29)

where the equality follows from equation (24).

By definition, MD sampling is unbiased, i.e.
E
[
∇Llj (x)

]
= ∇L(x). Therefore, we get the fol-

lowing upper bound for the second term:

E


∥∥∥∥∥∥ 1

m

m∑
j=1

∇Llj (x)−∇L(x)
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2


= E

 1

m2

m∑
j=1

∥∥∇Llj (x)−∇L(x)∥∥2
 (30)

=
1

m

n∑
i=1

pi‖∇Li(x)−∇L(x)‖2 (31)

=
1

m

n∑
i=1

pi ‖∇Li(x)‖2 −
1

m
‖∇L(x)‖2 (32)

≤ 1

m
[(β2 − 1) ‖∇L(x)‖2 + κ2] (33)

≤ 1

m
[β2 ‖∇L(x)‖2 + κ2], (34)

where the first inequality comes from using Assumption 3.

Finally, substituting equation (29) and (34) in equation (27)
completes the proof.

A.2. Proof of Lemma 5 for Theorem 2

Proof. Clients are selected with clustered sampling. The
m clients indices l1, l2, ..., lm are still independently sam-
pled but no longer identically. Each index lk is sampled
from a distribution Wk. Each client can be sampled with
probability P(lk = i) = rk,i.

Clustered sampling follows Proposition 1 and therefore sat-
isfies equation (24).

Equation (27) holds for any sampling schemes. Therefore,
we also use it to prove equation (25) for clustered sampling.
Using the same steps as for the proof of Lemma 5 for MD

sampling, we bound the first term of equation (27) as:

E


∥∥∥∥∥∥ 1

m

m∑
j=1

(zlj −∇Llj (x))
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2


≤
n∑
i=1

pi ‖zi −∇Li(x)‖2 . (35)

Before bounding the second term, we define ∇LWk
(x) as

the expected gradient of the distribution Wk with respects
to the parameters x, i.e.

∇LWk
(x) := Elk∼Wk

[∇Llk(x)] =
n∑
i=1

rk,i∇Li(x)

(36)

Using this definition, we bound the second term as

E
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= E
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 (37)
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1
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E
[
‖∇Llk(x)−∇LWk

(x)‖2
]

(38)

=
1

m2

m∑
k=1

n∑
i=1

rk,i ‖∇Li(x)−∇LWk
(x)‖2 (39)

=
1

m2
[

n∑
i=1

mpi ‖∇Li(x)‖2 −
m∑
k=1

‖∇LWk
(x)‖2] (40)

≤ 1

m
[β2 ‖∇L(x)‖2 + κ2], (41)

where the last inequality comes from using Assumption 3
and equation (38) and (40) are obtained with equation (36).

Finally, substituting equation (35) and (41) in equation (27)
completes the proof.

Equation (32) and (40) allow us to theoretically identify the
convergence improvement of clustered sampling over MD
sampling.

We define by BMD = 1
m

∑n
i=1 pi ‖∇Li(x)‖

2 −
1
m ‖∇L(x)‖

2, equation (32), and BCl =
1
m

∑n
i=1 pi ‖∇Li(x)‖

2 − 1
m2

∑m
k=1 ‖∇LWk

(x)‖2,



Clustered Sampling: Low-Variance and Improved Representativity for Clients Selection in Federated Learning

equation (40). Using the Jensen inequality, we get

−
m∑
k=1

1

m2
‖∇LWk

(x)‖2 ≤ − 1

m

∥∥∥∥∥
m∑
k=1

1

m
∇LWk

(x)

∥∥∥∥∥
2

(42)

= − 1

m
‖∇L(x)‖2 (43)

with equality if and only if ∀k, l, ∇LWk
(x) = ∇LWl

(x).
Thus,BCl ≤ BMD with equality if and only if all the clients
have the same data distribution or the considered clustered
sampling is MD sampling.

B. MD and clustered sampling comparison
B.1. Client aggregation weight variance

As in Section 3, we denote by SMD and SC(t) the ran-
dom variables associated respectively to MD and clustered
sampling. Also in Section 3, we have shown that

VarSMD
[ωi(SMD)] =

1

m2
mpi(1− pi), (44)

and

VarSC(t) [ωi(SC(t)] =
1

m2

m∑
k=1

rtk,i(1− rtk,i). (45)

Hence, we get:

VarSMD
[ωi(SMD)]−VarSC(t) [ωi(SC(t)] (46)

=
1

m2
[mpi(1− pi)−

m∑
k=1

rtk,i(1− rtk,i)] (47)

We consider an unbiased clustered sampling. Therefore, the
sum of probability for client i over the m clusters satisfies∑m
k=1 r

t
k,i = mpi giving:

VarSMD
[ωi(SMD)]−VarSC(t) [ωi(SC(t)] (48)

=
1

m2
[

m∑
k=1

rtk,i
2 −mp2i ] (49)

Using the Cauchy-Schwartz inequality, we get:∑m
k=1 r

t
k,i

2 ×
∑m
k=1 1

2 ≥
(∑m

k=1 r
t
k,i × 1

)2
= (mpi)

2

due to the unbiased aspect of the considered clustered
sampling. As such, we get:

VarSMD
[ωi(SMD)]−VarSC(t) [ωi(SC(t)] ≥ 0, (50)

with equality if and only if rtk,i = pi.

B.2. Probability for a client to be sampled at least once

In Section 3, we have shown that

p({i ∈ SMD}) = 1− (1− pi)m (51)

and

p({i ∈ SC(t)}) = 1−
m∏
k=1

(1− rtk,i). (52)

Hence, we get:

p({i ∈ SMD})− p({i ∈ SC(t)}) (53)

=

m∏
k=1

(1− rtk,i)− (1− pi)m (54)

We consider an unbiased clustered sampling. Therefore,
when using the inequality of arithmetic and geometric
means, we get:

m∏
k=1

(1−rtk,i) ≤

(∑m
k=1(1− rtk,i)

m

)m
= (1−pi)m, (55)

with equality if and only if rtk,i = pi. Finally, we get:

p({i ∈ SMD}) ≥ p({i ∈ SC(t)}) (56)

C. Explaining Algorithm 1 and 2
Algorithms 1 and 2 can be written in term of data ratio
pi instead of samples number ni. While in both cases the
algorithms would be correct, it turns out to be simpler to
work with quantities of samples ni = piM instead which
are integers. Therefore, without loss of generality, we de-
note by r′k,i the number of samples allocated by client i to
distribution k. We retrieve the sampling probability of client
i in distribution Wk with rk,i =

r′k,i

M .

Also, without loss of generality, we prove Algorithms 1 and
2 at iteration t and therefore we use in the proofs rk,i and
Wk instead of rtk,i and W t

k.

C.1. Algorithm 1

We illustrate in Figure 3 the clients allocation scheme of
Algorithm 1 introduced in Section 4, by considering how a
client i is associated to them distributions. Theorem 3 states
that Algorithm 1 provides a sampling scheme satisfying
Proposition 1 with complexityO(n log(n)) which we prove
in Section 4 and in the following proof.

Proof. In term of complexity, the while loop for the client
allocation, as illustrated in Figure 3, either change client
or distribution at every step and is thus done in complexity
O(n+m). Sampling client is relevant if m < n. Therefore
the allocation complexity is equivalent to O(n + m) =
O(n). Also, sorting n elements is done in complexity
O(n log(n)). Therefore, Algorithm 1 overall complexity is
O(n log(n).
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Wk−1 Wk Wk+1... ...

mni−1 mni mni+1

rk−1,i−1 rk,i−1 rk,i rk,i+1 rk+1,i+1

M M M

∑n
i=1m ni = mM

Figure 3. Illustration of the clients allocation scheme of Algorithm 1. Clients are considered in decreasing importance of their number of
samples and always allocate client samples to distributions that already received samples but do not yet have M of them. As a result, after
allocating a client, all distributions except at most one have 0 or M samples. Client i is only sampled in Wk because every distribution
with index inferior to k are filled with clients of index inferior to i, and because there is enough room in Wk to receive all the samples that
need to be allocated for client i.

B1 B2 B3 B4
... Bm Bm+1Bm+2 ... BK

W1 W2 W3 W4
... Wm

q1 q2 q3 q4 qm qm+1 qm+2 qK

q1 q2 qm+1,1 q3 qm+1,2 q4 qm+2 qm qK

M M M M M

∑K
l=1 ql =

∑K
l=1

∑
i∈Bl

r′l,i =
∑n

i=1mni = mM

Figure 4. Illustration of the clients allocation scheme of Algorithm 2. After the tree is split in K groups of clients, the groups are ordered
and we consider without loss of generality that their number of samples are inversely proportional to their index. With Algorithm 2, the
first m groups, i.e. B1 to Bm, are each associated to one distribution, i.e. W1 to Wm. The remaining groups are considered one after the
other and split among the remaining slots in the groups. Each distribution has M samples from clients participating to the FL process.
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C.2. Algorithm 2

We illustrate in Figure 4, the clients allocation scheme of
Algorithm 2 introduced in Section 5 by considering how a
client i is associated to them distributions. Theorem 4 states
that Algorithm 2 provides a sampling scheme satisfying
Proposition 1 and takes time complexity O(n2d+X). We
prove these statements in Section 5 and the following proof.

Proof. With identical reasoning as for Algorithm 1, clients
are allocated in complexity O(n). Computing the similar-
ity between two clients requires d elementary operations,
where d is the number of parameters in the model, and has
thus complexity O(d). Computing the similarity matrix
requires computing n(n−1)

2 client similarities and thus has
total complexity O(n2d). Computing the similarity tree
depends on the clustering method which we consider has
complexity O(X). Transforming the tree as discussed in
Section 5 requires going through its n− 1 nodes and thus
has time complexity O(n). Cutting the tree requires consid-
ering at most every nodes and has thus complexity O(n).
Lastly, the tree is cut in at most n branches and sorting them
takes therefore complexity O(n log(n). Finally, combining
all these time complexities gives for Algorithm 2 a time
complexity of O(n2d+X).

In practice, the m distributions are computed at every itera-
tion, while the server is required to compute the similarity
between sampled clients and all the other clients. There-
fore the similarity matrix can be estimated in complexity
O(nmd), and Algorithm 2 has complexity O(nmd+X).

D. Additional experiments
We describe in Section 6 the different datasets used for
the experiments and how we use the Dirichlet distribution
to partition CIFAR10 in realistic heterogeneous federated
datasets. In all the experiments, we consider a batch size of
50. For every CIFAR10 dataset partition, the learning rate
is selected in {0.001, 0.005, 0.01, 0.05, 0.1} to minimize
FedAvg with MD sampling training loss.

D.1. CIFAR10 partitioning illustration

In Figure 5, we show the influence of α on the resulting
federated dataset heterogeneity. α = 10 provides almost
an iid dataset and identical class percentages, column (a) ,
and same number of samples per class, column (b). With
α = 0.001, we get a very heterogeneous dataset with almost
only one class per client translating into some classes much
more represented than others due to the unbalanced nature
aspect of the created federated dataset, cf Section 6.
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Figure 5. Effect of α on the resulting clients partitioning when
using a Dirichlet distribution. Plots in column (a) represent the
percentage of each class owned by the clients. Plots in column (b)
give for every class its total number of samples across clients. We
consider in this work α ∈ {0.001, 0.01, 0.1, 10}.
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Figure 6. Effect of the similarity measure chosen for Algorithm 2
on the training loss convergence. We consider the evolution of the
global loss, equation (1), in function of the server iteration t. For
clarity concerns, we plot the global loss obtained with rolling mean
over 50 server iterations (top) and the raw global loss (bottom).
We consider CIFAR partitioned with Dir(α = 0.01), learning rate
lr = 0.05, N = 100 SGD, and m = 10 sampled clients.

D.2. Influence of the similarity measure

Figure 6 shows the effect similarity measures (Arccos, L2,
and L1) have on training global loss convergence. We re-
trieve that Algorithm 1 outperforms MD sampling by re-
ducing clients aggregation weight variance. We remind that
the hierarchical tree is obtained using Ward’s method in
this work. We notice that the tree similarity measures gives
similar performances when using Algorithm 2 with Ward
hierarchical clustering method.. This justifies the use of
Arccos similarity for the other experiments.

D.3. More details on Figure 2

For sake of clarity, we note that the training loss displayed in
Figures 2 is computed as the rolling mean over 50 iterations.
In Figure 7, we provide the raw training global loss with the
testing accuracy at every server iteration.

D.4. Influence of m the number of sampled clients, and
N the number of SGD run

We also investigates the influence the number of sampled
clients m and the number of SGD run N have on the FL
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Figure 7. We investigate the improvement provided by clustered
sampling on federated unbalanced datasets partitioned from
CIFAR10 using a Dirichlet distribution with parameter α ∈
{0.001, 0.01, 0.1, 10} for respective row (a), (b), (c), (d). We
use N = 100, m = 10, and respective learning rate for each
dataset lr = {0.05, 0.05, 0.05, 0.1}.
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Figure 8. We consider the federated dataset partitioned from CI-
FAR10 using a Dirichlet distribution with parameter α = 0.01.
We investigate the influence of N , the number of SGD run by each
client, and m, the number of sampled clients, on the training loss
convergence. For each plot, experiments in first row use respec-
tively lr = {0.1, 0.05} and for second row lr = {0.05, 0.05}.

convergence speed and smoothness in Figure 8. We notice
that the more important the amount of local work N is, and
the faster clustered sampling convergence speed is. With
more local work, clients better fit their data. In non-iid
dataset this translates in more forgetting on the classes and
samples which are not part of the sampled clients. Regard-
ing the amount of sampled clients m, we notice that with
a smaller amount of sampled clients the improvement of
clustered sampling over MD sampling is more important.
We associate this result to the better data representativity of
clustered sampling. For the same reason, when we increase
the number of sampled clients, we see faster convergence
for both MD and clustered sampling. The performance of
clustered sampling is closer but still better than the one of
MD sampling.

For sake of clarity, we note that the training loss displayed in
Figures 8 is computed as the rolling mean over 50 iterations.
In Figure 7, we provide the raw training global loss with the
testing accuracy at every server iteration.

D.5. Local regularization

With FedProx (Li et al., 2018), every client’s local loss
function is equipped with a regularization term forcing the
updated model to stay close to the current global model, i.e.
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Figure 9. We consider the federated dataset partitioned from CI-
FAR10 using a Dirichlet distribution with parameter α = 0.01.
We investigate the influence of N the number of SGD run by each
client in the first two rows withN = 10 andN = 500 form = 10
and the influence of sampled clients with m = 5 and m = 20 for
N = 100 in the last two rows. For each dataset, we use respective
learning rate lr = {0.1, 0.05, 0.05, 0.05}.
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Figure 10. Training loss convergence for FL with FedProx local
loss function regularization (µ = 0.1). We consider CIFAR10
partitioned with Dir(α = 0.01), learning rate lr = 0.05, m = 10
sampled clients, and N = 100 SGD.

L′i(θt+1
i ) = Li(θt+1

i ) +
µ

2

∥∥θt+1
i − θt

∥∥2 (57)

where θt+1 is the updated local model of client i and θt is the
current global model. µ is the hyperparameter monitoring
the regularization and is common for all the clients. This
framework enables smoother federated learning processes.

We try a range of regularization term µ ∈
{0.001, 0.01, 0.1, 1.} and keep µ = 0.1 maximizing
the performances of FedAvg with regularization and MD
sampling. We notice in Figure 10 that Algorithm 1 and 2
still outperform MD sampling.
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