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SELF-ADJOINTNESS OF MAGNETIC LAPLACIANS ON TRIANGULATIONS

COLETTE ANNÉ, HELA AYADI, YASSIN CHEBBI, AND NABILA TORKI-HAMZA

ABSTRACT. The notions of magnetic difference operator or magnetic exterior derivative defined on weighted
graphs are discrete analogues of the notion of covariant derivative on sections of a fibre bundle and its ex-
tension on differential forms. In this paper, we extend these notions to certain 2-simplicial complexes called
triangulations, in a manner compatible with changes of gauge. Then we study the magnetic Gauß-Bonnet
operator naturally defined in this context and introduce the geometric hypothesis of χ−completeness which
ensures the essential self-adjointness of this operator. This gives also the essential self-adjointness of the
magnetic Laplacian on triangulations. Finally we introduce an hypothesis of bounded curvature for the
magnetic potential which permits to caracterize the domain of the self-adjoint extension.

1. INTRODUCTION

The question of essential self-adjointness of the magnetic Laplace operator was studied in many recent
works, such us [20], [8], [11], [17], [10] and [2]. For further references on this topic, see the bibliography
of the monograph [14]. The first study of the essential self-adjointness of the discrete Laplacian (without
magnetic potential) on 1-forms was conducted by the author of [16]. Later, in [1], the authors gave a new
geometric criterion called χ−completeness, which assures the essential self-adjointness of the operator
studied in [16]. Subsequently, still without magnetic potential, the author of [7] generalized the notion
of χ−completeness on weighted triangulations– that is, 2-simplicial complexes such as the faces are
only triangles. Further aspects of the essential self-adjointness of discrete Laplacian (without magnetic
potential) on 1-forms were studied in [3]. More recently, the authors of [2] introduced the notion of
χα−completeness related to the magnetic potential α, which is a mix of discrete geometric properties
and the behaviour of the magnetic potential.

The notion of χ-completeness assures the existence of an exhaustion of the graph by a family of cut-
off functions satisfying certain properties of boundedness (the definition is given in section 6). It was
first introduced in [1] as a generalization of the existence of an intrinsic pseudo metric with finite balls,
a notion introduced in [13]. But it was proved later in [15, App. A] that these notions are equivalent on
locally finite graphs. The notion of intrinsic pseudo metric was used for instance by [19] to obtain self-
adjointness in very general settings, including magnetic operators on graphs, via a Kato type inequality.

In the present work, using the analogy with the smooth case as presented in [6], we give a generaliza-
tion of [1], [2] and [7] by introducing a magnetic potential on weighted triangulations as defined in [7].
This gives a magnetic triangulation where we study self-adjointness of the magnetic Laplace operator in
relation with the χ-completeness and also the geometric meaning on faces of the magnetic field.

To be more precise, on a combinatorial graph, a magnetic potential α is a skewsymmetric function
defined on the edges and with real values. There are different definitions of the corresponding magnetic
diffential dα. Our guiding principle in this work is to mimic what is done in the smooth case where we
can understand a magnetic potential as a connection on a fiber bundle which defines a covariant derivative
(Definition 6), and the magnetic field corresponds to the curvature of this connection (Section 5.3). A
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good reference for this point of view is the book [6]. In the discrete setting, a fiber bundle is always
trivial, the sections are just functions on the vertices with values in a given vector space (see [10]). In
this paper we use complex-valued functions and the magnetic potential α is understood as defining a
parallel transport along the edges by the quantity exp(iα).

In the same way we take care of the change of gauge, so first we define the action of the gauge group
(functions on the vertices with values in S1) and choose a definition of the magnetic differential dα with
clear equivariant properties with regard to the gauge action, as well as its formal adjoint δα (see Remark
2 for this notion). This is done for functions on vertices (0-forms), for skewsymmetric functions on edges
(1-forms) and for skewsymmetric functions on faces (2-forms) (sections 3,4). Our point of view could
be considered as somewhat complicated but we emphasize that it helps to obtain a coherent framework
and good geometric properties, as the notion of magnetic field.

This magnetic differential defines naturally a Gauß-Bonnet operator Tα = dα + δα and a magnetic
Laplace operator ∆α = T 2

α.
We show (Theorem 1) that if the triangulation is χ−complete, in the sense of [7], then the operator Tα

is essentially self-adjoint, and the magnetic Laplace operator also (Corollary 7.1). We remark that this
result is valid for any magnetic potential α.

But the notion of magnetic potential has a geometric meaning. Using this analogy we introduce the
notion of a magnetic potential with bounded curvature and apply it to caracterize the domain of the
self-adjoint extension of the magnetic Gauß-Bonnet operator (Theorem 2).

Finally we give geometric conditions which assure the χ-completeness (Theorem 3) and describe
examples where it applies, proving that our notion of χ-completeness is more general than the χα-
completeness introduced in [2].

2. PRELIMINARIES

2.1. Basic concepts.

2.1.1. Graphs. A graph K is a couple (V, E) where V is a set at most countable whose elements are
called vertices and E , the set of edges, is a subset of V ×V . It can be considered as a simplicial complex
of dimension one.
We assume that E is symmetric and without loops:

(x, y) ∈ E ⇐⇒ (y, x) ∈ E ; x ∈ V =⇒ (x, x) /∈ E .
So each edge can be considered with two orientations, and choosing an orientation of the graph consists
of defining a partition of E as follows:

E = E− t E+; (x, y) ∈ E+ ⇐⇒ (y, x) ∈ E−.
Given an edge e = (x, y), we set e− = x, e+ = y and − e = (y, x) where e− and e+ are called the

boundary points of e. We write y ∼ x when (x, y) or (y, x) is an edge.
A path from x to y is a finite sequence γ = (x0, ...., xn) of vertices in V , such that x0 = x, xn = y

and xi−1 ∼ xi for each i ∈ {1, ...., n}. The length of the path γ is the number n. If x0 = xn, we say
that the path is closed or that it is a cycle. If no cycle appears in a path, except maybe the path itself,
the path is called a simple path. A graph is connected if for any two vertices x and y, there exists a path
connecting x to y. For x ∈ V we denote V(x) = {y ∈ V; (x, y) ∈ E} the set of its neighbours. A graph
is locally finite if any vertex has a finite number of neighbours.

Definition 1. A magnetic graph is a triplet Kα = (V, E , α) where (V, E) defines a graph with set of
vertices V and edges E and α is a magnetic potential given on the graph: α is a skewsymmetric function
on E with real values:

α : E −→ R satisfies ∀(x, y) ∈ E α(x, y) = −α(y, x).
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To simplify the notations, we denote α(x, y) by αxy.
In the sequel, we shall consider all the magnetic graphs as connected, locally finite, and without

loops.

2.1.2. Triangulation. The notion of a triangulation is defined in [7]: it is (K,F) where K = (V, E) is a
graph and F ⊂ V × V × V a symmetric set of triangular faces. By definition it satisfies

(x, y, z) ∈ F ⇒ (x, y, z) is a cycle of length 3, (y, x, z) ∈ F and (y, z, x) ∈ F .
So a cycle of length 3 is not necessarily a face. A triangulation T = (K,F) can be considered as a
simplicial complex of dimension two. If f = (x, y, z) ∈ F we say, by an abuse of language, that (y, x, z)
or (y, z, x) defines the same face as f , but a face has two orientations depending on the signature of the
permutation of the vertices. So (x, y, z) and (y, z, x) define the same orientation, (x, y, z) and (y, x, z)
define opposite orientations. The set of oriented faces can be seen as a subset of the set of all simple
3-cycles quotiented by direct permutations.

Definition 2. We say that Tα := (Kα,F) is a magnetic triangulation, if Kα is a magnetic graph and
F ⊂ V × V × V is a symmetric set of triangular faces.

Remark 1. We do not need that all the cycles of length 3 define a face. Figure 1 gives an example of a
triangulation, the white cycles are not faces.

FIGURE 1. A triangulation

2.1.3. Weights. To define weighted magnetic triangulations we need weights on a triangulation T =
(K,F), that is even functions with positive value on vertices, edges and faces:

• c : V → R∗+ the weight on the vertices.
• r : E → R∗+ the weight on the edges: ∀(x, y) ∈ E , r(x, y) = r(y, x).
• s : F → R∗+ the weight on the faces: ∀(x, y, z) ∈ F , s(x, y, z) = s(x, z, y) = s(y, z, x).

We say that the triangulation T is simple, if, the weights on vertices, edges and faces are all equal to
1.

We define the set of vertices connected by a face to the edge (x, y) by

Fxy = Fyx := {z ∈ V; (x, y, z) ∈ F} ⊆ V(x) ∩ V(y).

The weighted degrees of vertices degV and of edges degE are given respectively by:

degV(x) :=
1

c(x)

∑
y∼x

r(x, y) and degE(x, y) :=
1

r(x, y)

∑
z∈Fxy

s(x, y, z).
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When T is simple, degV(x) := degcomb(x) the combinatorial degree, and degE(x, y) = |Fxy|, where
|A| = ]A is the cardinality of the set A.

2.1.4. Holonomy. In [8] and [10], the authors introduce the definition of the flux of a magnetic potential:

Definition 3. LetKα be a magnetic graph, the space of cycles ofKα, denoted byZ1(Kα) is the Z-module
with basis the geometric cycles γ = (x0, ...., xn = x0). The holonomy map is the map

Holα : Z1(Kα) −→ R
given by

Holα(γ) := αx0x1 + αx1x2 + ........+ αxn−1xn .

If there exists a real function f defined on V such that α = d0f where d0 denotes the difference
operator: d0(f)(x, y) = f(y) − f(x), then the holonomy of α is zero. In the other direction, if the
magnetic potential α has no holonomy, then its integration on paths does not depend on the path joining
two points. Because the graph is connected, this defines a real function whose differential is α (see [10]).

Definition 4. We say that the magnetic potential α is trivial if Holα = 0.

In the case of triangulations, any face (x, y, z) defines a cycle (x, y, z, x) so the holonomy defines a
skewsymmetric function α̂ on F :

(2.1) ∀(x, y, z) ∈ F , α̂xyz = Holα(x, y, z, x) = αxy + αyz + αzx.

2.2. Function spaces. Let (Tα, c, r, s) be a weighted triangulation. In this section, we endow Hilbert
structures on the spaces of functions (or cochains) on vertices, edges and faces.

2.2.1. Hilbert structure on 0-cochains. The set of 0-cochains is given by:

C(V) = {f : V → C} ,
and its subset of functions of finite support by Cc(V).

We turn to the Hilbert space:

l2(V) :=

{
f ∈ C(V);

∑
x∈V

c(x)|f(x)|2 <∞

}
,

is endowed with the scalar product given by

〈f1, f2〉l2(V) :=
∑
x∈V

c(x)f1(x)f2(x),

for f1, f2 ∈ l2(V).

2.2.2. Hilbert structure on 1-cochains. The set of complex skewsymmetric 1-cochains is given by:

Cskew(E) = {ϕ : E −→ C; ϕ(x, y) = −ϕ(y, x)} .
Its subset of functions with finite support is denoted by Ccskew(E). Let us define the Hilbert space

l2(E) :=

ϕ ∈ Cskew(E);
∑

(x,y)∈E

r(x, y)|ϕ(x, y)|2 <∞


endowed with the scalar product

〈ϕ1, ϕ2〉l2(E) =
1

2

∑
(x,y)∈E

r(x, y)ϕ1(x, y)ϕ2(x, y)
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when ϕ1 and ϕ2 are in l2(E).

2.2.3. Hilbert structure on 2-cochains. The set of complex skewsymmetric 2-cochains is given by:

Cskew(F) = {ψ : F −→ C; ψ(x, y, z) = −ψ(x, z, y)} .

The set of functions with finite support is denoted by Ccskew(F). Let us define the Hilbert space

l2(F) :=

ψ ∈ Cskew(F);
∑

(x,y,z)∈F

s(x, y, z) |ψ(x, y, z)|2 <∞


endowed with the scalar product given by

〈ψ1, ψ2〉l2(F) =
1

6

∑
(x,y,z)∈F

s(x, y, z)ψ1(x, y, z)ψ2(x, y, z)

when ψ1 and ψ2 are in l2(F).
The direct sum of the spaces l2(V), l2(E) and l2(F) can be considered as a Hilbert space denoted by

l2(Tα), indeed independent on α, that is

l2(Tα) = l2(V)⊕ l2(E)⊕ l2(F),

endowed with the scalar product given by

〈(f1, ϕ1, ψ1), (f2, ϕ2, ψ2)〉l2(Tα) = 〈f1, f2〉l2(V) + 〈ϕ1, ϕ2〉l2(E) + 〈ψ1, ψ2〉l2(F)

Remark 2. The set of functions of finite support Cc(V) (resp. Cc(E), Cc(F)) are dense in these Hilbert
spaces. As a consequence we will take these spaces as the domain of the different operators we will
introduce later, even if their expression is defined indeed in bigger spaces. With this point of view, we
can calculate the expression of the adjoint of an operator A on these dense subspaces, without worrying
about the domain problem. The formal adjoint of A is the operator B which satisfies, for any functions
f, g with finite support 〈A(f), g〉 = 〈f,B(g)〉, see for instance [4], or [6, p.68]. We recall, see [18], that
a symmetric operator D on a domain D dense in the Hilbert space H is essentially self-adjoint if it has
one an only one self-adjoint extension. If D admits an expression for any element ofH then the domain
of this unique extension is {f ∈ H; D(f) ∈ H}.

2.3. A change of gauge. We try here to mimic the approach on manifolds, where one can consider
a magnetic potential as a connection acting on sections of a fiber bundle. So we consider functions as
sections of a C-line bundle on which is defined a connection α. We say that elements of C(V) are sections
of the α-bundle. The gauge group consists of functions with values in O(1) = S1. A change of gauge is
then given by any function f ∈ C(V,R), which is considered as acting on sections by multiplication by
eif . In the same way elements of Cskew(E) resp. Cskew(F) can be considered as 1-forms (resp. 2-forms)
with values in the α-bundle (on a manifold M with fiber bundle E, p-forms of degree p with value in E
are sections of Λp(T ∗M)⊗ E).

Definition 5. Let f ∈ C(V,R) be a real function on the vertices of the graph. It defines the following
change of gauge on sections of the α-bundle:

• If g ∈ C(V)

(2.2) eif .g := eifg,

• If ϕ ∈ Cskew(E),

(2.3) eif .ϕ := eif̃ϕ,
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for the operator of symmetrization˜: C(V) −→ Csym(E)

f 7−→ f̃ , f̃(e) :=
f(e−) + f(e+)

2

where Csym(E) = {ϕ : E −→ C; ϕ(x, y) = ϕ(y, x)} .
• If ψ ∈ Cskew(F),

(2.4) eif .ψ := ei
˜̃
fψ,

where the operator ≈ : C(V) −→ Csym(F) is defined by the formula

≈
f(x, y, z) :=

f̃(x, y) + f̃(y, z) + f̃(z, x)

3
=

1

3

(
f(x) + f(y) + f(z)

)
and Csym(F) = {ψ : F −→ C; ψ(x, y, z) = ψ(x, z, y) = ψ(y, z, x)} .

We remark that, on locally finite graphs, these formulae are defined for any function f ∈ C(V).

3. THE DIFFERENCE MAGNETIC OPERATOR

We recall the definition of the difference operator d0f(e) = f(e+)− f(e−) which can be defined for
any function f ∈ C(V).

We look for covariant derivatives, with α as form of connection, which are equivariant by change of
gauge. In particular we want that if the magnetic potential is trivial (α = d0f for some real function
f ∈ C(V,R)) then a change of gauge permits to come down to the case without magnetic field (see
Corollary 1). To this way we consider the following definitions, which assure simpler calculus, they are
different from those of [2] even if they define the same energy form ‖d0

αg‖2.

Definition 6. On a magnetic triangulation Tα := (Kα,F) the difference magnetic operator acting on
functions is d0

α : C(V) −→ Ccskew(E) defined by the formula:

(3.5) ∀g ∈ C(V), (x, y) ∈ E d0
αg(x, y) := e

iα(y,x)
2 g(y)− e

iα(x,y)
2 g(x).

Proposition 3.1. The difference magnetic operator d0
α satisfies the gauge invariance: ∀f ∈ C(V,R)

∀g ∈ C(V) d0
α+d0feif .g = eif .d0

α(g).

Proof.

d0
α+d0f (eif .g)(x, y) = e

i(α(y,x)+f(x)−f(y))
2 eif(y)g(y)− e

i(α(x,y)+f(y)−f(x))
2 eif(x)g(x)

= eif̃(x,y)
(

e
iα(y,x)

2 g(y)− e
iα(x,y)

2 g(x)
)

= eif .d0
α(g)(x, y).

�

Corollary 1. Let α = d0f be a trivial magnetic potential, then the covariant derivative d0
α is conjugated

to the flat one d0:
d0
d0f = eif .d0 ◦ e−if .

Definition 7. The co-boundary magnetic operator is the formal adjoint δ0
α : Ccskew(E) −→ Cc(V) of d0

α,
it acts on ϕ ∈ Ccskew(E) by the formula:

∀x ∈ V, (δ0
αϕ)(x) =

1

c(x)

∑
e,e+=x

r(e) ei
αe
2 ϕ(e).
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Indeed, by definition:

(3.6) ∀f ∈ Cc(V), ϕ ∈ Ccskew(E) 〈d0
αf, ϕ〉l2(E) = 〈f, δ0

αϕ〉l2(V).

and we calculate

〈d0
αf, ϕ〉l2(E) =

1

2

∑
e∈E

r(e)
(

e−i
αe
2 f(e+)− ei

αe
2 f(e−)

)
ϕ(e)

=
∑
x∈V

f(x)

 ∑
e,e+=x

r(e)e−i
αe
2 ϕ(e)

 =
∑
x∈V

c(x)f(x)

 1

c(x)

∑
e,e+=x

r(e)ei
αe
2 ϕ(e)

.
Remark 3. The operators (d0

α, Cc(V)) and (δ0
α, Ccskew(E)) are closable, as done in [1]. It is a simple

consequence of the fact that on locally finite graphs convergence in norm implies punctual convergence
and the operators are local.

Even if it is rather formal in the discrete setting, we consider sections of our α-bundle as a module
on scalar functions, and it is important to see what happens for the derivative under multiplication by a
function.

Proposition 3.2. Derivation properties

For f, g ∈ Cc(V) and ϕ ∈ Ccskew(E) it holds

∀(x, y) ∈ E , d0
α(fg)(x, y) = f(y)d0

α(g)(x, y) + ei
α(x,y)

2 d0(f)(x, y)g(x)⇔(3.7)

∀e ∈ E , d0
α(fg)(e) = f̃(e)d0

αg(e) +
ei
α(e)
2 g(e−) + e−i

α(e)
2 g(e+)

2
d0(f)(e)

∀x ∈ V, δ0
α

(
f̃ϕ
)

(x) = f(x)δ0
α(ϕ)(x)− 1

2c(x)

∑
y∼x

r(x, y)ei
−α(x,y)

2 d0f(x, y)ϕ(x, y).(3.8)

Proof.
Let f, g ∈ Cc(V), we have that

d0
α(fg)(x, y) = ei

α(y,x)
2 (fg)(y)− ei

α(x,y)
2 (fg)(x)

= f(y)
(

ei
α(y,x)

2 g(y)− ei
α(x,y)

2 g(x)
)

+ ei
α(x,y)

2 (f(y)g(x)− f(x)g(x))

= f(y)d0
α(g)(x, y) + ei

α(x,y)
2 d0(f)(x, y)g(x).

Furthermore, using the definition f̃(x, y) =
f(x) + f(y)

2
, we obtain

d0
α(fg)(x, y) = f̃(x, y)d0

αg(x, y) +
ei
α(x,y)

2 g(x) + e−i
α(x,y)

2 g(y)

2
d0(f)(x, y).
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We return to the formula of δ0
α. Given f ∈ Cc(V) and ϕ ∈ Ccskew(E), as f̃(e) = f(e+) − 1

2d
0f(e) for

any e ∈ E , we obtain

δ0
α

(
f̃ϕ
)

(x) =
1

c(x)

∑
e,e+=x

r(e)ei
αe
2

(
f̃ϕ
)

(e)

=
1

c(x)
f(x)

∑
y∼x

r(x, y)ei
α(y,x)

2 ϕ(y, x) +
−1

2c(x)

∑
y∼x

r(x, y)d0f(y, x)ei
α(y,x)

2 ϕ(y, x)

= f(x)δ0
α(ϕ)(x)− 1

2c(x)

∑
y∼x

r(x, y)(d0f)(x, y)e−i
α(x,y)

2 ϕ(x, y).

�

4. THE EXTERIOR MAGNETIC DERIVATIVE OPERATOR

The point here is to extend the definition of the covariant derivative with connection form α on 1-
forms. We define the exterior magnetic derivative operator d1

α : Cskew(E) → Cskew(F) by the
formula, if ϕ ∈ Cskew(E) and (x, y, z) ∈ F ,

(4.9) d1
α(ϕ)(x, y, z) := e

i
6

(α(x,z)+α(y,z))ϕ(x, y) + e
i
6

(α(y,x)+α(z,x))ϕ(y, z) + e
i
6

(α(z,y)+α(x,y))ϕ(z, x).

It satisfies the following gauge invariance. Let f ∈ C(V,R)

d1
α+d0feif .ϕ = eif .d1

α(ϕ), ∀ϕ ∈ Cskew(E).

Proof. Let (x, y, z) ∈ F

d1
α+d0f (eif .ϕ)(x, y, z) = e

i
6

(α(x,z)+α(y,z)+2f(z)−(f(x)+f(y)))e
i
2

(f(x)+f(y))ϕ(x, y)

+ e
i
6

(α(y,x)+α(z,x)+2f(x)−(f(z)+f(y)))e
i
2

(f(z)+f(y))ϕ(y, z)

+ e
i
6

(α(z,y)+α(x,y)+2f(y)−(f(x)+f(z)))e
i
2

(f(x)+f(z))ϕ(z, x)

= e
i
3

(f(x)+f(y)+f(z))d1
α(ϕ)(x, y, z).

�

The co-exterior magnetic derivative is the formal adjoint of d1
α, denoted by δ1

α. It satisfies

〈d1
αϕ,ψ〉l2(F) = 〈ϕ, δ1

αψ〉l2(E),(4.10)

for all (ϕ,ψ) ∈ Ccskew(E)× Ccskew(F).

Lemma 4.1. The formal adjoint δ1
α : Ccskew(F) −→ Ccskew(E) of d1

α satisfies, if ψ ∈ Ccskew(F) and
(x, y) ∈ E ,

δ1
α(ψ)(x, y) =

1

r(x, y)

∑
t∈Fxy

s(x, y, t)e
i
6

(α(t,x)+α(t,y))ψ(x, y, t).

Proof. Let ϕ ∈ Ccskew(E) and ψ ∈ Ccskew(F). We remark that, by Equation (4.9), the expression of
d1
α(ϕ)(x, y, z) for (x, y, z) ∈ F is divided into three similar terms. So the equation (4.10) gives
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〈d1
αϕ,ψ〉l2(F) =

1

6

∑
(x,y,z)∈F

s(x, y, z)d1
α(ϕ)(x, y, z)ψ(x, y, z)

=
1

2

∑
(x,y,z)∈F

s(x, y, z)e
i
6

(α(x,z)+α(y,z))ϕ(x, y)ψ(x, y, z)

=
1

2

∑
(x,y)∈E

r(x, y)ϕ(x, y)

 1

r(x, y)

∑
t∈Fxy

s(x, y, t)e
i
6

(α(t,x)+α(t,y))ψ(x, y, t)

.
�

Remark 4. The operators (d1
α, Ccskew(E)) and (δ1

α, Ccskew(F)) are closable, as done in [7].

To give a derivative property in the same way as Proposition 3.2 we need to define the wedge product
of a scalar 1-form with a section 1-form.

Definition 8. Let (ξ, ϕ) be two 1-forms, we consider ξ as scalar valued and ϕ as a 1-form with values
in the α-bundle, so we can consider ξ ∧α ϕ as a 2-form with values in the α-bundle with the formula

(ξ ∧α ϕ) (x, y, z) = e−i(α(z,x)+α(z,y))/6 (ξ(z, x) + ξ(z, y))ϕ(x, y)

+ e−i(α(x,y)+α(x,z))/6 (ξ(x, y) + ξ(x, z))ϕ(y, z)

+ e−i(α(y,z)+α(y,x))/6 (ξ(y, z) + ξ(y, x))ϕ(z, x).

We remark that for α = 0, this definition coincides with the wedge product ξ ∧disc ϕ given in [7] for
1-forms with scalar values.

Proposition 4.1. Derivation properties

Let (f, ϕ, ψ) ∈ Cc(V)× Ccskew(E)× Ccskew(F). Then we have

(4.11) d1
α(f̃ϕ)(x, y, z) =

(
≈
fd1

αϕ

)
(x, y, z) +

1

6

(
d0f ∧α ϕ

)
(x, y, z).

δ1
α(
≈
fψ)(e) = f̃(e)(δ1

αψ)(e)

+
1

6r(e)

∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))
(
d0f(e−, x) + d0f(e+, x)

)
ψ(e, x).

(4.12)

Proof.
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(1) Let (f, ϕ) ∈ Cc(V)× Ccskew(E), we have ∀(x, y, z) ∈ F

d1
α(f̃ϕ)(x, y, z)−

≈
f(x, y, z)d1

α(ϕ)(x, y, z) =

= e−i(α(z,x)+α(z,y))/6

(
f(x) + f(y)

2
− f(x) + f(y) + f(z)

3

)
ϕ(x, y)

+ e−i(α(x,y)+α(x,z))/6

(
f(y) + f(z)

2
− f(x) + f(y) + f(z)

3

)
ϕ(y, z)

+ e−i(α(y,z)+α(y,x))/6

(
f(z) + f(x)

2
− f(x) + f(y) + f(z)

3

)
ϕ(z, x)

= e−i(α(z,x)+α(z,y))/6 f(x) + f(y)− 2f(z)

6
ϕ(x, y) + e−i(α(x,y)+α(x,z))/6 f(y) + f(z)− 2f(x)

6
ϕ(y, z)

+ e−i(α(y,z)+α(y,x))/6 f(z) + f(x)− 2f(y)

6
ϕ(z, x)

= e−i(α(z,x)+α(z,y))/6d
0f(z, x) + d0f(z, y)

6
ϕ(x, y) + e−i(α(x,y)+α(x,z))/6d

0f(x, y) + d0f(x, z)

6
ϕ(y, z)

+ e−i(α(y,z)+α(y,x))/6d
0f(y, z) + d0f(y, x)

6
ϕ(z, x).

(2) Let (f, ψ) ∈ Cc(V)× Ccskew(F). In the same way as before, using Lemma 4.1 one has ∀e ∈ E

δ1
α(
≈
fψ)(e)− f̃(e)δ1

α(ψ)(e) =
1

r(e)

∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))

(
≈
f(e, x)− f̃(e)

)
ψ(e, x)

=
1

6r(e)

∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))
(
d0f(e−, x) + d0f(e+, x)

)
ψ(e, x).

�

5. THE MAGNETIC OPERATORS

5.1. The magnetic Gauß-Bonnet operator. It was originally defined as a square root of the Laplacian.
We call magnetic Gauß-Bonnet operator the operator Tα defined on Cc(V) ⊕ Ccskew(E) ⊕ Ccskew(F) to
itself by  0 δ0

α 0
d0
α 0 δ1

α

0 d1
α 0

.

5.2. The magnetic Laplacian operator. The magnetic Gauß-Bonnet operator Tα is of Dirac type and
induces the magnetic Hodge Laplacian on Cc(V)⊕ Ccskew(E)⊕ Ccskew(F) to itself by

∆α := T 2
α.

In general, ∆α does not preserve the degree of a form, unlike the usual Hodge Laplacian (d+ δ)2. This
default is measured by the magnetic field.

5.3. The magnetic field. It can be understood as a curvature term which measures how the connection
is not flat, it could be defined as the operator d1

α ◦ d0
α (in the smooth case, a connection form A defines
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a covariant derivative written dA = d + A in local coordinates, the curvature term is given by d2
A =

dA+A ∧A, see [6] Prop. 1.15). We calculate, for f ∈ Cc(V) and (x, y, z) ∈ F

(5.13) d1
α[d0

αf ](x, y, z) =

= e
i
6

(α(x,z)+α(y,z))d0
αf(x, y) + e

i
6

(α(y,x)+α(z,x))d0
αf(y, z) + e

i
6

(α(z,y)+α(x,y))d0
αf(z, x)

= e
i
6

(α(x,z)+α(y,z))
(

e
iα(y,x)

2 f(y)− e
iα(x,y)

2 f(x)
)

+ e
i
6

(α(y,x)+α(z,x))
(

e
iα(z,y)

2 f(z)− e
iα(y,z)

2 f(y)
)

+ e
i
6

(α(z,y)+α(x,y))
(

e
iα(x,z)

2 f(x)− e
iα(z,x)

2 f(z)
)

= − sin

(
α̂(x, y, z)

6

)(
e
i
3

(α(x,z)+α(x,y))f(x) + e
i
3

(α(y,z)+α(y,x))f(y) + e
i
3

(α(z,x)+α(z,y))f(z)
)

where we use to obtain the last line the decomposition 1
2 = 1

6 + 1
3 . So if the holomomy of α is zero, in

particular α̂ = 0 and d1
α ◦ d0

α = 0.
Reciprocally if d1

α◦d0
α = 0, by testing the formula on f a Dirac mass at any point x ∈ V (ie. f(x) = 1,

and f(y) = 0 for y 6= x) we conclude that sin

(
α̂

6

)
= 0 on F , a kind of Bohr-Sommerfeld condition.

In the same way we can calculate

δ0
α[δ1

αψ](x) =
1

c(x)

∑
e,e+=x

r(e)ei
αe
2 δ1

αψ(e)

=
1

c(x)

∑
y∼x

r(x, y)ei
α(y,x)

2

 1

r(x, y)

∑
t∈Fxy

s(x, y, t)e
i
6

(α(t,x)+α(t,y))ψ(y, x, t)

 .

We remark that it is less clear (but true) that this term is zero when α has no holonomy. To see this it is
better to remember that δ0

α ◦ δ1
α is the formal adjoint of d1

α ◦ d0
α. It gives another formula, namely

δ0
α ◦ δ1

α(ψ)(x) =
−3

c(x)

∑
(x,y,z)∈F

s(x, y, z) sin

(
α̂(x, y, z)

6

)
e

−i
3

(α(x,z)+α(x,y))ψ(x, y, z).

Remark 5. We have proved that, on a magnetic triangulation Tα, if the magnetic potential has no
holonomy, then it is trivial: there exists a function f ∈ C(V) such that α = d0f and as a consequence by
a change of gauge the magnetic operators are unitary equivalent to the same operators without magnetic
potential.

Moreover, we see now that in this case the magnetic field is nul in the sense that d1
α ◦ d0

α = 0. But the
converse is not evident: If the magnetic field is zero, or more strongly if α̂ = 0 we are not sure that the
holonomy of α is trivial, we need a stronger topological hypothesis as: all the cycles of the graph are
combinations of boundaries of faces.

6. GEOMETRIC HYPOTHESIS

6.1. Completeness for the magnetic graphs. We will take the following definition of χ−completeness
of a triangulation

Definition 9 (χ−completeness). Let Tα = (Kα,F) be a weighted magnetic triangulation. Tα is χ-
complete if the underlying triangulation is χ-complete: there exists a positive constant C such that the
following properties are satisfied:
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(C1) there exists an increasing sequence of finite sets (Bn)n∈N such that V = ∪n∈NBn and a sequence
of functions (χn)n∈N such that

i) ∀n ∈ N, χn ∈ Cc(V), 0 ≤ χn ≤ 1, ∀x ∈ Bn χn(x) = 1 ;
ii) for all x ∈ V and n ∈ N we have

1

c(x)

∑
e∈E,e+=x

r(e)|d0χn(e)|2 ≤ C;

(C2) for all (x, y) ∈ E and n ∈ N we have

1

r(x, y)

∑
t∈Fxy

s(x, y, t)
∣∣d0χn(t, x) + d0χn(t, y)

∣∣2 ≤ C.
It is indeed the same definition as the one taken in [7]. We remark that, as a consequence of (C1, i)

one has that for any vertex x ∈ V , lim
n→∞

χn(x) = 1.
In [2] is defined the notion of χα−completeness of a magnetic weighted graph, a notion mixing

geometric properties of the graph with the behavior of the magnetic potential.

Definition 10 (χα−completeness). The magnetic weighted graph Kα = (V, E , α) is χα−complete if
there exists an increasing sequence of finite sets (Bn)n∈N such that V = ∪n∈NBn and there exist (ηn)n
and (φn)n with

i) ηn ∈ Cc(V,R), 0 ≤ ηn ≤ 1 and ηn(x) = 1 for all x ∈ Bn
ii) φn ∈ C(V), such that (φn)n converges to 0

iii) there exists a non-negative C such that for all x ∈ V and n ∈ N, the cut-off function χn :=
ηne

iφn satisfies
1

c(x)

∑
e∈E,e±=x

r(e)|d0
αχn(e)|2 ≤ C.

Remark 6. We remark that under the hypothesis of χα−completeness, cut-off functions are allowed to
have complex values. But indeed the graph is χ−complete in the sense of [1, 7], using for positive cut-off
functions the absolute values ηn = |χn|: the triangle inequality gives for any edge e ∈ E

|d0(|χn|)(e)| = ||χn(e+)| − |χn(e−)|| ≤ |χn(e+)− χn(e−)| = |d0(χn)(e)|.

But the χα−completeness gives also a constraint on the magnetic potential. Namely, under the hypothe-
sis of χα−completeness there exists a non-negative constant C such that for all x ∈ V

(6.14)
1

c(x)

∑
e∈E,e±=x

r(e)| sin(α(e)/2)|2 ≤ C.

Indeed, let x ∈ V , for n big enough, the vertex x and all its neighbours are in Bn and one has, because
of hypothesis ii), for any e ∈ E , e± = x:

lim
n→∞

d0
αχn(e) = e

−iα(e)
2 − e

iα(e)
2 = −2i sin

(
α(e)

2

)
.

As the graph is locally finite, the conclusion follows. But now, by the general formula on functions

d0
αf(x, y) = e

−iα(x,y)
2 f(y)− e

iα(x,y)
2 f(x) = e

−iα(x,y)
2 d0f(x, y)− 2i sin

(
α(x, y)

2

)
f(x),

one has that χα-completeness is stronger than χ-completeness in the sense of Definition 9, indeed it
implies χ-completeness and Equation (6.14).
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6.2. Magnetic graph with bounded curvature.

Definition 11. Let Tα = (Kα,F) be a weighted magnetic triangulation. We say that this magnetic
triangulation has a bounded curvature if there exists a positive constant C such that

(6.15) ∀x ∈ V, 1

c(x)

∑
e∈Fx

s(x, e) sin2

(
α̂(x, e)

6

)
≤ C

where Fx denotes the set of edges connected by a face to the vertex x. For the reason of this terminol-
ogy, see Remark 8 below.

7. ESSENTIAL SELF-ADJOINTNESS

In [1] and [7], the authors use the χ−completeness hypothesis on a graph to ensure essential self-
adjointness for the Gauß-Bonnet operator and the Laplacian. In this section, with the same idea, we will
give a theorem which assures for the Gauß-Bonnet operator Tα to be essentially selfadjoint. We recall
the following definitions for an operator A with domain D ⊂ H an Hilbert space, the minimal extension
of A is Amin = A the closure of A and its maximal extension Amax has domain {f ∈ H, A(f) ∈ H} if
A has an expression for any function in H (on manifolds it would be the case for differential operators
in the sense of distributions, in our case it is the case as functions on vertices, edges or faces).

Let us begin with this result

Proposition 7.1. Let Tα = (Kα,F) be a magnetic χ−complete triangulation, then the operator d0
α+ δ0

α

is essentially self-adjoint on Cc(V)⊕ Cc(E).

Proof.
It suffices to show that d0

α,min = d0
α,max and δ0

α,min = δ0
α,max. Indeed, suppose it is proved, d0

α+δ0
α is

a direct sum and if F = (f, ϕ) ∈ Dom((d0
α + δ0

α)max) then f ∈ Dom(d0
α,max) and ϕ ∈ Dom(δ0

α,max).

By hypothesis, we have then f ∈ Dom(d0
α,min) and ϕ ∈ Dom(δ0

α,min), thus F ∈ Dom((d0
α + δ0

α),min).

1) Let f ∈ Dom(d0
α,max), we will show that

‖f − χnf‖l2(V) + ‖d0
α (f − χnf) ‖l2(E) → 0 when n→∞.

Using the dominated convergence theorem, we have

lim
n→∞

(f − χnf) (x) = lim
n→∞

((1− χn)f) (x) = 0

and ‖f − χnf‖2l2(V) ≤ 4
∑
x∈V

c(x)|f(x)|2, f ∈ l2(V)

so lim
n−→∞

‖f − χnf‖l2(V) = 0.

From the derivation formula (3.7) in Proposition 3.2, we have

d0
α((1− χn)f)(x, y) = (1− χn)(y)d0

α(f)(x, y) + f(x)e
iα(x,y)

2 d0((1− χn))(x, y)

= (1− χn)(y)d0
α(f)(x, y)− f(x)e

iα(x,y)
2 d0(χn)(x, y).

We remark that d0(1 − χn)(e) = −d0χn(e) has finite support. Since d0
αf ∈ l2(E), one has by

the dominated convergence theorem,

lim
n→∞

‖ (1− χn) d0
αf‖l2(E) = 0.
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Now, for the second term, using the triangle inequality, the completeness hypothesis and that
the graph is locally finite, we obtain

‖f(.)d0χn‖2l2(E) =
1

2

∑
e

r(e)|f(e+)|2|d0χn(e)|2

=
1

2

∑
x

c(x)|f(x)|2 1

c(x)

∑
e,e+=x

r(e)
(
|d0χn(e)|2

)
≤ C

∑
x∈V

c(x)|f(x)|2.

But ∀x ∈ V ,
lim
n→∞

|f(x)|2
∑

e,e−=x

r(e)|d0χn(e)|2 = 0.

We conclude then, by the dominated convergence theorem, that lim
n
‖f(.)d0

α(1− χn)‖l2(E) = 0.

2) Let ϕ ∈ Dom(δ0
α,max), we will show that

‖ϕ− χ̃nϕ‖l2(E) + ‖δ0
α (ϕ− χ̃nϕ) ‖l2(V) → 0 when n→∞.

By using dominated convergence theorem, we have

lim
n→∞

(ϕ− χ̃nϕ) (e) = lim
n→∞

((1− χ̃n)ϕ) (e) = 0

‖ϕ− χ̃nϕ‖2l2(E) ≤ 4
∑
e∈E

r(e)|ϕ(e)|2, ϕ ∈ l2(E)

so lim
n−→∞

‖ϕ− χ̃nϕ‖l2(E) = 0.

From the derivation formula (3.8) in Proposition 3.2, we have

δ0
α ((1− χ̃n)ϕ) (x) = (1− χn)(x)(δ0

αϕ)(x)− 1

2c(x)

∑
y∼x

r(x, y)e
−iα(x,y)

2 d0(1− χn)(x, y)ϕ(x, y)

= (1− χn)(x)(δ0
αϕ)(x) +

1

2c(x)

∑
y∼x

r(x, y)e
−iα(x,y)

2 d0(χn)(x, y)ϕ(x, y)

On the one hand, we have δ0
αϕ ∈ l2(V), then by the dominated convergence theorem,

lim
n→∞

‖ (1− χn) δ0
αϕ‖l2(V) = 0.

On the other hand, fixing x ∈ V , we have

An(x) =
∑

e,e+=x

r(e)d0(χn)(e)ϕ(e)→ 0 when n→∞

|An(x)|2 ≤

 ∑
e,e+=x

r(e)|d0(χn)(e)|2
 .

 ∑
e,e+=x

r(e)|ϕ(e)|2


≤ Cc(x)
∑

e,e+=x

r(e)|ϕ(e)|2.

Then, we obtain,

c(x)

(
1

2c(x)

)2

|An(x)|2 ≤ C

4

∑
e+=x

r(e)|ϕ(e)|2
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which is summable on V , as ϕ ∈ l2(E).

We conclude then by the dominated convergence theorem that the second term
1

2c(x)
An(x) converges

to 0 in l2(V). �

Remark 7. We see that, because of the good derivative formula given in Proposition 3.2, the essential
selfadjointness of the magnetic operator works as if the magnetic potential was zero.

Proposition 7.2. Let Tα = (Kα,F) be a χ-complete magnetic triangulation then the operator d1
α + δ1

α

is essentially self-adjoint on Cc(E)⊕ Cc(F).

Proof.
Again, as d1

α + δ1
α is a direct sum, it suffices to show that d1

α,min = d1
α,max and δ1

α,min = δ1
α,max.

1) Let ϕ ∈ Dom(d1
α,max), we will show that

‖ϕ− χ̃nϕ‖l2(E) + ‖d1
α (ϕ− χ̃nϕ) ‖l2(F) → 0 when n→∞.

Using the dominated convergence theorem, we have

∀e ∈ E , lim
n→∞

(ϕ− χ̃nϕ) (e) = lim
n→∞

((1− χ̃n)ϕ) (e) = 0

‖ϕ−χ̃nϕ‖2l2(E) ≤ 4
∑
e∈E

r(e)|ϕ(e)|2, ϕ ∈ l2(E)

so lim
n−→∞

‖ϕ− χ̃nϕ‖l2(E) = 0.

From the derivation formula (4.11) in Proposition 4.1, we have

d1
α (ϕ− χ̃nϕ) (x, y, z) = d1

α ((1− χ̃n)ϕ) (x, y, z)

=
((

1− ≈
χn

)
d1
αϕ
)

(x, y, z) +
1

6

(
d0(1− χn) ∧α ϕ

)
(x, y, z)

=
((

1− ≈
χn

)
d1
αϕ
)

(x, y, z)− 1

6

(
d0χn ∧α ϕ

)
(x, y, z)

using d0(1− χn)(e) = −d0χn(e).
Since d1

αϕ ∈ l2(F), one has by the dominated convergence theorem,

lim
n→∞

∥∥∥(1− ≈
χn

)
d1
αϕ
∥∥∥
l2(F)

= 0.

For the second term, we recall the definition of ∧α(
d0χn ∧α ϕ

)
(x, y, z) = e−i/6(α(z,x)+α(z,y))

(
d0χn(z, x) + d0χn(z, y)

)
ϕ(x, y)

+ e−i/6(α(x,y)+α(x,z))
(
d0χn(x, y) + d0χn(x, z)

)
ϕ(y, z)

+ e−i/6(α(y,z)+α(y,x))
(
d0χn(y, z) + d0χn(y, x)

)
ϕ(z, x).

We have by property (C2) of the completeness hypothesis for the triangulation∑
(e,x)∈F

s(e, x)|ϕ(e)|2
∣∣d0χn(x, e−) + d0χn(x, e+)

∣∣2
=
∑
e∈E

r(e)|ϕ(e)|2 1

r(e)

∑
x∈Fe

s(e, x)
∣∣d0χn(x, e−) + d0χn(x, e+)

∣∣2
≤ C

∑
e∈E

r(e)|ϕ(e)|2.
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But for any e ∈ E , limn→∞
∑

x∈Fe s(e, x)
∣∣d0χn(x, e−) + d0χn(x, e+)

∣∣ = 0, we conclude then
again by the dominated convergence theorem that this second term converges to 0.

2) Let ψ ∈ Dom(δ1
α,max), we will show that

‖ψ − ≈
χnψ‖l2(F) + ‖δ1

α(ψ − ≈
χnψ)‖l2(E) → 0 when n→∞.

First, by the dominated convergence theorem, we have

lim
n→∞

(
ψ − ≈

χnψ
)

(x, y, z) = lim
n→∞

(
(1− ≈

χn)ψ
)

(x, y, z) = 0.

‖ψ − ≈
χnψ‖2l2(F) =

1

6

∑
(x,y,z)∈F

s(x, y, z)|1− ≈
χn(x, y, z)|2|ψ(x, y, z)|2

≤ 4

6

∑
(x,y,z)∈F

s(x, y, z)|ψ(x, y, z)|2 = 4‖ψ‖2l2(F).

Then,
lim
n→∞

‖ψ − ≈
χnψ‖l2(F) = 0.

Secondly, by the derivation formula (4.12) in Proposition 4.1, we have

Mn(e) := δ1
α

(
(1− ≈

χn)ψ
)

(e)− (1− χ̃n)(e)(δ1
αψ)(e)

=
1

6r(e)

∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))
(
d0(1− χn)(e−, x) + d0(1− χn)(e+, x)

)
ψ(e, x)

=
1

6r(e)

∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))
(
d0χn(x, e−) + d0χn(x, e+)

)
ψ(e, x)

Then, by the hypothesis of completeness,

(7.16) ∀e ∈ E , lim
n→∞

Mn(e) = 0.

On the other hand, using the Cauchy-Schwarz inequality and again the property (C2) of χ−completeness,
we have for any e ∈ E ,

|Mn(e)|2 =

(
1

6r(e)

)2
∣∣∣∣∣∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))
(
d0(χn)(x, e−) + d0(χn)(x, e+)

)
ψ(e, x)

∣∣∣∣∣
2

≤
(

1

6r(e)

)2 ∑
x∈Fe

s(e, x)
∣∣d0(χn)(x, e−) + d0(χn)(x, e+)

∣∣2 ∑
x∈Fe

s(e, x)|ψ(e, x)|2

≤ C

r(e)

∑
x∈Fe

s(e, x)|ψ(e, x)|2.

(7.17)

Therefore, by the dominated convergence theorem

∀n ∈ N,
∑
e∈E

r(e)|Mn(e)|2 ≤ C‖ψ‖2 ⇒ lim
n→∞

∑
e∈E

r(e)|Mn(e)|2 = 0

Finally, we have by dominated convergence theorem as δ1
αψ ∈ l2(E)

lim
n→∞

‖ (1− χ̃n) δ1
α(ψ)‖ = 0.

This completes the proof. �
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Theorem 1. Let Tα = (Kα,F) be a χ−complete magnetic triangulation then the operator Tα is essen-
tially self-adjoint on Cc(V)⊕ Cc(E)⊕ Cc(F).

Proof. To show that Tα is essentially self-adjoint, we will prove that Dom(Tα,max) ⊂ Dom(Tα,min).
Let us take the sequence of cut-off functions (χn)n ⊆ Cc(V) assured by the hypothesis of χ−completness
of Tα. Let F = (f, ϕ, ψ) ∈ Dom(Tα,max), then F and TαF are in l2(Tα). This implies that δ0

αϕ ∈ l2(V),
d0
αf + δ1

αψ ∈ l2(E) and d1
αϕ ∈ l2(F). Consequently, by the definition of δ0

α,max and d1
α,max we have

ϕ ∈ Dom(δ0
α,max) ∩ Dom(d1

α,max). But the proofs of Proposition 7.1 and Proposition 7.2 show that
ϕn = χ̃nϕ satisfies

∀n ∈ N ϕn ∈ C(E) and lim
n→∞

‖ϕ− ϕn‖2 + ‖d1
α(ϕ− ϕn)‖2 + ‖δ0

α(ϕ− ϕn)‖2 = 0,

so ϕ ∈ Dom(δ0
α,min) ∩Dom(d1

α,min).

Now, it remains to prove that d0
α(χnf) + δ1

α(
≈
χnψ) converges in l2(E) to d0

αf + δ1
αψ. Indeed, we need

some derivation formula taken in Proposition 3.2 and Equation (7.17) in the proof of Proposition (7.2).
It gives:

d0
α((1− χn)f)(e) = (1− χ̃n)(e)d0

α(f)(e)−

(
ei
α(e)
2 f(e−) + e−i

α(e)
2 f(e+)

2

)
d0χn(e)︸ ︷︷ ︸

Sn(e)

δ1
α

(
(1− ≈

χn)ψ
)

(e) = (1− χ̃n)(e)(δ1
αψ)(e)

− 1

6r(e)

∑
x∈Fe

s(e, x)e
i
6

(α(x,e−)+α(x,e+))
(
d0(χn)(e−, x) + d0(χn)(e+, x)

)
ψ(e, x)︸ ︷︷ ︸

In(e)

.

Therefore, we have by the triangle inequality

‖d0
α(f − χnf) + δ1

α(ψ − ≈
χnψ)‖2l2(E)

= ‖(1− χ̃n)(d0
αf + δ1

αψ)− Sn − In‖2l2(E)

≤ 3
(
‖(1− χ̃n)(d0

αf + δ1
αψ)‖2l2(E) + ‖Sn‖2l2(E) + ‖In‖2l2(E)

)
Because d0

αf + δ1
αψ ∈ l2(E), we have

lim
n→∞

‖(1− χ̃n)(d0
αf + δ1

αψ)‖2l2(E) = 0.

Because ψ ∈ l2(F) we have, as in the proof of Proposition 7.2

lim
n→∞

‖In‖2l2(E) = 0.

Because f ∈ l2(V) we have, as in the proof of Proposition 7.1,

lim
n→∞

‖Sn‖2l2(E) = 0.

�

Corollary 2. Let Tα = (Kα,F) be a χ−complete magnetic triangulation then the magnetic Laplace
operator ∆α is essentially self-adjoint on Cc(V)⊕ Cc(E)⊕ Cc(F).

Knowing that Tα is essentially self-adjoint, we conclude then that ∆α = T 2
α is also essentially self-

adjoint in the same way as in Proposition 13 of [1].
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Theorem 2. Let Tα = (Kα,F) be a χ−complete triangulation with bounded curvature (ie. the property
(6.15) is satisfied) then the operator Tα satisfies

Dom(Tα,min) = Dom(d0
α,min)⊕

(
Dom(δ0

α,min) ∩Dom(d1
α,min)

)
⊕Dom(δ1

α,min).

Remark 8. This theorem is the reason why we call our hypothesis (6.15) bounded curvature. Indeed
it sounds like, in the smooth case, the theorem which says that on a complete manifold with bounded
geometry (ie. with positive injectivity radius and Ricci curvature bounded from below) the Laplace
Beltrami operator is essentially self adjoint and the domain of its selfadjoint extension is the second
Sobolev space (the closure of the smooth function with compact support for the Sobolev norm of degree
2), see [12] Prop. 2.10.

Proof.
First inclusion. LetF = (f, ϕ, ψ) ∈ Dom(d0

α,min)⊕
(

Dom(δ0
α,min) ∩Dom(d1

α,min)
)
⊕Dom(δ1

α,min).

Then by Proposition 7.1 and Proposition 7.2 we have (fn)n ⊆ Cc(V) and (ψn)n ⊆ Cc(F) such that :

- fn = χnf → f in l2(V) and d0
αfn → d0

α,minf in l2(E).

- ψn =
≈
χnψ → ψ in l2(F) and δ1

αψn → δ1
α,minψ in l2(E)

We have also ϕ ∈ Dom(δ0
α,min) ∩ Dom(d1

α,min) so by these two propositions (ϕn = χ̃nϕ)n ⊆ Cc(E)
satisfies

‖ϕ− χ̃nϕ‖l2(E) + ‖δ0
α(ϕ− χ̃nϕ)‖l2(V) + ‖d1

α(ϕ− χ̃nϕ)‖l2(F) → 0, when n→∞.

Hence, Fn = (fn, ϕn, ψn) satisfies

Fn → F in l2(Tα), TαFn → Tα,minF in l2(Tα),

where Tα,minF = (δ0
α,minϕ, d

0
α,minf + δ1

α,minψ, d
1
α,minϕ). Then, F ∈ Dom(Tα,min).

Second inclusion. Let F = (f, ϕ, ψ) ∈ Dom(Tα,min). It means that there exists a sequence
((fn, ϕn, ψn))n in Cc(V)× Cc(E)× Cc(F) with

lim
n→∞

‖fn − f‖l2(V) + ‖ϕn − ϕ‖l2(E) + ‖ψn − ψ‖l2(F) = 0

and

lim
n→∞

‖δ0
α(ϕn−ϕ)‖l2(V) = 0, lim

n→∞
‖d1

α(ϕn−ϕ)‖l2(F) = 0, lim
n→∞

‖d0
α(fn−f)+δ1

α(ψn−ψ)‖l2(E) = 0.

We obtain directly that ϕ ∈ Dom(δ0
α,min) ∩Dom(d1

α,min).
We have to show now that d0

αfn and δ1
αψn are Cauchy sequences.

Lemma 7.1. In the situation of the theorem, there exists a positive constant C ′ such that for any g ∈
Cc(V) and η ∈ Cc(F)

(7.18) |
〈
d0
αg, δ

1
αη
〉
l2(E)
| ≤ C ′‖g‖l2(V) ‖η‖l2(F).

Proof.. Let g ∈ Cc(V) and η ∈ Cc(F), then〈
d0
αg, δ

1
αη
〉
l2(E)

=
〈
d1
α ◦ d0

αg, η
〉
l2(F)

= −
∑

(x,y,z)∈F

s(x, y, z)η̄(x, y, z) sin

(
α̂(x, y, z)

6

)
(

e
i
3

(α(x,z)+α(x,y))g(x) + e
i
3

(α(y,z)+α(y,x))g(y) + e
i
3

(α(z,x)+α(z,y))g(z)
)
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by the calculus of section 5.3. Now using the hypothesis of bounded curvature (6.15) one has∑
(x,y,z)∈F

s(x, y, z) sin2

(
α̂(x, y, z)

6

)(
|g(x)|2 + |g(y)|2 + |g(z)|2

)
= 3

∑
x∈V
|g(x)|2

∑
e∈Fx

s(x, e) sin2

(
α̂(x, y, z)

6

)
≤ 3C‖g‖2l2(V).

The Cauchy-Schwarz inequality gives finally the result with C ′ = 3
√
C. �

Now we return to the proof of the theorem: let m,n ∈ N

‖d0
α(fn − fm)‖2l2(E)+‖δ

1
α(ψn − ψm)‖2l2(E)

= ‖d0
α(fn − fm) + δ1

α(ψn − ψm)‖2l2(E) − 2
〈
d0
α(fn − fm), δ1

α(ψn − ψm)
〉
l2(E)

≤‖d0
α(fn − fm) + δ1

α(ψn − ψm)‖2l2(E) + 2C ′‖fn − fm‖l2(V) ‖ψn − ψm‖l2(F).

We conclude that both (d0
αfn)n and (δ1ψn)n converge so

f ∈ Dom(d0
α,min) and ψ ∈ Dom(δ1

α,min).

�

8. APPLICATION TO MAGNETIC TRIANGULATIONS

The aim of this section is to give a concrete way to prove that the notion of χ−completeness covers
the χα-completeness studied in [2]. Let α be an arbitrary magnetic potential on a given triangulation Tα
a and fix an origin vertex O ∈ V . The combinatorial distance dcomb between two vertices x, y is given
by

dcomb(x, y) := min
γ∈Γxy

L(γ)

where Γxy is the set of all paths from x to y and L(γ) denotes the length (the number of edges) of a path
γ. To simplify the notation, we write dcomb(O, x) by |x|. We denote by Bn the ball with center the origin
vertex O and radius n, i.e Bn := {x ∈ V : |x| ≤ n} .

Theorem 3. Let Tα be a weighted magnetic triangulation endowed with an origin. Assume that

sup
x∈Bn

degV(x) = O(n2) and sup
(x,y)∈Bn×Bn±1

degE(x, y) = O(n2) when n −→∞.

Then Tα is χ−complete.

Proof.
Let n ∈ N, we define the cut-off function χn : V −→ R by

χn(x) :=

(
(2− |x|

n+ 1
) ∨ 0

)
∧ 1.

If x ∈ Bn+1, we have that χn(x) = 1 and if x ∈ Bc2(n+1), we have that χn(x) = 0. Then, χn has a
finite support.

We remark that if y ∼ x then, by the triangle inequality, ||x| − |y|| ≤ 1 so

(8.19) y ∼ x⇒ |d0χn(x, y)| = |χn(x)− χn(y)| ≤ 1

n+ 1
.
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We conclude that, thanks to the hypothesis on the degrees, there exists a constant C such that for any
x ∈ V

1

c(x)

∑
y∼x

r(x, y)
∣∣d0χn(x, y)

∣∣2 ≤ degV(x)

(n+ 1)2
≤ C.

Now, let (x, y) ∈ E . Using again Equation (8.19), we have for some M > 0 independent from (x, y)
and n

1

r(x, y)

∑
t∈Fxy

s(x, y, t)|d0χn(t, x)−d0χn(t, y)|2

≤ 2

r(x, y)

∑
t∈Fxy

s(x, y, t)
(∣∣d0χn(t, x)

∣∣2 +
∣∣d0χn(t, x)

∣∣2)
=

4

r(x, y)

∑
t∈Fxy

s(x, y, t) |χn(x)− χn(t)|2

≤ 4 degE(x, y)

(n+ 1)2

≤M.

The definition of χ−completeness is satisfied. �

8.1. Book-like triangulations. We recall the definition of 1-dimensional decomposition given in [5] for
graphs. This notion generalizes the decomposition in spheres on a graph with origin, where the spheres
are defined by

Sn := {x ∈ V : |x| = n} .

Definition 12. A 1-dimensional decomposition of a graph (V, E) is a family of finite sets (Sn)n∈N which
forms a partition of V and such that for all (x, y) ∈ Sn × Sm,

(x, y) ∈ E =⇒ |n−m| ≤ 1.

The following definition is introduced in [7].

Definition 13. We say that a triangulation is a book-like triangulation endowed with an originO (Fig.2),
if there exists a 1-dimensional decomposition (Sn)n∈N of its graph such that for all n ∈ N,

i) S0 = {O} , |S2n+1| = 2 and if x, y ∈ S2n+1 and x 6= y then (x, y) ∈ E ,
ii) ∀x, y ∈ S2n+2, (x, y) /∈ E ,

iii) ∀x, y ∈ S2n+1, x 6= y and ∀z ∈ S2n ∪ S2n+2 then (x, y, z) ∈ F .

Example 8.1. Let Tα be a magnetic book-like triangulation endowed with an origin O and an arbitrary
magnetic potential α. Take 0 < β ≤ 2. We set c(x) = 1 and val(x) := ] {y ∈ V, y ∼ x} , for all x ∈ V.
If Tα satisfies

val(x) = b(2n+ 1)βc+ 4, for all n ∈ N and x ∈ S2n+1

r(x, y) =
val(x)val(y)

|x||y|
, for all (x, y) ∈ E

and s(x, y, z) = r(x, y)r(y, z)r(z, x), for all (x, y, z) ∈ F .
Then an application of Theorem 3 gives that Tα is χ-complete.
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FIGURE 2. A book-like triangulation

Indeed, we remark first that val(x) = 4 for x ∈ S2n, n ≥ 1) and

(8.20) val(x) = |S2n|+ |S2n+2|+ 1, for all n ∈ N and for x ∈ S2n+1.

Let n ∈ N∗, the equation (8.20) gives:
First case. If x ∈ S2n+1, let x̄ be the other vertex in S2n+1. There is some C > 0 independent from x

and n such that

∑
y∼x

r(x, y)

c(x)
=

(
val(x)

|x|

)(
val(x̄)

|x̄|

)
+
val(x)

|x|
∑

y∈S2n∪S2n+2

val(y)

|y|

=

(
b(2n+ 1)βc+ 4

2n+ 1

)2

+
b(2n+ 1)βc+ 4

2n+ 1

(
4|S2n|

2n
+

4|S2n+2|
2n+ 2

)
≤
(
b(2n+ 1)βc+ 4

2n+ 1

)2

+ 2
b(2n+ 1)βc+ 4

2n+ 1

(
|S2n|+ |S2n+2|

n

)
≤
(
b(2n+ 1)βc+ 4

2n+ 1

)2

+ 2

(
b(2n+ 1)βc+ 4

)2
n(2n+ 1)

≤ Cn2β−2 (0 < β ≤ 2)

≤ Cn2.

Second case. If x ∈ S2n, we have for some C ′ > 0 independent from x and n

∑
y∼x

r(x, y)

c(x)
=
val(x)

|x|
∑

y∼x, y∈S2n±1

val(y)

|y|

=
4

2n

(
|S2n−1|

(
b(2n− 1)βc+ 4

)
2n− 1

+
|S2n+1|

(
b(2n+ 1)βc+ 4

)
2n+ 1

)

=
4

n

(
b(2n− 1)βc+ 4

2n− 1
+
b(2n+ 1)βc+ 4

2n+ 1

)
≤ C ′nβ−2 ≤ C ′, (0 < β ≤ 2).
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On the other hand, let (x, y) ∈ S2
2n+1, x 6= y. We have for some M > 0 independent from (x, y) and

n ∑
t∈Fxy

s(x, y, t)

r(x, y)
=
∑
t∈Fxy

r(y, t)r(t, x)

=
val(x)val(y)

|x||y|
∑

t∈S2n∪S2n+2

(
val(t)

|t|

)2

=

(
b(2n+ 1)βc+ 4

2n+ 1

)2(
16|S2n|
(2n)2

+
16|S2n+2|
(2n+ 2)2

)
≤ 16

(
b(2n+ 1)βc+ 4

2n+ 1

)2( |S2n|+ |S2n+2|
(2n)2

)
≤ 4

(
b(2n+ 1)βc+ 4

2n+ 1

)2(b(2n+ 1)βc+ 4

n2

)
≤Mn3β−4, (0 < β ≤ 2)

≤Mn2.

If (x, y) ∈ S2n × S2n+1, we have for some M ′ > 0 independent from (x, y) and n∑
t∈Fxy

s(x, y, t)

r(x, y)
=
∑
t∈Fxy

r(y, t)r(t, x)

=
val(x)val(y)

|x||y|
∑

t∈S2n+1

(
val(t)

|t|

)2

=
4
(
b(2n+ 1)βc+ 4

)
2n(2n+ 1)

2

(
b(2n+ 1)βc+ 4

2n+ 1

)2

≤M ′n3β−4 (0 < β ≤ 2)

≤M ′n2.

8.2. Case of a 1-dimensional decomposition triangulation. In this section under a specific choice of
magnetic potential α,we construct an example of a triangulation that is χ-complete and not χα-complete.
The following definition is introduced in [7].

Definition 14. We say that a triangulation is a 1-dimensional decomposition triangulation if there exists
a 1-dimensional decomposition (Sn)n∈N of its graph (Fig.3).

We now divide the degree with respect to the simple 1-dimensional decomposition triangulation

η±n := sup
x∈Sn

|V(x) ∩ Sn±1| , β±n := sup
e∈Sn×Sn±1

|Fe| , γ±n := sup
e∈S2n

∣∣((Fe ∩ Sn±1)× S2
n

)
∩ F

∣∣ .
Example 8.2. Let Tα be a simple 1-dimensional decomposition magnetic triangulation and

αxy := (|x| − |y|)π.

Thus, ∑
y∼x

sin2
(αxy

2

)
= val(x)

for all x ∈ V. Using (6.14), if val(.) is unbounded, then Tα is not χα-complete.
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FIGURE 3. A 1-dimensional decomposition triangulation

In contrast, in [7, Thm 6.2], the author proves that if∑
n∈N

1√
ξ(n, n+ 1)

=∞

where ξ(n, n+ 1) = η+
n + η−n+1 + β+

n + γ+
n + γ−n+1, then Tα is χ−complete.

As a consequence, the operators Tα and ∆α are essentially self-adjoint on Cc(V) ⊕ Cc(E) ⊕ Cc(F).
But we remark also that the magnetic field is trivial, it is the differential of a function, then its holonomy
is null and the curvature also. We can then apply Theorem 2 to Tα.
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guidance as well as the words of encouragement on our paper.
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CNRS/NANTES UNIVERSITÉ, LABORATOIRE DE MATHÉMATIQUE JEAN LERAY, FACULTÉ DES SCIENCES, BP 92208,
44322 NANTES, (FRANCE).

Email address: colette.anne@univ-nantes.fr
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