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1.  Introduction
Atmospheric CO2 mole fractions have changed from 280 ppm during the pre-industrial period (circa. 1750) 
to present day mole fractions of 414 ppm (www.esrl.noaa.gov/gmd/ccgg/trends/). Over the last decade, the 
rate of increase in global atmospheric CO2 mole fractions has risen from 1.8 ppm/year in 2008 to 2.4 ppm/
year in 2018. These changes in atmospheric CO2 have been linked to an increase in fossil fuel usage (Ed-
enhofer et al., 2014; Skeie et al., 2011) and land use change (Houghton et al., 2012). About 55% of the CO2 
emissions are currently absorbed into oceans or terrestrial ecosystems (Friedlingstein et al., 2019; Le Quéré 
et al., 2018). In order to close the budget of atmospheric CO2, the driving mechanisms of sources and sinks 
of CO2 from continental surfaces and oceans need to be better quantified (Le Quéré et al., 2018). Studies 
have shown that northern hemisphere terrestrial ecosystems are a significant part of the terrestrial sink 
(Denning et al., 1995; Tans et al., 1990). However, uncertainties in estimates of global carbon sources and 
sinks exist due to lack of knowledge regarding primary drivers of the land sink (Huntzinger et al., 2017). 
Peylin et al. (2002) and Xiao et al. (2014) show that one of the key uncertainties in regional carbon flux es-
timates comes from errors in representation of atmospheric transport. Bastos et al. (2020) have investigated 
the sources of uncertainty in global scale models in the Global Carbon Budget (Le Quéré et al., 2018) and 
have found that among other factors, more in-situ observations help reduce uncertainties in atmospheric 
inversions.

Atmospheric transport models are used to determine sources and sinks of CO2 through the process of inver-
sion—linking CO2 mole fractions in the atmosphere to sources and sinks at the surface (Enting et al., 1995). 

Abstract  Synoptic weather systems are a major driver of spatial gradients in atmospheric CO2 mole 
fractions. During frontal passages, air masses from different regions meet at the frontal boundary creating 
significant gradients in CO2 mole fractions. We quantitatively describe the atmospheric transport of CO2 
mole fractions during a mid-latitude cold front passage and explore the impact of various sources of CO2. 
We focus here on a cold front passage over Lincoln, Nebraska on August 4th, 2016 observed by aircraft 
during the Atmospheric Carbon and Transport-America campaign. A band of air with elevated CO2 was 
located along the frontal boundary. Observed and simulated differences in CO2 across the front were as 
high as 25 ppm. Numerical simulations using Weather Research and Forecasting Model with Chemistry 
at cloud resolving resolutions (3 km), coupled with CO2 surface fluxes and boundary conditions from 
CarbonTracker (CT-NRTv2017x), were performed to explore atmospheric transport at the front. Model 
results demonstrate that the frontal CO2 difference in the upper troposphere can be explained largely by 
inflow from outside of North America. This difference is modified in the atmospheric boundary layer and 
lower troposphere by continental surface fluxes, dominated in this case by biogenic and fossil fuel fluxes. 
Horizontal and vertical advection are found to be responsible for the transport of CO2 mole fractions 
along the frontal boundary. We show that cold front passages lead to large CO2 transport events including 
a significant contribution from vertical advection, and that midcontinent frontal boundaries are formed 
from a complex mixture of CO2 sources.
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In order for the inversion process to be accurate, these numerical transport models need to infer CO2 sources 
and sinks with high accuracy (Gurney et al., 2002). Evaluating the numerical models using CO2 observation 
help determine the uncertainty in the ability of the models to reproduce the carbon cycle (Agustí-Panareda 
et al., 2019; H. W. Chen et al., 2019; Chevallier et al., 2019; Díaz Isaac et al., 2014, 2018).

Differences in the representation of transport processes within individual numerical models can lead to a 
biased representation of CO2 (Houweling et al., 2010; Law et al., 1996; Schuh et al., 2019). Errors in the rep-
resentation of atmospheric boundary layer (ABL) dynamics (vertical mixing heights and horizontal wind 
profiles) in numerical models results in errors in inverse estimates of CO2 (Lauvaux & Davis, 2014). Further 
studies evaluating both global and regional models also found that the simulated ABL depth in a numerical 
model has significant influence on the CO2 distribution, and errors in the estimation of ABL depth are a ma-
jor source of uncertainty in atmospheric transport representation (Geels et al., 2007). Synoptic scale weath-
er events are an important part of atmospheric CO2 transport, and the representation of synoptic weather in 
numerical models is not addressed in studies focused on global scale and ABL evaluations.

The performance of regional and global models in capturing the synoptic scale variability of atmospheric 
CO2 distribution has been evaluated (Law et  al.,  2008). Patra et  al.  (2008) and Sarrat et  al.  (2007) eval-
uated multiple global and regional scale numerical models and found that they were able to represent 
the observed synoptic scale CO2 variability from tower and aircraft measurements. In order to improve 
the representation of atmospheric transport, the above studies suggest the use of higher horizontal and 
vertical resolution numerical models coupled with CO2 fluxes with high temporal and spatial resolution 
(Agustí-Panareda et  al.,  2019; Geels et  al.,  2007). Numerical models running at global scale resolutions 
(>100s of km) represent mesoscale and microscale weather events through parameterizations of physical 
transport processes (Carvalho et al., 2014). A regional model study in east Asia has shown that numerical 
models running at higher resolutions than global models (27 km horizontal grid resolution) were able to 
reproduce observed changes in atmospheric CO2 mole fractions due to mesoscale weather systems (Ballav 
et al., 2012). The study also recommended the implementation of higher resolution transport models to 
better represent diurnal and synoptic variability of CO2 as well as represent the changes in atmospheric CO2 
mole fractions by synoptic weather events.

Cold front passages are an example of synoptic scale events. Studies have shown that cold front passages 
have created gradients in atmospheric CO2 mole fractions at the frontal boundary (Hurwitz et al., 2004; 
Lee et al., 2012). In Hurwitz et al.  (2004), tall tower observations at Park Falls, Wisconsin, have studied 
four cold front passages over multiple seasons and shown that a summertime cold front passage resulted 
in changes in CO2 mole fractions in the ABL. These changes were attributed to a pre-existing meridional 
gradient that was advected into the region as well as nearby biospheric fluxes. Horizontal advection and 
vertical mixing were hypothesized as the transport processes driving the changes in CO2 mole fractions. 
Lee et al. (2012) reported that changes in CO2 mole fractions caused by a cold front passage were greater 
than the gradients created due to typical diurnal variations on fair weather days. The changes in CO2 mole 
fractions were dependent on the direction of cold front passage as well as the accumulation of CO2 along 
the frontal boundary caused by wind shear and deformational flow. The Atmospheric Carbon and Transport 
(ACT)-America​ flight campaign provides a unique data set of aircraft measurement across multiple cold 
fronts over continental United States (Pal & Davis, 2020). Continuous aircraft measurements across frontal 
boundaries captured the difference in CO2 mole fractions between the warm and cold sectors for multiple 
frontal passages (Davis et al., 2018). For summertime cold fronts, a region of elevated CO2 mole fractions 
was found along the frontal boundary (Pal et al., 2020). Mesoscale dynamics were seen to modulate the 
width and magnitude of the enhanced CO2 region. These studies highlighted the significance but did not 
quantify transport or simulate the processes leading to these structures.

The impact of synoptic scale events on atmospheric CO2 mole fractions has also been simulated using vari-
ous global and regional scale numerical models. Previous studies have shown that there is a correlation be-
tween atmospheric transport variables and biospheric CO2 fluxes at synoptic scales resulting in large scale 
spatial gradients (Denning et al., 1995). Geels et al. (2004) found that the variability of CO2 mole fractions 
in summer was highly correlated to the continental biospheric fluxes of CO2 over the region. The horizontal 
transport of upstream features in CO2 mole fractions also contributes significantly to the synoptic-scale CO2 
distribution. These interactions have been further explored in Chan et al. (2004), highlighting the response 
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of simulated CO2 mole fractions to changes in atmospheric conditions. Suppression of photosynthesis due 
to cloud cover ahead of the cold front resulted in increased CO2 mole fractions. Cold front passage intro-
duced air with elevated CO2 mole fractions near the surface, and vertical mixing in the warm sector was 
able to lift surface level CO2 to the troposphere. Chan et al. (2004) also found that CO2 gradients between 1 
and 10 ppm/100 km can be created by mesoscale horizontal and vertical transport processes within a day. 
In order to further understand the mechanisms driving the transport of atmospheric CO2, a budget equation 
was developed (Bakwin et al., 2004). Using this equation on cold front passages showed that wind shear and 
deformational flow near the frontal boundary created strong CO2 gradients that were advected horizontally 
along with the front (Parazoo et al., 2008). Studies have shown that for cold front passages, simulated CO2 
mole fractions are influenced by local surface fluxes along with horizontal and vertical transport processes 
over a timescale of a few days (Wang et al., 2007). Through these studies, it was found that the impact of 
cold front passages on the distribution of CO2 is attributed to local fluxes of CO2 interacting with upstream 
CO2 gradients along the frontal boundary through horizontal and vertical transport.

Based on the recommendations from the previous studies investigating synoptic CO2 variability, we use 
high-resolution Weather Research and Forecasting Model with Chemistry (WRF-Chem; Skamarock 
et al., 2008) simulation operating at 27, 9, and 3 km resolutions. The resolution of 3  × 3 km is capable of 
resolving some cloud convection (Klemp, 2006), presenting a more resolved description of frontal transport. 
We study a summer cold front passing over Lincoln, NE, USA using WRF-Chem v3.6.1. The transport of 
CO2 is quantified using a budget equation identifying contributions from horizontal and vertical advec-
tion and vertical diffusion. Aircraft observations from the ACT-America campaign are used to evaluate the 
performance of the numerical results. Through this study we provide a unique cloud resolving resolution 
view of features in atmospheric CO2 distribution during a single cold front passage. While past studies 
have highlighted the differences in CO2 mole fractions between the warm and cold sectors, for this cold 
front passage we show that along with the cross-sector difference, there is the presence of a narrow band of 
elevated CO2 along the frontal boundary. We show that while biogenic sources and large scale inflow from 
the domain boundaries influenced the cross-frontal difference in CO2 mole fractions, the narrow band of 
elevated CO2 was primarily driven by biogenic sources. Using a CO2 budget equation (Bakwin et al., 2004; 
Parazoo et al., 2008), we highlight the interaction of horizontal advection, vertical advection, and vertical 
diffusion with CO2 mole fractions during the cold front passage.

The current study is structured as follows—the data and methods section describe the numerical model and 
the tools and analysis methods used for the current study. The results section characterizes the capabilities 
of the numerical modeling system and describes the CO2 distribution along the frontal boundary and its 
evolution with time. Transport of CO2 is broken out by terms in the conservation equation, including the 
impact of model grid-resolution on the representation of CO2 transport. The final section highlights the 
implications of the current study for the broader scientific community.

2.  Data and Numerical Framework
2.1.  ACT-America Aircraft Measurements

The ACT-America mission is a NASA Earth Venture Suborbital mission designed to improve atmospheric 
inverse estimates of greenhouse gas (GHG) fluxes. One objective is to quantify and reduce atmospheric 
GHG transport uncertainties (Davis et al., 2018). Two aircraft, a NASA Wallops C-130 Hercules and a NASA 
Langley B200 King Air, collected remote and in situ measurements in the boundary layer and free tropo-
sphere. During frontal passages, flight paths were designed to make measurements in both the warm and 
cold sectors by crossing frontal systems at multiple levels. Multiple vertical profiles were also collected on 
both sides of the front. In situ CO2 measurements from the B200 and C-130 aircraft were collected using a 
PICARRO 2401-m spectrometer (Digangi et al., 2018) along with atmospheric state variables. Data sets are 
described by Davis et al. (2018). In the current study, we evaluated the performance of the numerical model 
using in-situ measurements from the ACT-America aircraft on August 4th, 2016.
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2.2.  Cold Front Passage on August 4th, 2016

The summer 2016 flight campaign was in the Midwest region of the United States from August 1st to Au-
gust 17th. A cold front crossed south-eastern Nebraska, Iowa and northern Kansas (located within the 3 km 
simulation domain) from August 4th 18Z to August 6th 09Z. Figure 1 shows the synoptic map for the frontal 
passage with the flight track overlay. The low-pressure center of the front was located over Manitoba in 
Canada. The cold front passage was characterized by a 170° change in wind directions at the frontal bound-
ary—northerly winds to southerly winds. The Lincoln airport station (KLNK) recorded that the daytime 
mean temperature dropped by 12 K between the 4th and 5th of August. The change in the air mass over the 
station was also accompanied by a 10% decrease in relative humidity and a 10 hPa drop in surface pressure. 
To capture the gradients in CO2 mole fractions across the frontal boundary, the aircraft crossed the front at 
multiple altitudes (300 m, 3 km, 5 km, and 8 km MSL) on August 4th between 16Z and 21Z. Vertical profiles 
were also taken at multiple locations in the warm and cold sector. The aircraft recorded a 25 ppm change 
in CO2 over a horizontal span of 40 km while crossing the frontal boundary in the ABL (Pal et al., 2020). 
Smaller cross-frontal mole fraction differences of the same sign were observed in the free troposphere (Pal 
et al., 2020).

2.3.  Model Description

For the current study, we used the WRF-Chem ver. 3.6.1 (Skamarock et al., 2008). We ran the model with 
one-way nesting via three nested domains with spatial grid resolutions of 27, 9, and 3 km respectively, using 
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Figure 1.  Synoptic map over continental United States on August 4th, 2016 at 18Z. The cold front studied is highlighted in the black dashed circle, and the 
green line shows the approximate flight path for the ACT-America aircraft. Courtesy: NOAA/National Weather Service.
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WRF-Chem with a modification to include CO2 as a passive tracer (Lauvaux et al., 2012). Figure 2 shows the 
arrangement of the nested domains as used in WRF-Chem. Vertical grid resolution is kept constant across 
the domains with 51 terrain-following eta levels from the surface to the top of the atmosphere (at 100 hPa). 
The vertical grids are staggered with 29 levels forming a higher density grid under 2 km above ground level 
(AGL), with greater spacing above. The first vertical level has an elevation of 8 m above ground level.

The simulations were initialized with meteorological driver data from 6-hourly ERA-Interim (Dee 
et al., 2011) outputs with a reduced Gaussian grid with approximately uniform 79 km spacing for surface 
and other grid-point fields (Berrisford et al., 2011) and NCEP high-resolution (0.083° × 0.083°) SST data. 
Model physics are summarized in Table 1. We output WRF-Chem hourly for the period from July to August 
2016, in which the model was re-initialized every 5 days and with 12-h meteorological spin-up.
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Figure 2.  Domains used for the WRF-Chem model simulations, shown with contours of terrain height in meters above 
sea level. The map shows the 27 km resolution domain (D01), the black inner box shows the 9 km domain (D02), and 
the innermost red box shows the 3 km domain (D03).

Option Parameter

Microphysics Thompson (Thompson et al., 2008)

Boundary Layer Scheme MYNN2 (Nakanishi & Niino, 2006)

Longwave radiation RRTMG longwave scheme (Iacono et al., 2008)

Shortwave radiation RRTMG shortwave scheme (Iacono et al., 2008)

Land surface Unified Noah land-surface model (F. Chen & Dudhia, 2001)

Cumulus Kain-Fritsch (new Eta) scheme (Kain, 2004),

Parameterization for the 27 and 9 km resolution domains

Abbreviation: WRF-Chem,Weather Research and Forecasting Model with Chemistry.

Table 1 
Parameterization Options Used for WRF-Chem Simulations
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2.4.  CO2 Simulations

WRF-Chem transport was coupled with CO2 fluxes from the CarbonTracker Near Real Time v2017 (CT-
NRT.v2017) (Peters et al., 2007), hereafter referred to as CT-NRT.v2017. CO2 is simulated as a passive tracer 
in the current study—similar to setups described in prior studies (Butler et al., 2020; Feng, Lauvaux, Keller, 
et al., 2019; Feng, Lauvaux, Davis, et al., 2019). CT-NRT.v2017 provided surface fluxes as well as lateral 
boundary conditions. Within the WRF-Chem framework, these surface fluxes are tracked as individual trac-
ers simulating fossil fuel emissions, biogenic fluxes, oceanic fluxes, and biomass burning emissions. CO2 
inflow from CT-NRT.v2017 to the boundaries of the WRF-Chem domains are tracked separately as lateral 
boundary condition tracers with the consideration of CO2 mass conservation. Horizontal and vertical inter-
polations were applied using weights based on the pressure level differences between the two models. More 
details can be found in Butler et al. (2020). Thus, by considering the sum of all the individual tracers, the 
total atmospheric CO2 mole fractions are determined. The lateral boundary conditions have a 3° × 2° spatial 
resolution and the set of surface fluxes have a 1° × 1° resolution over the study domain. Temporally, all the 
fluxes are introduced as 3-hourly mean values. The simulation is initialized with an atmosphere free of CO2. 
Lateral boundary conditions along with surface fluxes populate the domain with CO2 while WRF-Chem 
transport moves it within the domain. The regional model (WRF-Chem) simulation is initialized with an 
atmosphere devoid of any CO2 mole fractions. Through surface emissions and inflow from the domain 
boundaries, CO2 is introduced using information from Carbon Tracker NRT v2017. The high resolution 
WRF-Chem transport acts on these mole fractions to distribute CO2 in the atmosphere. WRF-Chem was run 
for a month prior to the campaign period (July 2016) to ensure realistic CO2 mole fractions (approximately 
410 ppm) in the domain atmosphere before simulating the study period (August 2016).

2.5.  Breakdown of CO2 Mole Fractions Into Components

Within the WRF-Chem framework, the simulated atmospheric CO2 mole fractions are calculated as the 
sum of components from CT-NRT.v2017, which are related to the various surface fluxes of CO2 along with 
the lateral boundary conditions. By tracking the individual tracers, it is possible to show the interaction 
between atmospheric transport features created due to the cold front passage and CO2 emitted from these 
various sources and the boundary conditions. In the current study, the CO2 from the boundary conditions 
represent inflow from outside the simulation domains. These interactions can highlight which CO2 tracer is 
impacted the most by the frontal passage. Additionally, a footprint analysis has also been performed to trace 
the origins of the air masses at the frontal boundary. Thus, by combining these two analyses it is possible 
to determine which sources of CO2 were responsible for the atmospheric distribution during the period of 
frontal passage.

WRF-Chem was configured to simulate CO2 originating from fossil fuel, biogenic, oceanic, and fire surface 
fluxes, and boundary conditions as separate tracers. Due to negligible impacts of oceanic and fire sources on 
CO2 during the study period (<1 ppm), we focus only on fossil fuel, biogenic and boundary condition tracers 
to investigate how the transport impacts them individually and quantify their contribution to specific fea-
tures such as the band of elevated CO2 mole fractions along the frontal boundary.

3.  Methods
3.1.  Model-Data Comparison

During the ACT-America flight campaign, CO2 mole fractions along with standard atmospheric variables 
(potential temperature, water vapor mole fraction etc.) were measured on both aircraft (Davis et al., 2018). 
Similarly, simulated values of potential temperature and CO2 mole fractions were extracted from WRF-
Chem along the flight tracks to evaluate model performance. A limitation in this approach arose from the 
different time and spatial resolution of the products used. The modeled potential temperature and CO2 
mole fraction values were extracted from nearest points to the observations. The aircraft data are archived 
with a time resolution of 5 s (Davis et al., 2018), while the WRF-Chem setup used has been configured with 
hourly output. For this evaluation, hourly model data that was closest in time to the observations were used 
for comparison. In order to compare aircraft measurements along constant altitude flight legs, horizontal 
maps were extracted from WRF-Chem at the same altitude. A transect drawn almost parallel to the flight 
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path was used to compare the vertical features of the front as described by WRF-Chem and the aircraft 
measurements.

3.2.  Calculating CO2 Transport Terms

As mentioned in Section 2.4, CO2 is simulated in WRF-Chem as a passive tracer. The transport of CO2 is 
driven by the simulated atmospheric dynamics. Previous studies (Bakwin et al., 2004; Parazoo et al., 2008) 
have used the scalar conservation equation:
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to quantify CO2 transport in the atmosphere where C is the CO2 mole fractions in ppm, Fc is the surface flux 
of CO2, z1 is the lowest model level, R is the gas constant, T is the temperature, p is the pressure, Km is the 
vertical eddy diffusivity coefficient, w is the vertical velocity, 


HV  is horizontal velocity, g is the gravity, and M 

is the parameterized convective mass transport.

The individual terms represent the tendency in CO2 mole fractions (i), influence of surface fluxes (ii), and 
transport by vertical diffusion (iii), vertical advection (iv), horizontal advection (v), and cloud convection 
(vi).

Term (ii) acts only on the lowest model layer. The cloud convective transport term is suitable for a mod-
el with parameterized convection. In the 3-km simulation, the convective transport is not separable from 
the grid-scale vertical advection and thus, in Equation 2, the new term (iv-modified) includes the vertical 
transport due to convection (vi) and vertical advection (iv) in Equation 1. We use lower-case c to indicate 
the differences. We continue to refer to term (iv-modified) as vertical advection for simplicity. Thus, at ele-
vated model level (above the first level), the equation for cloud resolving resolution models can be further 
reduced to:
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In our study, we showcase horizontal advection, vertical advection, and vertical diffusion as the transport 
terms representing change in CO2 mole fractions in the atmosphere. We study the impact of these terms on 
the distribution of CO2 along a frontal boundary. Terms from Equation 2 were calculated using 3D veloci-
ties, CO2 mole fractions, and eddy diffusivity from WRF-Chem hourly outputs.

4.  Results
4.1.  Comparison to ACT-America Aircraft Measurements

WRF-Chem simulated a cold front with thermal features that are consistent with the aircraft measure-
ments. Figure 3 shows the horizontal map and vertical cross-section of potential temperature from WRF-
Chem and aircraft measurements. In Figure 3a it can be seen that there is a region of warm air located in 
the south-west of the domain and a cold air mass to the north-west of the domain. Figure 3b shows the 
variability in potential temperature in a vertical cross-section across the frontal boundary. The warm and 
cold air masses meet at −97° longitude at the surface. The vertical distribution of potential temperature 
shows that there is a band of warm air (θ > 307 K) extending from −97° to −94° longitude. This warm air 
mass was also present in the aircraft measurements.

Similar to potential temperature, WRF-Chem simulated wind speed and wind direction across the front 
that are largely consistent with the ACT-America aircraft observations. Figure 4a shows that in the ABL 
along the frontal boundary there is a decrease in wind speed at the frontal boundary as seen in the aircraft 
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measurements and WRF-Chem; the feature is most prominent between −97° and −96° longitude and 40° 
and 41° latitude. In the cold sector, toward the northwest region of the domain, the higher wind speeds 
(>9 m s−1) measured by the aircraft were also captured by WRF-Chem. Southerly winds in the warm sec-
tor have lower wind speeds (<9 m s−1) in WRF-Chem as well as the aircraft measurements. WRF-Chem 

SAMADDAR ET AL.

10.1029/2020JD033118

8 of 22

Figure 3.  Comparisons of aircraft measurements to the high-resolution (3 km) WRF-Chem simulation (at 548 m AGL) of potential temperature on August 
4th, 2016 at 18Z. The aircraft measurements are shown as circles. Panel (a) shows simulated potential temperature overlaid with aircraft observations from 
approximately the same altitude, and (b) shows the vertical cross-section across the frontal boundary along the path traced by the aircraft transects. To match 
times with WRF-Chem outputs, aircraft measurements within ±30 min of 18Z are shown. The white triangles in panel (a) show the location of vertical profiles 
used to calculate boundary layer depth. AGL, above ground level; WRF-Chem,Weather Research and Forecasting Model with Chemistry.

Figure 4.  Comparisons of aircraft measurements to the high-resolution (3 km) WRF-Chem simulation of horizontal winds on August 4th, 2016 at 18Z at an 
altitude of 548 m AGL. The aircraft measurements are shown as circles. Panel (a) shows the wind speed (ms−1) comparison with the WRF-Chem map overlaid 
with aircraft observations and panel (b) shows the wind direction (degrees) comparison with the WRF-Chem map overlaid with aircraft observations. AGL, 
above ground level; WRF-Chem, Weather Research and Forecasting Model with Chemistry.
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simulated wind speeds were found to be higher than the aircraft observations. Figure 4b shows that the 
simulated wind shift from northwesterly winds in the cold sector to southerly winds in the warm sector at 
the frontal boundary matches the wind shift measured by the aircraft. In the south-eastern end of the flight 
track, there is a region of relatively calm winds (<2 m s−1) where there is a mismatch in wind direction 
between model and observations. However, this region is relatively far from the frontal boundary, and wind 
speeds are low in both the model and the observations.

Figure 3 shows the locations of the aircraft vertical profiles along the flight track where observed virtual 
potential temperature profiles were used to derive ABL depth and compare to the WRF-Chem diagnosed 
ABL depth. The WRF-Chem ABL depth was higher in the warm sector and lower in the cold sector. Ta-
ble 2 summarizes the model-data differences found in different parameters between the warm and cold 
sectors. The cross-frontal difference was calculated as a difference of the average values from the warm 
sector (between longitude −98° to −93° with southerly flow) and the cold sector (between longitude −99° 
to −96° with north-easterly flow) from WRF-Chem and the aircraft measurements. Studies conducted using 
similar WRF-Chem parameters have also reported values of the same order (Díaz-Isaac et al., 2018; Feng 
et al., 2016).

The response of simulated CO2 mole fractions to the cold front over continental North America can be seen 
in Figure 5a. The continental scale distribution of CO2 shows large differences in the warm-cold sector mole 
fraction (between 20-25 ppm) along the frontal boundary. In the cold sector, air with lower CO2 mole-frac-
tions (<390 ppm) is introduced with northwesterly winds coming in from Canada. The warm sector of the 
front is characterized with southerly flow bringing in air with higher CO2 mole fractions (405–410 ppm). 
Figure 5b, the high-resolution simulation, shows a “zoomed-in” view of the front and the associated CO2 
distribution. An elongated band of air with higher CO2 mole fractions can be seen extending along the fron-
tal boundary. This band has a maximum width of approximately 200 km and extends from northeastern 
Kansas (−99° longitude and 39° latitude) to northeastern Iowa (−95° longitude and 44° latitude) spanning 
over 600 km. The white box delimits the boundaries of the innermost domain (Figure 5a)

While simulated cross-frontal differences were as high as 25 ppm, observed frontal difference, while sim-
ilar in magnitude, were located northwest of the simulated boundary (between −98° to −97° longitude). 
WRF-Chem did simulate the lower CO2 mole fractions observed in the cold sector north of 41° latitude. The 
horizontal extent of elevated CO2 mole fractions in the warm sector is narrower in the model compared to 
the aircraft measurements. This is specifically noticeable in Figure 5c—in WRF-Chem, the elevated con-
centrations extend from −96.5° to −94° longitude but in the aircraft measurements extend from −97.7° to 
−93° longitude. This could be caused by a small error in the simulated location (Figure 5b) of the high CO2 
region found in the model at approximately −95° longitude and 39° latitude.

There is a small region of elevated CO2 mole fractions west of the frontal boundary in the cold sector be-
tween −98° to −97° longitude. This was seen in both aircraft measurements and WRF-Chem. Overall, WRF-
Chem was able to capture the large-scale features of the CO2 distribution at frontal boundary, including 
the correct sign and approximate amplitude of the cross-frontal difference. Table 2 shows the quantified 
statistics comparing WRF-Chem and aircraft measurements along the flight track. The distribution of CO2 
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Variable Units

Warm sector Cold sector Cross-frontal difference

WRF Aircraft WRF Aircraft WRF Aircraft

Potential Temperature K 313.2 311.7 305.4 307.2 7.8 4.5

Wind Speed ms−1 6.4 5.92 12.1 10.05 −5.7 −4.13

Wind Direction degrees 242.9 259.96 310.75 308.71 −67.85 −48.75

ABL Depth m AGL 836.4 770 692.6 705 143.8 65

CO2 Mole Fraction ppm 409.6 406.4 395.9 394.7 13.8 11.7

Notes. Cross-frontal differences were calculated as the difference between warm sector and cold sector values.
Abbreviations: AGL, above ground level; WRF-Chem, Weather Research and Forecasting Model with Chemistry.

Table 2 
Evaluation of WRF-Chem Using Aircraft Measurements in the Boundary Layer
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in the simulated atmosphere is determined by interactions between atmospheric transport and the surface 
fluxes. The misalignment of the CO2 distribution between WRF-Chem and aircraft can arise from errors 
either in transport or fluxes and detangling them to quantify the cause is beyond the scope of the current 
study. Based on the aircraft observations in Figure 5b, it can be seen that the observed frontal boundary was 
located 100 –120 km to the northeast of the simulated frontal boundary. Also, the southeastern part of the 
simulation domain has lower CO2 mole fractions than the observations. The aircraft measurements were 
taken in the boundary layer. The region of mismatch in the southeast (between −93° and −91° longitude) 
is likely a timing mismatch due to reduced wind speeds in the region (∼0–2 ms−1) as the elevated CO2 mole 
fractions were not advected in time. On August 4th at 20Z, the simulated CO2 mole fractions in the region 
between −93° and −92° longitude are closer to aircraft measured values (<2 ppm difference). The cold 
sector wind speeds were higher in WRF-Chem in comparison to aircraft measurements by 2 m s−1 which 
can lead to the front moving faster in the simulation. In addition to the discrepancies in the wind field in 
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Figure 5.  WRF-Chem simulated CO2 mole fractions across continental United States and comparisons to aircraft measurements within the high-resolution 
(3 km) domain on August 4th, 2016 at 18Z at an altitude of 548 m AGL. The aircraft measurements are shown as circles. Panel (a) shows the horizontal map of 
CO2 mole fractions from the 27 km domain highlighting the large scale features in CO2 mole fraction, panel(b) shows simulated CO2 mole fractions from the 
cloud resolving resolution 3 km domain overlaid with aircraft observations. Panel (c) shows the vertical cross-section across the frontal boundary highlighting 
the vertical features as seen by WRF-Chem and the aircraft measurements. AGL, above ground level; WRF-Chem, Weather Research and Forecasting Model 
with Chemistry.
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the warm and cold sector, WRF-Chem also simulated a stagnant air mass in the eastern part of the domain 
between −93° and −89° longitude with low CO2 (<390 ppm). The presence of this stagnant air mass was not 
confirmed using aircraft measurements due to the spatial extent of the flights. The stagnant air mass could 
also be a cause for the discrepancy in CO2 mole fractions between aircraft measurements and WRF-Chem. 
The flight was designed to sample the cold-warm frontal difference. The boundary between the southern/
warm sector and northeastern air mass was not obvious. The flight was very close to this boundary but did 
not cut across it—a preferable strategy for sampling the CO2 structure of the weather system, making our 
model-data comparison in the warm sector (Figure  5) highly sensitive to the simulated location of this 
boundary. It appears that the warm sector moves to the northeast more slowly in the simulation than in 
reality, as the flight track appears to be moving through the higher CO2 warm sector ABL air.

Even though the CO2 distribution was not exactly represented as measured by the aircraft, WRF-Chem's 
performance in simulating the large-scale CO2 features during the frontal passage as well as meteorological 
variability allows it to qualify as a platform to study CO2 transport.

4.2.  Synoptic-Scale Weather and CO2 Distributions on August 4th

In the current study, WRF-Chem simulation of CO2 distributions during the cold front passage show the 
presence of a narrow band of elevated mole fractions aligned with frontal boundary.

Figure 6 shows the distribution of equivalent potential temperature (θe) within the innermost simulation 
domain at an elevation of 548 m AGL at 18Z on August 4th. The frontal location was determined by the 
maximum gradient in θe in the innermost high-resolution domain (Pauluis et al., 2008). In Figure 6a, based 
on the contours of θe, the cold front extends from the border of Minnesota and South Dakota (located at 44° 
longitude and −95° longitude) in the north to 40° latitude and −99° longitude at the western edge of the 
domain. The maximum gradient is located between −94° longitude and −97° longitude between the 41° 
latitude and 42° latitude. Based on the gradients in θe across the domain, we defined the frontal boundary 
as the contour line corresponding to a θe value of 355 K, which is highlighted in Figure 6b as the single 
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Figure 6.  Map of equivalent potential temperature (θe) at an elevation of 548 m (AGL) at 18Z on August 4th as simulated by WRF-Chem. Panel (a) shows 
the equivalent potential temperature distribution with contours used to determine the threshold value. Panel (b) shows the contour of equivalent potential 
temperature threshold value (θe = 355K) highlighting the location of the front. The white line shows the transect used to study features across the frontal 
boundary in the warm and cold sector of the front. The star shows the location of the reference chosen for analysis in this study. AGL, above ground level; WRF-
Chem, Weather Research and Forecasting Model with Chemistry.
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black contour line. In addition to θe, the locations of the warm and cold sectors of the front are further 
confirmed by the changing wind directions as seen in Figures 6a and 6b. The cold sector has predominantly 
north-westerly flow covering most of the northwestern region of the domain (between 40° to 44° north and 
−95° to −99° longitude), while the warm sector can be identified by warmer southerly winds between 37° 
to 45° north and −92° to −98° longitude.

We select the line extending across the front into the warm and cold sectors and a fixed-point location, 
referred hereafter as our reference location, where the frontal boundary passes at 18Z (see Figure 6b) to 
study the vertical structure of the atmospheric CO2 and its evolution responding to this summertime cold 
front (Figure 7). Figure 7a shows the impact of the cold front passage on CO2 contribution at a given time 
across the frontal boundary. In Figure 7a, we see the slanted structure of the front in the cold sector (west-
ern region, lower altitudes) identified by air with much lower CO2 mole fractions (380–395 ppm). The CO2 
distribution is largely correlated with the alignment of θe contours shown as the black contours. In com-
parison, the warm sector has elevated CO2 mole fractions (−94° to −95° longitude) which extend from the 
surface to approximately 3.5 km MSL near the frontal boundary—identified as the band of high CO2 along 
the frontal boundary.

To track the influence of the cold front passage on the local CO2 distribution, a time-series of vertical distri-
bution at the reference location is shown in Figure 7b. The location experiences elevated CO2 mole fractions 
between August 4th at 18Z and August 5th at 18Z when the cold front crosses over the location introducing 
an air mass with lower CO2 mole fractions. The air mass with elevated CO2 concentrations correspond to 
the warm sector of the front, lasting until August 5th 18Z. The warm sector air mass is followed by the cold 
sector air mass over the location with lower CO2 mole fractions (<390ppm). This can be seen in Figure 7b 
between August 6th 00Z and 09Z. The impact of the frontal passage over the location disrupts the repeated 
diurnal variation features (seen prior to August 4th 18Z). We also see that there are repeated patterns of 
high and low CO2 mole fractions near the surface—these are caused by the daily cycle of ecosystem fluxes 
and ABL mixing. Between 18Z August 4th and 18Z August 5th, when the warm sector air mass passes over 
the region, there is a period of elevated CO2 mole fractions that is relatively uniform in the distribution, 
extending above 6 km MSL. During this period, air mass with pre-existing gradients are advected over the 
location—these gradients do not represent downward movement of air from higher up in the atmosphere. 
Beginning at August 5th 18Z, the air mass above the reference location has low CO2 mole fractions (<390 
ppm). This continues for a few more hours until August 6th 09Z when there is a sharp change (from 410 to 

SAMADDAR ET AL.

10.1029/2020JD033118

12 of 22

Figure 7.  Vertical distribution of CO2 during a cold front passage. (a) Vertical distribution (MSL) of CO2 along the transect (white line in Figure 6b) shown in 
Figure 6 highlighting the warm and cold sector of the front on August 4th at 18Z. The bold black line shows the slanted structure of the front in the cold sector 
with lower CO2 mole fractions. (b) Time evolution of CO2 mole fractions over the reference location (white star in Figure 6b at 40.9 N and 96.9 W) from August 
3rd to August 7th 00Z. The gray regions show the terrain. The vertical black lines in panel (b) show the period of frontal influence from August 4th 18Z to 
August 6th 09Z over the reference location. The black vertical lines highlight the period of warm and cold sector passage over the location.
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392 ppm) in the vertical distribution of CO2, showing the impact of the post-frontal air mass over the loca-
tion. The August 6th 09Z change in the vertical distribution of CO2 corresponds to the pattern seen before 
the cold front entered the domain. The components of CO2 as well as the transport mechanisms responsible 
for these features are described in greater detail in Sections 4.3 And 4.4 respectively.

4.3.  CO2 Transport From Various Sources

We find that CO2 introduced into the domain via boundary conditions along with influences from bio-
genic and fossil fuel components within the domain determine the distribution of CO2 along the frontal 
boundary. During this frontal passage, three distinct air masses were present over the region—(i) the cold 
sector air mass advected in from the northwest with low CO2 mole fractions, (ii) the warm sector air mass 
with elevated CO2 located in the southwestern region of the domain, and (iii) a stagnant air mass in the 
northeastern section of the domain with low CO2 mole fractions. The stagnant air mass has high fossil fuel 
CO2 mole fractions. However, strong negative biogenic signal results in low total CO2 mole fractions. The 
cross-frontal difference (calculated near the surface at −97° longitude on August 4th at 18Z in Figure 7a) 
in CO2 mole fractions is similarly influenced by these components. Figure 8 shows the distribution and 
time-evolution of CO2 mole fractions for each separate component from different perspectives. Based on 
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Figure 8.  Distribution of CO2 from various sources in WRF-Chem for the August 4th cold front passage. Panels (a–c) show a map of CO2 from biospheric 
fluxes within the domain, fossil fuel emissions within the domain, and inflow of CO2 from the domain boundaries on August 4th 18Z at an altitude of 548 m 
AGL. Panels (d–f) show the vertical cross-sections along the transect (white line in panels (a–c)) on August 5th at 00Z. Panels (g–i) show the time-evolution of 
CO2 from various sources over Lincoln, NE from August 3rd to August 7th at 00 UTC. The black contours of total CO2 mole fractions are shown in panels (a–f). 
The black vertical lines in panels (g–i) highlight the period of warm and cold sector passage over the location (as seen in Figure 7b).



Journal of Geophysical Research: Atmospheres

the horizontal maps, at 18Z on August 4th, strong negative biogenic CO2 (approximately −10 ppm) between 
−99° and −95° longitude and 40° and 44° latitude are co-located with the cold sector air mass with low 
CO2 mole fractions as seen previously in Figure 7b. In the warm sector (between −96° and −94° longitude 
and 41° and 39° latitude), biogenic fluxes have strong positive magnitudes (>8 ppm) and are aligned with 
the air mass with elevated CO2 mole fractions in Figure 7a. Additionally, along the frontal boundary there 
is a sharp change in biogenic CO2 from −10 to 10 ppm near the reference location (shown by the star in 
Figure 8a). Figure 8b shows fossil fuel fluxes have elevated mole fraction in the eastern half (between −92° 
and −90° longitude) of the domain. The presence of stronger negative transported biogenic signal over the 
same region cancels out the impact of the elevated fossil fuel mole fractions. The frontal difference is visible 
in the horizontal map of boundary inflow CO2. However the magnitude of the difference is lower (2–3 ppm) 
when compared to the total CO2 distribution (20–25 ppm). Biogenic CO2 shows a frontal difference of 20 
ppm while the fossil fuel fluxes show a frontal difference of 4 ppm. These features are further discussed and 
differentiated by Pal et al. (2020).

Vertical features in the cross-frontal difference between CO2 mole fractions is shown in Figure 8 (panels 
d–e). The slanted vertical structure of the cold front seen in Figure 7a is highly correlated with boundary 
condition CO2 mole fractions. The cross-frontal CO2 difference caused by boundary conditions was around 
5 ppm near the surface. The boundary inflow does not modulate the elevated band of CO2 along the frontal 
boundary. The narrow band of elevated CO2 (2–6 ppm increase) is located near the frontal boundary from 
the surface extending to 2 km MSL, and between −97° and −96° longitude. This band of elevated CO2, as 
well as the relatively lower (∼ 392 ppm) near surface CO2 mole fractions between −95° and −91° longitude 
are primarily influenced by biogenic CO2 mole fractions due to the changes in biogenic CO2. In Figure 8e, 
we see that fossil fuel has a positive contribution (2–4 ppm) near the frontal boundary (between −97° and 
−91° longitude), and that fossil CO2 emissions are counteracted by the co-located strong biogenic CO2 draw-
down (−10 ppm) in the lower atmosphere—further confirming that the elevated CO2 mole fractions from 
fossil fuels were not a major driver of frontal CO2 anomalies during the August 4th cold front passage.

The analysis on the temporal evolution of various components of CO2 seen in Figure 8, panels (g–i), shows 
that during the period of frontal passage, there are changes in the near surface CO2 mole fractions driven 
by biogenic sources, followed by fossil fuel sources acting on CO2 advected in by boundary inflow. Varia-
bility in the vertical profile of biogenic CO2 mole fractions are shown in Figure 8g. Diurnal net ecosystem 
exchange and deep ABL mixing can be seen as the repeating low CO2 mole fractions extending into the 
lower troposphere, coupled with nocturnal respiration causing high CO2 mole fractions near the surface. 
This pattern is disrupted on August 4th at 18Z, as elevated CO2 mole fractions are present in the atmosphere 
above the reference location. The difference in near surface CO2 mole fractions between the pre-frontal and 
frontal periods is 25 ppm as seen in Figure 7b. The elevated CO2 mole fractions persist over the region for 
30 h followed by a shorter period of depleted CO2 mole fractions. The diurnal pattern resumes around 09Z 
on August 6th. This disruption to the diurnal pattern and the consequent change in the vertical distribution 
of CO2 over the location is attributed to the cold front passage. From the fossil fuel mole fractions shown 
in Figure 8h, the only significant positive influence (between 4 to 6 ppm) in mole fractions exists between 
August 5th 00Z to August 6th 09Z, contributing 7–10 ppm/hr to the total near surface change in CO2 mole 
fractions. These positive modulations in fossil fuel CO2 mole fractions reduce sharply toward the end of the 
frontal passage period after August 6th 09Z. The biogenic CO2 mole fractions are responsible for the diurnal 
patterns (Figure 8g) as they represent the uptake of CO2 by photosynthesis during the day and accumulation 
due to respiration at night. On August 5th at 04Z we see that biogenic CO2 mole fractions shift from −4 to 4 
ppm, coinciding with the warm sector air mass passing over the location.

The spatial distribution of biogenic CO2 mole fractions in the atmosphere is not a simple reflection of sur-
face fluxes. The sharp boundaries shown in Figure 8a are driven by weather system boundaries that bring 
together larger-scale, regional differences in both fluxes and continental boundary conditions. Figure S3 in 
the supporting information section highlights the variability in biogenic and fossil fuel surface fluxes over 
a 30-h period from August 4th 00Z to August 5th 06Z during the cold front passage over the domain. The 
spatial boundaries are co-located with three-distinct air mass regions—(i) the cold sector from the west, 
(ii) warm sector air from the Gulf of Mexico in the south, and (iii) a stagnant air mass located ahead of the 
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warm air inflow in the northeast of the domain (D02). These air mass boundaries are created by the cold 
front passage over the region.

The cold sector air has nearly no fossil CO2, moderate biogenic CO2 depletion from northern biomes, and 
relatively low boundary CO2, also from northern latitudes. The western regions immediately upwind of 
the cold front exhibit relatively small biogenic CO2 fluxes. The southern warm sector air includes modest 
fossil CO2, relatively higher boundary condition CO2 due to inflow from the Gulf of Mexico, and very little 
biogenic CO2 due to a small fetch over southern US biomes, exhibiting a large daily cycle of CO2 fluxes 
which nearly balance over the course of a day. The northeastern air includes modest fossil CO2, relatively 
low boundary CO2 characteristic of a more northern air mass origin, and strong biogenic CO2 uptake from 
upper Midwestern agriculture. These regional CO2 flux differences lead to the different biogenic CO2 mole 
fractions across the study domain, but the flux boundaries are broad and diffuse. The sharp differences 
found at the front are due to the focusing of these air mass boundaries by passage of the front. The strong 
daily cycle of biogenic CO2 fluxes in the immediate area of the front leads to strong daily fluctuations in the 
mesoscale frontal CO2 differences.

We find that boundary inflow CO2 is responsible for roughly 20% of the pre-frontal and frontal near surface 
difference in CO2 at this location. During the frontal passage, boundary CO2 is relatively homogeneous in 
the vertical distribution, with mole fractions similar to upper free tropospheric values throughout the col-
umn. Boundary CO2 also explains a roughly 3–4 ppm drop in lower free troposphere and ABL CO2 after the 
frontal passage. The primary driver of the frontal difference is biogenic CO2, as it explains about 60% of the 
total change in CO2 within the ABL between pre-frontal and frontal conditions. Horizontal maps of total 
CO2 mole fractions as well as biogenic, fossil fuel and boundary inflow components from August 4th 00Z to 
August 5th 06Z at 6-h intervals are presented in the supporting information section as Figure S2. The maps 
highlight the changes in cross frontal CO2 distribution as well as the narrow band of elevated CO2 as the 
cold front passes through the domain. The impact of biogenic CO2 signals on the narrow band of elevated 
CO2 along the frontal boundary can clearly be seen on the maps. Biogenic fluxes of CO2 are uncertain, and 
the simulated magnitude of the change in biogenic CO2 mole fractions are thus also uncertain. However, 
the general consistency of our results with aircraft observations (Table 2; Figure 5), and confidence in the 
broad-scale continental and daily pattern of summer biogenic CO2 fluxes lends confidence in the signs and 
approximate magnitudes of these simulated patterns. An examination of the impact of flux uncertainty is 
a worth topic for future study.

We further explore the components of CO2 within WRF-Chem with a footprint analysis (Figures 9c and 9d) 
showing the air mass history across the frontal gradient. Simulated particles were released at 300 m above 
Lincoln, NE on August 4th, 20Z (during frontal crossing) and August 5th, 03Z (post-frontal crossing). These 
particles were tracked backwards for 5 days using a Lagrangian particle dispersion model (Uliasz, 1994) 
and their interactions with the surface were summed to create an influence function of the air measured 
above Lincoln before and after the frontal crossing. From Figure 9c, we see that the cold sector ABL air at 
this time and location originated in the southwestern Canada, while the warm sector (Figure 9d) air came 
from the south-central region to the south. The biogenic surface fluxes in Figure 9a are averaged over 5 days 
and do not quantitatively reflect the impact of the diel variations in fluxes. Studies have shown that me-
ridional gradients in CO2 mole fractions exist over periods longer than 5 days (Keppel-Aleks et al., 2011). 
Qualitatively, there is not a large difference in the net biological fluxes in these two upwind areas; neither 
back trajectory comes from the region of strong net uptake (approximately −9,000 mol km−2hour−1) to the 
north and northeast of the flight path. This result is likely to be specific to this frontal case. Since fossil fuel 
fluxes do not have as strong a diel variability as do biogenic fluxes, the 5-day average better represents the 
distribution and magnitude of fluxes.

4.4.  Mechanism of CO2 Transport Along the Frontal Boundary

Horizontal and vertical advection are the primary transport terms that drive the distribution of CO2 at the 
frontal boundary. We compare the three terms driving CO2 mole fraction gradients in both vertical and 
horizontal directions (cf. Section 2.5) as described in Equation 2, which are (i) horizontal advection, (ii) 
vertical advection, and (iii) vertical diffusion. Figure 10 shows the transport terms along the transect shown 
in Figure 6b. Since this figure represents a snapshot in time, the sign of the transport term does not reflect 
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its influence for the period of frontal passage. Overall, horizontal advection is strongest near the frontal 
boundary and a positive influence in the warm sector. The magnitude of horizontal advection is greatest at 
the frontal boundary, where the CO2 mole fraction gradient is the strongest. As seen in Figure 10a, horizon-
tal advection has a high magnitude (∼10 ppm/hr) in the ABL at the sector of the frontal boundary (between 
−97° and −96° longitude). Near surface values of horizontal advection have positive values in the warm sec-
tor and negative values of similar magnitude in the cold sector. Alternating negative and positive values can 
be interpreted as transport of CO2 from a depleted region followed by an elevated CO2 region due to changes 
in the direction of the CO2 flow as the cold front propagates. Further into the warm sector (Figure 6b) of the 
front, there is a region of accumulation caused by horizontal advection between −96° and −94° longitude. 
However, the magnitudes are not as high as those near the frontal boundary.

The influence of vertical advection on the distribution of CO2 across the front is generally restricted to the 
region close to the frontal boundary (between −97° and −95° longitude) as seen in Figure 10b. Howev-
er, unlike horizontal advection, the magnitude of vertical advection is significantly lower than horizontal 
advection (2 ppm/hr compared to 10 ppm/hr) as seen in Figure 10b. While vertical advection has a very 
low magnitude in Figure 10b, horizontal maps of vertical advection at multiple levels show the significant 
transport just above the ABL. These maps are shown as Figure S1 in the supporting information section.

Vertical diffusion has a significantly smaller magnitude than the advection terms—contributing less than 
2 × 10−3 ppm/hr to the total CO2 transport during the frontal passage period. Thus, for this cold front pas-
sage, horizontal advection is the primary transport term active near the frontal boundary and in the warm 
sector as well. The magnitude of the transport terms are greatest in the ABL, and drop to smaller values 
(around 1–2 ppm/hr) in the free troposphere. Based on the cross-section shown in Figure 10, horizontal 
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Figure 9.  Footprint analysis of air mass along the frontal boundary showing the surface fluxes from CT-NRT.v2017 and regions of influence. Panel(a) has 
biogenic CO2 surface fluxes and panel (b) shows fossil fuel CO2 surface fluxes. The surface flux maps have been averaged over 5 days. Panel (c) shows the air 
mass history for the warm air mass ahead of the front and panel (d) shows the air mass history for the cold air mass behind the front. The flight path is shows as 
yellow circles.



Journal of Geophysical Research: Atmospheres

SAMADDAR ET AL.

10.1029/2020JD033118

17 of 22

Figure 10.  Transport processes impacting CO2 distribution across the frontal boundary on August 4th at 18Z along the 
transect shown in Figure 6b. The colored contours show the transport terms while the black contour lines represent the 
corresponding CO2 mole fractions. Panel (a) shows horizontal advection, panel (b) shows vertical advection and panel 
(c) shows vertical diffusion.
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advection accounts for most of the total CO2 transport while vertical ad-
vection contributes to CO2 transport especially near the top of the ABL.

Evolution of the vertical distribution of transport budget terms over a lo-
cation shows that the terms have the greatest magnitude at the beginning 
of frontal influence and at the frontal boundary between the warm and 
cold sectors. In Figure 11a, the vertical distribution of horizontal advec-
tion over the reference location is shown from August 3rd to August 7th 
00Z. At the start of the frontal influence around August 4th 18Z, there is 
a sharp increase in the magnitude of horizontal advection with negative 
influence in the boundary layer (−10 ppm/hr). This increase in magni-
tude is restricted to the ABL. Between 2 to 3 km MSL, there is a positive 
(2 ppm/hr) region. The abrupt change in signs near August 4th 18Z can 
be attributed to the change in air masses due to introduction of the warm 
sector (Figure 11a) over the region. Simultaneously, the distribution of 
vertical advection is shown in Figure 11b. Unlike horizontal advection, 
vertical advection does not show (>8 ppm/hr) near surface influences 
during the pre-frontal period (apart from the nocturnal buildup). During 
the initial period of frontal influence, vertical advection has reduced (<4 
ppm/hr) influence under 1 km MSL. The distribution above 1 km MSL is 
similar to horizontal advection with the opposite sign. The frontal bound-
ary separating the warm and cold sectors passes over the location around 
August 5th 18Z.

Vertical advection has significant magnitude in the ABL during the noc-
turnal buildup period and when the frontal influence is present over the 
location between August 4th 18Z and August 6th 00Z as seen in Fig-
ure 11b. From Figures 11a and 11b it can be seen that during the warm 
sector period from August 4th 18Z to August 5th 00Z, there is an overlap 
of vertical and horizontal advection in the ABL as well as the lower free 
troposphere. Within the ABL, vertical advection has the opposing impact 
compared to horizontal advection. Dynamically speaking, vertical advec-
tion lifts air mass with elevated CO2 to regions with lower CO2 mole frac-
tions, thereby causing accumulation in the vertical distribution of CO2. 
Horizontal advection carries this air mass with increased CO2 mole frac-
tions into air with lower mole fractions and depletes the combined CO2 
mole fractions. As the frontal boundary passes over the location (between 
August 5th 18Z and August 6th 18Z), based on Figures 10 and 11, it can 
be seen that majority of the boundary layer CO2 transport in the cold 
sector of the front is driven by horizontal transport.

Vertical diffusion does not show any transport in the same order of mag-
nitude as the advection terms throughout the period from August 3rd 
00Z to August 7th 00Z. From Figure 11c we see that there is no change in 
magnitude of the vertical diffusion term throughout the period of frontal 
influence over the location.

In summary, horizontal advection is the primary transport mechanism 
during the frontal period. For horizontal advection and vertical advec-
tion, the impact during frontal passages differ from non-frontal periods. 
In comparison, vertical diffusion is not affected by the cold front passage. 
Based on the sign of the terms as well the region and period of influence, 
horizontal and vertical advection show a coupled transport impact dur-
ing the warm sector of the frontal passage period.
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Figure 11.  Evolutions of transport terms impacting CO2 distribution 
across the frontal boundary from August 3rd to August 7th at 00Z over the 
reference location in Nebraska as shown in Figure 6b. The vertical black 
lines show the period of frontal influence from August 4th 18Z to August 
6th 09Z over the reference location. Panel (a) shows horizontal advection, 
panel (b) shows vertical advection and panel (c) shows vertical diffusion. 
The black vertical lines highlight the period of warm and cold sector 
passage over the location (as seen in Figure 7b).



Journal of Geophysical Research: Atmospheres

5.  Discussion and Conclusions
In this study, we presented findings from a cloud resolving resolution simulation of a cold front passage 
on August 4th over Lincoln, Nebraska in the Mid-West region of United States. The performance of the 
WRF-Chem setup used was evaluated using aircraft measurements from the ACT-America 2016 campaign. 
In order to understand the changes in atmospheric CO2 mole fractions during the cold front passage, we 
showed the contribution of biogenic and fossil fuel sources along with large scale inflow from the domain 
boundaries. Using a modified form of a CO2 budget equation (Bakwin et al., 2004; Parazoo et al., 2008), we 
quantified the interaction of horizontal advection, vertical advection, and vertical diffusion with CO2 mole 
fractions during the cold front passage.

Focusing on a single cold front passage, we were able to simulate the changes in the distribution of CO2 on 
both sides of the cold front. We found that the cold sector of the front had an air mass with lower CO2 mole 
fractions (<400 ppm) compared to the warm sector (>405 ppm). The presence of horizontal gradients in 
CO2 mole fractions across the frontal boundary was consistent with previous studies (Hurwitz et al., 2004; 
Wang et al., 2007). In addition to the large scale difference in CO2 mole fractions across the frontal bound-
ary, we also found the presence of a narrow band of elevated CO2 mole fractions located along the frontal 
boundary extending into the warm sector. This air mass had the highest CO2 mole fractions (>410 ppm) 
and was distinct from the warm sector air mass surrounding it. The simulated CO2 enhancement had a sim-
ilar magnitude to aircraft measurements and the location of the enhanced CO2 region was located further 
to the northwest in aircraft measurements. While previous studies have linked observed increases in CO2 
mole fractions associated with a cold front passage to anomalies created due to wind flow deformation and 
shear (Lee et al., 2012), in this study, we have presented the horizontal and vertical extent of this feature. 
Through the decomposition of CO2 mole fractions into its source regions, we found that the cold sector 
air mass originated over southwestern Canada, while the warm sector air mass originated over the Gulf 
of Mexico. The changes in CO2 mole fractions during the frontal passage can be attributed to a large scale 
difference in CO2 mole fractions between the warm and cold sector air masses along with the elevated CO2 
mole fractions along the frontal boundary. By decomposing atmospheric CO2 mole fractions into source 
based components, we found that the large scale gradient was represented in the boundary inflow as well 
as the local (within domain) biogenic CO2 component. The elevated CO2 mole fractions along the frontal 
boundary were driven by biogenic CO2 mole fractions from within the domain. Similar to Chan et al. (2004), 
we also found that the interaction of CO2 mole fractions from biogenic sources with horizontal and vertical 
advection is the primary driver of CO2 gradients during the cold front passage. Using the the CO2 budget 
equation (Bakwin et al., 2004; Parazoo et al., 2008), we found that horizontal advection is the dominant 
transport mechanism during the cold front passage, while vertical advection plays an important role near 
the frontal boundary in the warm sector. We have shown a detailed analysis of transport processes for a 
single frontal passage case study using a high resolution numerical model capable of resolving most of the 
vertical transport near the frontal boundary. We found that during the cold front passage, gradients in CO2 
mole fractions were advected into the region through the boundary inflow component as also seen in Geels 
et al. (2004). These boundary inflow gradients extended from the surface to 5,000 m AGL.

We highlight the main conclusions from our study on CO2 distribution, origins, and transport along a fron-
tal boundary for the August 4th cold front passage as follows:

1.	 �Using high-resolution WRF-Chem simulations, we showed an elongated band of elevated (>410 ppm) 
CO2 mole fractions along the frontal boundary. This band was captured in aircraft measurements as a 
part of the ACT-America flight campaign as well (Davis et al., 2018; Pal et al., 2020). The role of this fea-
ture in determining the continental scale transport of CO2 remains unclear and is worthy of additional 
study

2.	 �We found that CO2 introduced into our domain by horizontal advection as boundary inflow had horizon-
tal and vertical gradients along the frontal boundary. These gradients were weaker than those observed 
near the frontal boundary. Our study quantitatively showed that combining local biogenic and fossil fuel 
CO2 mole fractions to the boundary CO2 resulted in gradients similar to observations

3.	 �At a cloud-resolving resolution of 3 km, our study was able to capture the vertical transport of CO2 at the 
frontal boundary in greater detail compared to previous studies with coarser resolutions—this improve-
ment in representation of physical processes due to increase in resolution has previously been shown 
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in air quality and convective precipitation studies (Ekström & Gilleland, 2017; Li et al., 2019). Near the 
frontal boundary in the warm sector, where the gradients in CO2 are strongest, horizontal and vertical 
advection have comparable magnitudes

4.	 �We also showed fractional contributions to cross frontal CO2 differences in the boundary layer and free 
troposphere from each component (biogenic, fossil fuel, and boundary inflow). For the August 4th cold 
front passage, biogenic CO2 was the primary driver of the narrow band of elevated CO2 along the frontal 
boundary. Boundary inflow along with biogenic CO2 were the major contributors to the cross frontal CO2 
difference. The evolution of the narrow band and the cross frontal difference was shown over multiple 
days as the cold front passed over the region—highlighting the distinct impact of frontal passage on local 
CO mole fractions

This study provides new insight into the causes of spatial patterns in atmospheric CO2 and the mecha-
nisms for transport of CO2 associated with frontal passages. The new understanding of the causes of spatial 
patterns in CO2 aids in the interpretation of atmospheric CO2 mole fraction measurements used to infer 
biogenic CO2 fluxes via inversion systems. We found that frontal systems contain powerful insight into 
upwind biogenic CO2 fluxes from large portions of the continent. Resolving these features will enable inver-
sion systems to use the data to constrain these upwind fluxes. Our high-resolution simulation also begins 
to quantify the importance of vertical advection at the frontal boundary. This transport is important to all 
inversion systems since this vertical mixing redistributes local fluxes out of the ABL and into the free trop-
osphere. A caveat of our study was that it was limited to only one frontal passage event and thus, a general 
theory on the impact of fronts cannot be established. Future work should be able to incorporate multiple 
frontal passages over a region. The presence of the elongated band of CO2 along the frontal boundary can be 
tested for multiple events. Repeatable patterns of horizontal and vertical transport as seen in this case can 
be tested and quantified.

Data Availability Statement
CarbonTracker (CT-NRTv2017x) results are provided by NOAA ESRL, Boulder, Colorado, United States, 
from the website at (http://carbontracker.noaa.gov). Computing resources were provided by the NASA 
High-End Computing (HEC) Program through the NASA Advanced Supercomputing (NAS) Division at 
Ames Research Center. The WRF-Chem model output used for the current study is available at (https://
www.datacommons.psu.edu/commonswizard/MetadataDisplay.aspx?Dataset=6239).
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