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#### Abstract

This paper presents a benchmark for three-dimensional explicit asynchronous absorbing layers for modeling unbounded domains through a standard displacement-based finite element method: Three-dimensional Perfectly Matched Layers (PML) is compared to recently proposed Absorbing Layers with Increasing Damping (ALID) based on Rayleigh and Kosloff damping formulations.

The coupled problem, including the interior subdomain and the absorbing layers, is implemented in the framework of Heterogeneous Asynchronous Time Integrator (HATI), enabling the absorbing layers to be handed with an explicit Central Difference scheme, with fine time steps, independently from the time stepping procedure adopted in the interior subdomain. Simple 3D Lamb's tests are considered by using different kinds of absorbing layers. The superiority of the PML in terms of the accuracy and computation time is highlighted. Finally, realistic 3D applications are investigated, such as the Lamb's test and the study of the screening effect provided by a horizontal wave barrier in mitigating the ground surface vibration generated by an excited plate.
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## 1. Introduction

The isolation of buildings against shocks and propagating waves in the soil becomes a more and more important problem due to the increasing intensity of machine foundations and human activities such as railway and highway traffic. Indeed, modern equipments such as computers and accurate measurement instruments, may be affected by the induced vibrations. Moreover, people who live near these disturbance sources become more sensitive to the industrial vibrations and cannot increase their tolerance for the inconvenience and discomfort ${ }^{[1]}$. Thus, there is a strong need to reduce the vibration experienced by people, structures and equipments by using isolation systems. Wave barriers corresponding to various obstacles such as open trenches and solid barriers composed of different materials ${ }^{[2]}$, constitute examples of isolation measures that can be used against soil vibrations. The design of wave barriers motivated the development of analytical and numerical tools for analyzing their isolating effect on traveling waves ${ }^{[3,4]}$, using the Boundary Element Method (BEM) in the frequency domain. In most cases, the problem characterized by the complex geometry, boundary conditions and nonlinear material behavior laws for the soil, has to be dealt by using the Finite Element Method (FEM), advocating the FEM/BEM coupling approach in three-dimensional analysis, in the frequency domain ${ }^{[5]}$ or in the time domain ${ }^{[6]}$. Wave propagation in unbounded domains is very efficiently predicted by the BEM approach, which provides exact radiation conditions; however, the method is preferably dedicated to weak heterogeneities and linear constitutive models ${ }^{[7]}$. When adopting the FEM
approach, or other spatial discretization methods such as Finite Difference (FD) or Spectral Element Method (SEM), accurate boundary conditions have to be applied to the boundaries of the truncated domain. As a result, several kinds of artificial boundaries have been developed to avoid spurious waves, such as the infinite elements (Bettess ${ }^{[8]}$, Houmat ${ }^{[9]}$ ), absorbing boundary conditions (Enquist et al. ${ }^{[10]}$, Liu and Zhao ${ }^{[11]}$ ), absorbing layer methods (Kosloff and Kosloff [12], Semblat et al. ${ }^{[13]}$, Rajagopal et al. ${ }^{[14]}$, Zafati et al. ${ }^{[15]}$, Li et al. ${ }^{[16]}$ ) and PML (Perfect Matched Layers).

The PML was proposed by Bérenger ${ }^{[17]}$ for absorbing electromagnetic waves and was interpreted shortly after by Chew $1994{ }^{[18]}$ in terms of complex coordinate stretching. The PML is endowed with the remarkable features that the same attenuation is provided for all the frequencies and is reflectionless in a continuous setting for all angles of incidence at the interface, making it more efficient than the other absorbing layers. The first PML adapted to the elastodynamic equations was formulated according to a split procedure for the components of velocities with respect to the interface (Chew and Liu ${ }^{[19]}$, Collino and Tsoga ${ }^{[20]}$ ). Then, the unsplit-formulation, called C-PML, was developed by Wang et al. ${ }^{[21]}$ in the context of the finite difference method, requiring the computation of convolution integrals, which was later extended by Matzen ${ }^{[22]}$ to the finite element method. Basu and Chopra ${ }^{[23,24]}$ proposed a displacementbased unsplit formulation for two-dimensional time-domain elastodynamics and extended it to the three-dimensional case in explicit dynamics ${ }^{[25]}$, which was implemented in the Finite Element software LS-DYNA and DIANA ${ }^{[26,27]}$. Convolution integrals were avoided but additional quantities were required such as integrals in time of strains and stresses. The issue of computing integrals in time of strains and stresses was circumvented by Kucukcoban and Kallivokas ${ }^{[28]}$ by introducing a combined stress-displacement formulation, at the expense of the increase of the system size to be solved. The authors also gave an extensive survey of the various

PML formulations. To avoid increasing the computation cost in the interior domain, hybrid formulation was proposed, using a primal coupling approach (Kucukcoban and Kallivokas ${ }^{[29]}$ ), which was finally extended to three-dimensional problems by Fathi et al. ${ }^{[30]}$. Brun et al. ${ }^{[31]}$ implemented Basu and Chopra's formulation for two-dimensional problems, using a dual coupling approach with Lagrange multipliers. It was realized in the framework of Heterogeneous (different time integrators) Asynchronous (different time steps) Time Integrator ${ }^{[32,33]}$, so as to integrate the PML with an implicit time integrator using an appropriate time step size, irrespective of the time integration parameters for the interior domain.

Here, three-dimensional complex wave propagation problems are focused, such as the mitigation of ground surface vibration through Horizontal Wave Barrier (HWB), set up close to an excited plate, representing, for instance, the slab track excited by the tramway wheels ${ }^{[34]}$. For this purpose, a full explicit three-dimensional PML with an efficient method for calculating the internal force is developed using the HATI framework. It enables us to adopt the Central Difference (CD) method with a fine time step in the PML in order to enhance the accuracy of the PML, while keeping the classical finite element formulation without complex-valued stretched coordinates in the interior domain.

Using the proposed HATI framework, other absorbing layers, which are more convenient to be implemented in FE software, are also investigated and compared with the PML: Absorbing Layers with Increasing Damping (ALID) using viscous Rayleigh damping (Zafati et al. ${ }^{[15]}$, Li et al. ${ }^{[35]}$ ) and ALID with Kosloff damping (Li et al. ${ }^{[16]}$ ). In the case of Rayleigh damping, it is widely known that introducing Rayleigh damping reduces the critical time step ${ }^{[35,36]}$. As a consequence, fine time steps can be independently employed in the ALID based on Rayleigh damping thanks to the proposed HATI framework, while the interior domain is integrated using a Newmark explicit time integration scheme with a time step satisfying the CFL condition, which
is not affected by the introduction of Rayleigh damping. In the cases of PML and Kosloff ALID, although the critical time step in explicit dynamics is unchanged, fine time steps in the absorbing layers are also investigated for accuracy improvement.

In this paper, we first present the strong form in the time domain of three-dimensional PML, followed by the weak form of the coupled problem, including the non-dissipative interior subdomain and PML subdomain. The coupling is ensured thanks to the introduction of the Lagrange multipliers so as to satisfy the velocity continuity at the interface. Then, finite element and space discretization is carried out, by focusing on explicit time integration with Central Difference (CD) method, in order to reduce the computation time in the three-dimensional PML. By taking advantage of the versatility of the HATI framework, ALID based on Rayleigh and Kosloff damping are also presented for 3D dynamic problems. In numerical applications, a first simple 3D Lamb's problem, including only one hexahedral element in the thickness, is investigated; results obtained from PML are compared with results obtained from Rayleigh and Kosloff ALID, demonstrating the superiority of the PML in terms of the accuracy and computation time. A 3D Lamb's test with same dimensions in the two horizontal directions is then simulated with the proposed PML as well as a more complex case, including two plates lied on the ground, where the first one corresponds to the excited plate and the second one corresponds to the Horizontal Wave Barrier (HWB). Influence of the design parameters, such as the length, width and depth of the HWB, is assessed in terms of the reduction of ground displacement.

## 2. Perfectly Matched Layer

The 3D-PML is inspired from Basu's formulation ${ }^{[25]}$, by developing an efficient method for calculating the internal force and extending it to multi-time step computation. We focus on multi-
time step explicit integration for the purpose of efficient computation in unbounded domains. The goal is to treat in a complete independent way the absorbing layers, with respect to the interior domain with the time step corresponding to the CFL condition. The formulation of the proposed explicit multi time step 3D-PML is given in this section and will be compared to previously published Absorbing Layers with Increasing Damping (ALID) based on different damping formulations, that are Rayleigh and Kosloff damping, whose main advantage with respect to the PML is their simplicity for the implementation in a finite element code.

### 2.1 Strong form of the three-dimensional PML

The PML is formulated by introducing the complex-valued stretching functions into the classical elastodynamic equations in the frequency domain. First, we introduce the complexvalued stretching function $\lambda_{i}\left(x_{i}\right)$, enabling to replace the real coordinate $x_{i}$ with the complex coordinate ones $\tilde{x}_{i}$ :

$$
\begin{equation*}
\frac{\partial \tilde{x}_{i}}{\partial x_{i}}=\lambda_{i}\left(x_{i}\right)=1+f_{i}^{e}\left(x_{i}\right)+\frac{f_{i}^{p}\left(x_{i}\right)}{i \omega} \tag{1}
\end{equation*}
$$

where $\omega$ denotes the circular frequency, the attenuation function $f_{i}^{p}$ which is positive real-valued as a function of $x_{i}$, serves to attenuate the propagating waves in the $x_{i}$ direction, whereas the scaling function $f_{i}^{e}$ attenuates the evanescent waves by stretching the coordinate variable $x_{i}$. It has to be noted that this expression is the same as that chosen by Kucukcoban and Kallivokas ${ }^{[29]}$ and Fathi et al ${ }^{[30]}$. It is slightly different from the one adopted by Basu and Chopra ${ }^{[23,24]}$ and Basu ${ }^{[25]}$, in order to avoid introducing a characteristic length of the problem under consideration. The complex coordinate is then employed in the equation of motion in the frequency domain, giving the following governing equations for wave propagation in PML domain:

$$
\begin{align*}
& \sum_{j} \frac{1}{\lambda_{j}\left(x_{j}\right)} \frac{\partial \sigma_{i j}}{\partial x_{j}}=-\omega^{2} \rho u_{i}  \tag{2}\\
& \sigma_{i j}=\sum_{k, l} C_{i j k l} \varepsilon_{k l}  \tag{3}\\
& \varepsilon_{i j}=\frac{1}{2}\left[\frac{1}{\lambda_{j}\left(x_{j}\right)} \frac{\partial u_{i}}{\partial x_{j}}+\frac{1}{\lambda_{i}\left(x_{i}\right)} \frac{\partial u_{j}}{\partial x_{i}}\right] \tag{4}
\end{align*}
$$

where $\sigma_{i j}, \varepsilon_{i j}$ are the components of the stress and strain tensors; $C_{i j k l}$ are the components of the elastic constitutive tensor for homogeneous isotropic medium and the last equation gives the deformation relationship under small deformation assumption. The following notations are introduced for the PML domain: $\Omega_{P M L}$, bounded by the $\Gamma_{P M L}=\Gamma_{P M L}^{D}+\Gamma_{P M L}^{N}$, where $\Gamma_{P M L}^{D} \cap$ $\Gamma_{P M L}^{N}=\emptyset$, defining the decomposition of the boundary conditions into Dirichlet and Neumann conditions.

Thanks to the introduction of the stretching functions expressed in Eq. (1), the inverse Fourier transform can be easily applied to the previous frequency-domain equations, leading to the following equations in time domain:

$$
\begin{align*}
& \operatorname{div}\left(\underline{\underline{\sigma}} \underline{\tilde{F}}{ }^{e e}+\underline{\underline{\Sigma}} \underline{\tilde{F}}^{e p}+\underline{\underline{\tilde{\Sigma}}} \underline{\tilde{F}}^{p p}\right)=\rho f_{M} \underline{\underline{u}}+\rho f_{c} \underline{\underline{u}}+\rho f_{K} \underline{u}+\rho f_{H} \underline{U}  \tag{5}\\
& \underline{\underline{\sigma}}=\underline{\underline{C}}: \underline{\underline{\varepsilon}} \tag{6}
\end{align*}
$$

$$
\begin{align*}
& =\frac{1}{2}\left[\underline{F^{e T}}(\nabla \underline{\dot{u}})+(\nabla \underline{\dot{u}})^{T} \underline{F}^{e}\right]+\frac{1}{2}\left[\underline{F^{p T}}(\nabla \underline{u})+(\nabla \underline{u})^{T} \underline{F^{p}}\right] \tag{7}
\end{align*}
$$

where the PML matrices $\underline{\underline{F}}^{e e}, \underline{\underline{F}}^{e p}, \underline{\underline{F}}^{p p}, \underline{\underline{F}}^{e}, \underline{\underline{F}}^{p}$, as well as the scalar-valued functions $f_{M}, f_{C}$, $f_{K}$ and $f_{H}$ depend on the scaling function $f_{i}^{e}\left(x_{i}\right)$ and the attenuation function $f_{i}^{p}\left(x_{i}\right)$. Their expressions are given in Appendix A. Due to the use of the inverse Fourier transform, the 3D

PML time domain formulation requires successive time integrals of stress and strain tensors, which are defined by: $\underline{\underline{\Sigma}}=\int_{0}^{t} \underline{\underline{\sigma}} \mathrm{~d} t, \underline{\underline{\tilde{\Sigma}}}=\int_{0}^{t} \underline{\underline{\Sigma}} \mathrm{~d} t$ and $\underline{\underline{E}}=\int_{0}^{t} \underline{\underline{\varepsilon}} \mathrm{~d} t$; in addition, the time integral of displacement has to be computed, given by $\underline{U}=\int_{0}^{t} \underline{u} \mathrm{~d} t$. The previous equations are complemented with Dirichlet and zero traction forces at the Neumann conditions:

$$
\left\{\begin{array}{l}
\underline{u}=0  \tag{8}\\
(\underline{\underline{\sigma}} \underline{\underline{\tilde{F}}}
\end{array}\right.
$$

It has to be remarked that the equation of motion in Eq. (5) is a third-order differential equation, with four fields: the displacement field, velocity field, acceleration field and time integral of the displacement field. In Basu's formulation ${ }^{[25]}$ the same equation of motion was obtained with one multiplicative factor that comes from the definition of a slightly different complex-valued stretching function as noted previously. Eq. (6) is the classical constitutive relationship and Eq. (7), identical to Basu's formulation, describes a much more complex deformation relationship than that of the classic relationship, involving the strain, strain derivative in time and time integral of the strain. In the following, assumptions concerning the calculation of strain will be made in order to integrate in time the governing equations according to the explicit Central Difference scheme.

### 2.2 Weak form of the coupled problem

Let $\Omega$ be a bounded domain belonging to $\mathbb{R}^{3}$ with a regular boundary. $\mathrm{J}=[0, \mathrm{~T}]$ is the time interval of interest. The domain $\Omega$ is divided into two partitions $\Omega_{1}$ and $\Omega_{2}$, as shown in Fig.1, such as: $\Omega_{1} \cap \Omega_{2}=\emptyset$ and $\partial \Omega_{1} \cap \partial \Omega_{2}=\Gamma_{I} . \Gamma_{I}$ denotes the interface between the two subdomains, subdomain $\Omega_{1}$ represents the non-dissipative medium (the domain of interest) and subdomain $\Omega_{2}$ represents the PML medium.


Fig. 1 Domain $\Omega$ divided into two subdomains $\Omega_{1}$ (interior subdomain) and $\Omega_{2}$ (PML subdomain)
The subdomain 1 is assumed to be isotropic linear elastic and the subdomain 2 is related to the PML. The subdomain $\Omega_{1}$ is characterized by its density $\rho_{1}$, Young's modulus $E_{1}$, Poisson's coefficient $v_{1}, \underline{b}_{1}$ the body force, $\underline{u}_{1}^{D}$ the Dirichlet prescribed displacement on $\Gamma_{1}^{D}$ and $\underline{g}_{1}^{N}$ the traction force at the Neumann condition on $\Gamma_{1}^{N}$. The subdomain $\Omega_{2}$ is characterized by its density $\rho_{2}$, Young's modulus $E_{2}$, Poisson's coefficient $v_{2}, \underline{b}_{2}$ the body force, $\underline{u}_{2}^{D}$ the Dirichlet prescribed displacement on $\Gamma_{2}^{D}$, and $\underline{g}_{2}^{N}$ the traction force at the Neumann condition on $\Gamma_{2}^{N}$. The coupled problem in $\Omega$ divided into two partitions $\Omega_{1}$ and $\Omega_{2}$. The classic test functions $\underline{v}_{1}$ and $\underline{v}_{2}$, belonging to the appropriate spaces, are introduced: $\underline{v}_{1} \in W_{1}^{*}=\left\{\underline{v}_{1} \in\left(H^{1}\left(\Omega_{1}\right)\right)^{d}\right.$ and $\underline{v}_{1}=$ 0 on $\left.\Gamma_{1}^{D}\right\}, \underline{v}_{2} \in W_{2}^{*}=\left\{\underline{v}_{2} \in\left(H^{1}\left(\Omega_{2}\right)\right)^{d}\right.$ and $\underline{v}_{2}=0$ on $\left.\Gamma_{2}^{D}\right\}$, where $d$ is the space dimension, equal to 3 . The solutions belong to the following spaces: $\underline{u}_{1}(t) \in W_{1}, W_{1}=\left\{\underline{u}_{1} \in\right.$ $\left(H^{1}\left(\Omega_{1}\right)\right)^{d}$ and $\underline{u}_{1}=u_{1}^{D}$ on $\left.\Gamma_{1}^{D}\right\}, \underline{u}_{2}(t) \in W_{2}, W_{2}=\left\{\underline{u}_{2} \in\left(H^{1}\left(\Omega_{2}\right)\right)^{d}\right.$ and $\underline{u}_{2}=u_{2}^{D}$ on $\left.\Gamma_{2}^{D}\right\}$.

According to a dual Schur approach, the introduction of the Lagrange multipliers allows us to glue the velocities of the two subdomains at the interface $\Gamma_{I}{ }^{[37,38]}$. The Lagrange multipliers belong to the adapted dual trace space related to the interface between the two subdomains, denoted by Q . All the considered space variables are assumed to be sufficiently smooth and
regular. Next, using a dual Schur formulation, the principle of virtual power for transient dynamics can be written. Find the solution $\underline{u}_{1}(t) \in W_{1}, \underline{u}_{2}(t) \in W_{2}$ and $\underline{\lambda}(t) \in Q$, for which the following weak form is satisfied $\forall \underline{v}_{1} \in W_{1}^{*}, \forall \underline{v}_{2} \in W_{2}^{*}$ and $\forall \underline{\mu} \in Q$ :

$$
\begin{align*}
& \int_{\Omega_{1}} \rho_{1} \underline{v}_{1} \cdot \underline{\underline{u}}_{1} d \Omega+\int_{\Omega_{1}} \underline{\varepsilon}\left(\underline{v}_{1}\right): \underline{\underline{\sigma}}_{1} d \Omega+\int_{\Omega_{2}} \rho f_{M} \underline{v}_{2} \cdot \underline{\underline{u}}_{2} \mathrm{~d} \Omega+\int_{\Omega_{2}} \rho f_{C} \underline{v}_{2} \cdot \underline{\underline{u}}_{2} \mathrm{~d} \Omega+\int_{\Omega_{2}} \rho f_{K} \underline{v}_{2} \cdot \underline{u}_{2} \mathrm{~d} \Omega \\
& +\int_{\Omega_{2}} \rho f_{H} \underline{v_{2}} \cdot \underline{U_{2}} \mathrm{~d} \Omega+\int_{\Omega_{2}} \tilde{\underline{\varepsilon}}^{e e}: \underline{\underline{\sigma}} \mathrm{d} \Omega+\int_{\Omega_{2}} \underline{\tilde{\varepsilon}}^{e p}: \underline{\underline{\sum}} \mathrm{d} \Omega+\int_{\Omega_{2}} \underline{\tilde{\varepsilon}}^{p p}: \underline{\underline{\tilde{\Sigma}}} \mathrm{d} \Omega \\
& +\int_{\Gamma_{I}} \underline{v}_{1} \cdot \underline{\lambda} d \Gamma+\int_{\Gamma_{I}} \underline{v}_{2} \cdot \underline{\lambda} d \Gamma+\int_{\Gamma_{I}} \underline{\mu} \cdot\left(\underline{\dot{u}}_{1}-\underline{\dot{u}}_{2}\right) d \Gamma \\
& =\int_{\Omega_{1}} \underline{v}_{1} \cdot \underline{b}_{1} d \Omega+\int_{\Gamma_{1}^{N}} \underline{v}_{1} \cdot \underline{g}_{1}^{N} d \Gamma+\int_{\Gamma_{2}^{N}} \underline{v}_{2} \cdot\left(\underline{\underline{\sigma}} \tilde{F}^{e e}+\underline{\Sigma}_{\underline{F}} \tilde{F}^{e p}+\underline{\tilde{\Sigma}} \tilde{F}^{p p}\right) n \mathrm{~d} \Gamma \tag{9}
\end{align*}
$$

with the expression of the modified strain tensors in the PML subdomain, taking into account the scaling and damping functions:

$$
\left\{\begin{array}{l}
\underline{\tilde{\varepsilon}}^{e e}=\frac{1}{2}\left[(\nabla \underline{v}) \underline{\tilde{F}}^{e e}+\underline{\tilde{F}}^{e e T}(\nabla \underline{v})^{T}\right]  \tag{10}\\
\underline{\underline{\tilde{\varepsilon}}}^{e p}=\frac{1}{2}\left[(\nabla \underline{v}) \underline{\tilde{F}}^{e p}+\underline{\tilde{F}}^{e p T}(\nabla \underline{v})^{T}\right] \\
\underline{\underline{\varepsilon}}^{p p}=\frac{1}{2}\left[(\nabla \underline{v}) \underline{\tilde{F}}^{p p}+\underline{\underline{F}}^{p p T}(\nabla \underline{v})^{T}\right]
\end{array}\right.
$$

Then, by using the above expressions, the internal force in the weak form in Eq. (9) can be written as:

$$
\begin{equation*}
p_{i n t}^{e}=\int_{\Omega} \underline{\tilde{\varepsilon}}_{\underline{e e}}^{=}: \underline{\underline{\sigma}} d \Omega+\int_{\Omega} \underline{\tilde{\varepsilon}}^{e p}: \underline{\underline{\Sigma}} d \Omega+\int_{\Omega} \underline{\tilde{\varepsilon}}^{p p}: \underline{\underline{\tilde{\Sigma}}} d \Omega \tag{11}
\end{equation*}
$$

In Eq. (9), the right hand side term related to the Neumann condition for the PML subdomain, that is $\int_{\Gamma_{2}^{N}} \underline{v}_{2} \cdot\left(\underline{\underline{\sigma}} \tilde{F}^{e e}+\underline{\underline{\sum}} \tilde{F}^{e p}+\underline{\underline{\Sigma}} \tilde{F}^{p p}\right) n \mathrm{~d} \Gamma$, becomes equal to zero due to Eq. (8).

### 2.3 Space and time discretization

Here, we focus on the coupling between two explicit time integrators, with two different time scales, the large time step $\Delta t_{1}=\left[t_{0} ; t_{m}\right]$ for the interior domain and the fine time step $\Delta t_{2}=$ $\left[t_{j-1} ; t_{j}\right]$ for the absorbing layers. This choice is imposed by the fact that we want to keep explicit time integrators in both subdomains for the calculation efficiency in three-dimensional complex modelling and the use of different damping formulations in the absorbing layers. For instance, it is well known that the introduction of Rayleigh damping matrix reduces the critical time step size of the Central Difference scheme ${ }^{[36]}$. Second, in the PML case, it was shown in Brun et al. ${ }^{[31]}$ and Li et al. ${ }^{[16]}$ that PML accuracy of Basu's formulation is very sensitive to the time step size, advocating for a fine time step in the PML.

We follow the classical finite element discretization, by adopting 8-node hexahedral element with linear shape functions. The approximation of the displacement is given by: $u_{e}(x, y, z)=$ $\mathbf{N}(x, y, z) \mathbf{U}_{\mathbf{e}}$, where $\mathbf{U}_{\mathbf{e}}$ gathers the nodal displacements of the 8 nodes, with a size of $24 \times 1$; the matrix $\mathbf{N}(x, y, z)$, with a size $3 \times 24$, contains the nodal shape functions: $\mathbf{N}(x, y, z)=$ $\left[\begin{array}{llll}N_{1} \mathbf{I} & N_{2} \mathbf{I} & \cdots & N_{8} \mathbf{I}\end{array}\right]$, where $\mathbf{I}$ is the $3 \times 3$ identity matrix. First, we discretize the interface power terms of the weak form in Eq. (9), related to the coupling between subdomains. At the interface between the subdomains, the continuity of velocities is imposed by the following condition:

$$
\begin{equation*}
\mathbf{L}_{1} \dot{\mathbf{U}}_{1}+\mathbf{L}_{2} \dot{\mathbf{U}}_{2}=0 \tag{12}
\end{equation*}
$$

where $\mathbf{L}_{\mathbf{1}}$ and $\mathbf{L}_{\mathbf{2}}$ are the Boolean constraint matrices in the case of matching meshes at the interface $\Gamma_{\mathrm{I}}$. In the case of non-matching meshes, the mortar approach has to be applied, leading to non-Boolean constraint matrices $\mathbf{L}_{\mathbf{1}}$ and $\mathbf{L}_{\mathbf{2}}{ }^{[39]}$. They operate on nodal vectors associated with the two subdomains and pick out the degrees of freedom belonging to the interface $\Gamma_{I}$ in order to
ensure the velocity continuity at the interface. The restricted velocity vectors on the interface are given by $\mathbf{L}_{1} \dot{\mathbf{U}}_{\mathbf{1}}$ and $\mathbf{L}_{\mathbf{2}} \dot{\mathbf{U}}_{2}$, whereas the operators $\left(\mathbf{L}_{1}\right)^{T}$ and $\left(\mathbf{L}_{2}\right)^{T}$ represent the prolongation operators from the interface to the subdomains. Using the Boolean constraint matrices, the interface terms in the weak form can be expressed as:

$$
\left\{\begin{array}{l}
\int_{\Gamma_{I}} \underline{v}_{1} \cdot \underline{\lambda} d \Gamma=\mathbf{V}_{1}^{\mathrm{T}} \mathbf{L}_{1}^{\mathrm{T}} \boldsymbol{\lambda}  \tag{13}\\
\int_{\Gamma_{I}} \underline{v}_{2} \cdot \underline{\lambda} d \Gamma=\mathbf{V}_{2}^{\mathrm{T}} \mathbf{L}_{2}^{\mathrm{T}} \boldsymbol{\lambda}
\end{array}\right.
$$

From the weak form in Eq. (9), we write the equation of motion related to the interior subdomain $\Omega_{1}$, at the time $t_{m}$, that is the end of the large time step $\Delta t_{1}=\left[t_{0} ; t_{m}\right]$ :

$$
\begin{equation*}
\mathbf{M}_{1} \ddot{U}_{1}^{\mathrm{m}}+\mathrm{K}_{1} \mathbf{U}_{1}^{\mathrm{m}}=\mathrm{F}_{1}^{\mathrm{ext}, \mathrm{~m}}-\mathbf{L}_{1}^{\mathrm{T}} \lambda^{\mathrm{m}} \tag{14}
\end{equation*}
$$

Concerning the PML subdomain, we write the equation of motion at time $t_{j}$, at the end of the fine time step $\Delta t_{2}=\left[t_{j-1} ; t_{j}\right]$ :

$$
\begin{align*}
& \mathbf{M}_{2} \ddot{\mathbf{U}}_{2}^{\mathrm{j}}+\left(\mathbf{C}_{2}+\tilde{\mathbf{C}}_{2}\right) \dot{\mathbf{U}}_{2}^{\mathrm{j}-1 / 2}+\left(\mathbf{K}_{2}+\widetilde{\mathbf{K}}_{2}\right) \mathbf{U}_{2}^{\mathrm{j}}+\overline{\mathbf{K}}_{2} \overline{\mathbf{U}}_{2}^{\mathrm{j}}+\mathbf{P}_{2}\left(\boldsymbol{\varepsilon}_{\mathrm{j}-1}, \mathbf{E}_{\mathbf{j}-1}, \boldsymbol{\Sigma}_{\mathrm{j}-1}, \widetilde{\mathbf{\Sigma}}_{\mathbf{j}-1}\right) \\
&=\mathbf{F}_{2}^{\mathrm{ext}, \mathrm{j}}-\mathbf{L}_{2}^{\mathrm{T}} \hat{\lambda}^{\mathrm{j}} \tag{15}
\end{align*}
$$

The derivation and expression of the matrices involved in Eq. (15) and the internal force are detailed in Appendix A. Briefly, the inertial system matrices $\mathbf{M}_{\mathbf{2}}, \mathbf{C}_{\mathbf{2}}, \mathbf{K}_{\mathbf{2}}$ and $\overline{\mathbf{K}}_{\mathbf{2}}$ are assembled from their respective element-level matrices. The element-level matrices are obtained by adopting a quadrature formula in every hexahedral element:

$$
\begin{align*}
& \mathbf{M}_{\mathbf{2}}^{\mathrm{e}}=\int_{\Omega^{\mathrm{e}}} \rho f_{M} \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega  \tag{16}\\
& \mathbf{C}_{2}^{\mathrm{e}}=\int_{\Omega^{e}} \rho f_{C} \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega \tag{17}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{K}_{2}^{\mathbf{e}}=\int_{\Omega^{e}} \rho f_{K} \mathbf{N}^{\mathrm{T}} \mathbf{N} \mathrm{~d} \Omega  \tag{18}\\
& \overline{\mathbf{K}}^{\mathbf{e}}=\int_{\Omega^{e}} \rho f_{H} \mathbf{N}^{\mathbf{T}} \mathbf{N} \mathrm{d} \Omega \tag{19}
\end{align*}
$$

In Eq. (15), the other PML matrices $\widetilde{\mathbf{C}}_{\mathbf{2}}$ and $\widetilde{\mathbf{K}}_{\mathbf{2}}$ come from the space and time discretization of the internal force corresponding to the terms $\int_{\Omega_{2}}{\underset{\underline{\varepsilon}}{\underline{\varepsilon}}}^{e e}: \underline{=} \mathrm{d} \Omega+\int_{\Omega_{2}} \underline{\underline{\varepsilon}}^{e p}: \underline{\underline{\sum}} \mathrm{d} \Omega+\int_{\Omega_{2}} \underline{\underline{\varepsilon}}^{p p}: \underline{\underline{\Sigma}} \mathrm{d} \Omega$ in the weak form in Eq. (9). $\tilde{\mathbf{C}}_{2}$ and $\widetilde{\mathbf{K}}_{2}$ are defined at the element-level by:

$$
\begin{gather*}
\tilde{\mathbf{C}}_{\mathbf{2}}^{\mathrm{e}}=\int_{\Omega_{e}} \widetilde{\mathbf{B}}^{\mathbf{T}} \frac{1}{\Delta t} \mathbf{D B}^{\varepsilon} d \Omega  \tag{20}\\
\widetilde{\mathbf{K}}_{2}^{\mathbf{e}}=\int_{\Omega_{e}} \widetilde{\mathbf{B}}^{\mathbf{T}} \frac{1}{\Delta t} \mathbf{D B}^{\mathbf{Q}} d \Omega \tag{21}
\end{gather*}
$$

where PML matrices $\widetilde{\mathbf{B}}^{\mathbf{e e}}, \widetilde{\mathbf{B}}^{\mathbf{e p}}, \widetilde{\mathbf{B}}^{\mathbf{p p}}$ depend on the derivatives of the shape functions and the scaling and attenuation functions of the PML, and the matrices $\widetilde{\mathbf{B}}, \mathbf{B}^{\boldsymbol{\varepsilon}}$ and $\mathbf{B}^{\mathbf{Q}}$ are derived by assuming approximate relationships between the time derivatives and time integrals of the stresses and strains. Finally, the internal force can be decomposed in two parts: the first part is related to the previous PML matrices $\widetilde{\mathbf{C}}^{\mathbf{e}}$ and $\widetilde{\mathbf{K}}^{\mathbf{e}}$, operating on velocities and displacements and the second part, $\mathbf{P}_{\mathbf{2}}\left(\boldsymbol{\varepsilon}_{\mathbf{j}-\mathbf{1}}, \mathbf{E}_{\mathbf{j}-\mathbf{1}}, \mathbf{\Sigma}_{\mathbf{j} \mathbf{1}}, \widetilde{\mathbf{\Sigma}}_{\mathbf{j}-\mathbf{1}}\right)$, corresponds to the part of the internal force known at the beginning of the fine time step.

The equations of motion in Eq. (14) and Eq. (15) are complemented with the velocity continuity condition in Eq. (12), written at the fine time scale:

$$
\begin{equation*}
\mathbf{L}_{1} \dot{\mathbf{U}}_{1}^{\dot{j}}+\mathbf{L}_{2} \dot{\mathbf{U}}_{2}^{\dot{j}}=\mathbf{0} \tag{22}
\end{equation*}
$$

Subdomain $\Omega_{1}$ is integrated in time with a Newmark explicit scheme ( $\beta_{1}=0$ and $\gamma_{1}=1 / 2$ ) ${ }^{[40]}$, with a lumped mass matrix $M_{1}$. We define $\mathbf{U}_{\mathbf{1}}^{\mathbf{0}, \mathbf{p}}$ as the predictor of the displacement and $\dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0}, \mathbf{p}}$
as the predictor of the velocity, which is classically introduced in the approximate Newmark formulas as:

$$
\begin{gather*}
\mathbf{U}_{\mathbf{1}}^{\mathbf{0 , p}}=\mathbf{U}_{\mathbf{1}}^{\mathbf{0}}+\Delta t \dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0}}+\left(\frac{1}{2}-\beta_{1}\right) \Delta t^{2} \ddot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0}}  \tag{23}\\
\dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0}, \mathbf{p}}=\dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0}}+\frac{1}{2} \Delta t\left(1-\gamma_{1}\right) \ddot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0}} \tag{24}
\end{gather*}
$$

The classical approximate Newmark formulas in terms of the displacements and velocities at the end of the time step $t_{j}$ are expressed in acceleration format as below:

$$
\begin{align*}
& \mathbf{U}_{\mathbf{1}}^{\mathbf{m}}=\mathbf{U}_{\mathbf{1}}^{\mathbf{0 , p}}+\beta_{1} \Delta t^{2} \ddot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{m}}  \tag{25}\\
& \dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{m}}=\dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{0} \mathbf{p}}+\gamma_{\mathbf{1}} \Delta t \ddot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{m}} \tag{26}
\end{align*}
$$

In explicit computation, the final displacement $\mathbf{U}_{\mathbf{1}}^{\mathbf{m}}$ is known at the beginning of the time step because $\beta_{1}=0$. The final acceleration vector $\ddot{\mathbf{U}}_{\mathbf{1}}^{\mathrm{m}}$ has to be computed in order to update the final velocity vector $\dot{\mathbf{U}}_{\mathbf{1}}^{\mathbf{m}}$.

Concerning the subdomain $\Omega_{2}$, we use a Central Difference scheme with the terms related to velocities written at the mid time step $\left(\mathbf{C}_{\mathbf{2}}+\tilde{\mathbf{C}}_{2}\right) \dot{\mathbf{U}}_{2}^{\mathbf{j}-\mathbf{1} / \mathbf{2}}$, as classically assumed for explicit time integration in order to avoid system solving ${ }^{[36]}$ and to keep a diagonal mass matrix. The explicit approximate updating formulas of the Central Difference explicit scheme for subdomain $\Omega_{2}$ are expressed as:

$$
\begin{align*}
\dot{\mathbf{U}}_{2}^{\dot{j}-1 / 2} & =\dot{\mathbf{U}}_{2}^{\dot{j}-3 / 2}+\Delta \mathrm{t} \ddot{\mathbf{U}}_{2}^{\mathrm{j}-1}  \tag{27}\\
\mathbf{U}_{2}^{\mathrm{j}} & =\mathbf{U}_{2}^{\mathrm{j}-1}+\Delta \mathrm{t} \dot{\mathbf{U}}_{2}^{\mathrm{j}-1 / 2}  \tag{28}\\
\overline{\mathbf{U}}_{2}^{j} & =\overline{\mathbf{U}}_{2}^{\mathrm{j}-1}+\Delta \mathrm{t} \mathbf{U}_{2}^{\mathrm{j}} \tag{29}
\end{align*}
$$

All the above quantities are known at the beginning of the time step, at the time $t_{j-1}$. It remains to compute the acceleration $\ddot{\mathbf{U}}_{2}^{\mathbf{j}}$ at the end of the time step, and the following mid step velocity being computed by: $\dot{\mathbf{U}}_{2}^{\mathbf{j}+\mathbf{1 / 2}}=\dot{\mathbf{U}}_{2}^{\mathbf{j}-\mathbf{1} / \mathbf{2}}+\Delta \mathrm{t} \ddot{\mathbf{U}}_{2}^{\mathbf{j}}$.

Finally, by introducing the above approximate formulas for time integration into Eqs. (14) and (15), it leads to the set of equations of motion, complemented with the velocity continuity relationship, whose unknowns to be solved are the acceleration, written as:

As classically done for explicit dynamics, we assume a lumped mass matrix in the PML subdomain $\Omega_{2}$. It enables us to carry out a complete explicit computation in the PML subdomain, leading to an important gain in terms of the computation time, which is particularly suitable for large 3D problems. It will be shown in numerical applications that the CFL condition related to the interior subdomain is also valid for the PML subdomain without stability problems.

In Eq. (30), it is important to note that the velocity continuity is prescribed at the end of the fine time step, whereas the velocity is computed at the mid step in the PML subdomain. As a consequence, the final velocity in the velocity continuity equation is calculated as:

$$
\begin{equation*}
\dot{\mathbf{U}}_{2}^{\mathrm{j}}=\dot{\mathbf{U}}_{2}^{\mathrm{j}-1 / 2}+\frac{1}{2} \Delta \mathrm{t} \ddot{\mathbf{U}}_{2}^{\mathrm{j}} \tag{31}
\end{equation*}
$$

To solve the set of coupled equations in Eq. (30), we first determine the Lagrange multipliers ensuring the velocity continuity at the interface and second, we solve the accelerations in both subdomains. Following the lines of the coupling GC method ${ }^{[37,38]}$, the kinematic quantities are divided into two parts: the free and the linked quantities. The free quantities are calculated by
taking into account the internal and external forces, without considering the interface forces, whereas the linked quantities are obtained from the interface loads given by the Lagrange multiplier vector $\lambda$. It can be demonstrated that the kinematic continuity condition can be expressed as a reduced-size interface problem as follows:

$$
\begin{equation*}
\mathbf{H} \lambda^{\mathbf{j}}=\mathbf{b}^{\mathbf{j}} \tag{32}
\end{equation*}
$$

with the interface operator and the right-hand side member vector defined by:

$$
\left\{\begin{array}{c}
\mathbf{H}=\gamma_{1} \Delta t_{1} \mathbf{L}_{\mathbf{1}} \mathbf{M}_{\mathbf{1}}{ }^{-\mathbf{1}} \mathbf{L}_{\mathbf{1}}^{\mathbf{T}}+\gamma_{2} \Delta t_{2} \mathbf{L}_{\mathbf{2}} \mathbf{M}_{\mathbf{2}}{ }^{-1} \mathbf{L}_{\mathbf{2}}^{\mathbf{T}}  \tag{33}\\
\mathbf{b}^{\mathbf{j}}=\mathbf{L}_{\mathbf{1}} \dot{\mathbf{U}}_{\mathbf{1}}^{\text {free, }}+\mathbf{L}_{\mathbf{2}} \dot{\mathbf{U}}_{\mathbf{2}}^{\text {free, }}
\end{array}\right.
$$

The interface operator $\mathbf{H}$ is called the Steklov-Poincaré operator which can be viewed as the condensed mass matrix with the degrees of freedom belonging to the interface between the two subdomains. The right hand-side vector $\boldsymbol{b}^{\boldsymbol{j}}$ only depends on the free velocities computed in both subdomains without considering the interface forces; it can be seen as a predictor value projected to the degrees of freedom belonging to the interface.

Finally, once derived the Lagrange multiplier vector $\lambda^{\mathbf{j}}$, the quantities related to the interface forces in the second equation of the set of equations in Eq. (30) can be computed, and the fine time step $\Delta t_{2}=\left[t_{j-1} ; t_{j}\right]$ is completed by summing these linked quantities with the previously obtained free quantities. Same procedure is applied for every fine time steps $\Delta t_{2}$, by looping over the large time step $\Delta t_{1}=\left[t_{0} ; t_{m}\right]$. The last Lagrange multiplier $\lambda^{m}$ over the large time step allows to complete the large time step and then we can proceed to the next large time step $\Delta t_{1}$.

### 2.4 Absorbing Layers with Increasing Damping using Rayleigh and Kosloff damping

In the finite element setting, it can be much more convenient to employ different damping formulations from the PML. For instance, Rayleigh damping is classically available in FE code.

Recently, Kosloff damping was investigated for 2D problems and turned out to be suitable for modeling unbounded domains, due to its frequency independent feature ${ }^{[16]}$. Here, the explicit PML discussed previously will be compared to the cases of Absorbing Layers with Increasing Damping (ALID) using Rayleigh and Kosloff damping, by extending AILD to the 3D case. The explicit framework explained before is employed again.

In the case of Rayleigh damping, the coupling problem, discretized in space and time, can be written as:

$$
\left\{\begin{array}{l}
\mathbf{M}_{1} \ddot{U}_{1}^{m}=\mathbf{F}_{1}^{\text {ext,m }}-\mathbf{K}_{1} \mathbf{U}_{1}^{0, p}-\mathbf{L}_{1}^{\mathrm{T}} \lambda^{j}  \tag{34}\\
\mathbf{M}_{2} \ddot{\mathbf{U}}_{2}^{j}=-\mathbf{C}_{2, \text { Rayleigh }} \dot{\mathbf{U}}_{2}^{j-1 / 2}-\mathbf{K}_{2} \mathbf{U}_{2}^{j}-\mathbf{L}_{2}^{\mathrm{T}} \lambda^{j} \\
\mathbf{L}_{1} \dot{\mathbf{U}}_{1}^{j}+\mathbf{L}_{2} \dot{\mathbf{U}}_{2}^{j}=\mathbf{0}
\end{array}\right.
$$

where the Rayleigh matrix is linearly dependent on the mass and stiffness matrix, as:

$$
\begin{equation*}
\mathbf{C}_{2, \text { Rayleigh }}=\alpha_{M} \mathbf{M}_{2}+\alpha_{K} \mathbf{K}_{2} \tag{35}
\end{equation*}
$$

In the case of Kosloff damping, the governing discrete coupling problem is given by:

$$
\left\{\begin{array}{l}
\mathbf{M}_{1} \ddot{\mathbf{U}}_{1}^{\mathrm{m}}=\mathbf{F}_{1}^{\mathrm{ext}, \mathrm{~m}}-\mathbf{K}_{1} \mathbf{U}_{1}^{\mathbf{0 , p}}-\mathbf{L}_{1}^{\mathrm{T}} \lambda^{\mathrm{j}}  \tag{36}\\
\mathbf{M}_{2} \ddot{\mathbf{U}}_{2}^{\mathrm{j}}=-\mathbf{C}_{2, \text { Kosloff }} \dot{\mathbf{U}}_{2}^{j-1 / 2}-\widetilde{\mathbf{K}}_{2, \text { Kosloff }} \mathbf{U}_{2}^{\mathrm{j}}-\mathbf{K}_{2} \mathbf{U}_{2}^{\mathrm{j}}-\mathbf{L}_{2}^{\mathrm{T}} \lambda^{\mathrm{j}} \\
\mathbf{L}_{1} \dot{\mathbf{U}}_{1}^{j}+\mathbf{L}_{2} \dot{\mathbf{U}}_{2}^{j}=\mathbf{0}
\end{array}\right.
$$

where the Kosloff matrices are defined by summing over the elements as:

$$
\begin{align*}
& \mathbf{C}_{2, \text { Kosloff }}=\sum 2 \int_{\Omega_{e}} \rho \gamma[\mathbf{N}]^{\mathbf{T}}[\mathbf{N}] d \Omega  \tag{37}\\
& \widetilde{\mathbf{K}}_{2, \text { Kosloff }}=\sum \int_{\Omega_{e}} \rho \gamma^{2}[\mathbf{N}]^{\mathbf{T}}[\mathbf{N}] d \Omega . \tag{38}
\end{align*}
$$

### 2.5 Design of the PML and of the ALID using Rayleigh and Kosloff damping

At the interface, it is well known that the PML is completely reflectionless in theory ${ }^{[17]}$. Nonetheless, this property is only valid in the continuous setting. Indeed, although there is analytically no reflection at the interface, the spatial discretization will introduce spurious reflections at the interface, so optimal PML's parameters need to be applied in order to minimize these numerical reflections. The real-valued positive functions should monotonically increase and vanish at the interface so that the contrast is minimized, in the discrete setting, between the physical domain and the unphysical PML. Classically, the damping function $f^{p}$ is written as a polynomial of degree $n$ as shown below ${ }^{[23,24,25,29,41]}$ :

$$
\begin{equation*}
\beta(x)=\beta_{0}\left(\frac{x-x_{0}}{L}\right)^{n} \tag{39}
\end{equation*}
$$

where $\beta_{0}$ is the user-tunable scalar parameter. In fact, the larger $\beta_{0}$ is, the larger the discretization error becomes. In other words, more spurious reflected waves will be produced at the interface with a larger $\beta_{0}$ value.


Fig. 2 Evolution of the damping functions in PML subdomain
The logarithmic decrement of PML domain $\delta$ is obtained by integrating Eq. (39) over the thickness of the PML:

$$
\begin{equation*}
\delta=\int_{x_{0}}^{L} \frac{\beta_{0}}{v_{\rho}}\left(\frac{x-x_{0}}{L}\right)^{n} d x=\frac{\beta_{0} L}{(n+1) v_{\rho}} \tag{40}
\end{equation*}
$$

We define the attenuation coefficient $R_{\text {attenution }}$ from the logarithmic decrement as:

$$
\begin{equation*}
R_{\text {attenuation }}=\left(\frac{|u(x+L)|}{|u(x)|}\right)^{2}=e^{-2 \delta} \tag{41}
\end{equation*}
$$

For instance, if we want to reach a target logarithmic decrement $\delta=\ln (10)$, it means that $90 \%$ of the amplitude of the incident wave is absorbed from the interface to the end of the PML. Next, the attenuation also occurs for the reflection process from the end of the PML towards the interface. Hence, the incident wave is attenuated by $99 \%$ and the attenuation coefficient $R_{\text {attenution }}$ is theoretically equal to $1 \%$ before the space and time discretization.

Finally, we can propose the general formula to design a PML based on the presented 1D harmonic wave problem in PML medium. After choosing the $R_{\text {attenuation }}$, the total thickness $L$ and the power $n$ of the damping function, $\beta_{0}$ can be obtained as:

$$
\begin{equation*}
\beta_{0}=\frac{(n+1)}{2 L} \times v_{\rho} \times \ln \left(\frac{1}{R_{\text {attenuation }}}\right) \tag{42}
\end{equation*}
$$

Concerning Kosloff damping, it was shown in Li et al ${ }^{[16]}$ that the scalar-valued $\gamma$ parameter in Eqs. (37) and (38) can be defined in the same manner as the damping function $f^{p}$ in Eq. (39), that is: $\gamma(x)=\gamma_{0}\left(\frac{x-x_{0}}{L}\right)^{n}$. It leads to the same design relationship given by:

$$
\begin{equation*}
\gamma_{0}=\frac{(n+1)}{2 L} \times v_{\rho} \times \ln \left(\frac{1}{R_{\text {attenution }}}\right) \tag{43}
\end{equation*}
$$

It is important to remind that the capability of the ALID with Kosloff damping to damp out incident waves is independent of the frequency and very similar to that of the PML ${ }^{[16]}$. All the waves with different frequencies can be attenuated in the same way. Nonetheless, at the interface,
the behavior is different in the two cases. Indeed, it is well known that no reflection occurs at the PML interface for all the frequencies. This is not the case for Kosloff damping. This is why optimal conditions have been set up in the work by Li et al ${ }^{[16]}$ for tuning Young's modulus of each Kosloff layer in order to minimize the spurious wave reflections.

Concerning Rayleigh damping, the same polynomial profile for the damping ratio can be considered as that in Eq. (39), that is $\xi(\mathrm{x})=\xi_{0}\left(\frac{x-x_{0}}{L}\right)^{\mathrm{n}}{ }^{[35]}$ with the assumption $\frac{\alpha_{M}}{\omega_{0}}=\alpha_{K} \omega_{0}=$ $\xi^{[15]}$. For a design angular frequency $\omega_{0}$, the design relationship for the ALID based on Rayleigh damping is given by:

$$
\begin{equation*}
\xi_{0}=\frac{(\mathrm{n}+1)}{2 L \omega_{0}} \times v_{\rho} \times \ln \left(\frac{1}{R_{\text {attenution }}}\right) \tag{44}
\end{equation*}
$$

Here, it can be observed that the design of the Rayleigh ALID introduces a design angular frequency $\omega_{0}$. In fact, the absorbing ability of Rayleigh damping is dependent on the frequency, which is different from the PML and Kosloff damping. Once the wave propagation model is set up with a suitable finite element size and time step size, depending on the material parameters and characteristics of the input motion, any type of motion (small-band, broad-band) can be investigated using absorbing layers. The most sensitive parameter for the accuracy of the absorbing layer is its thickness, that is, the number of finite elements introduced in the absorbing layer to correctly reproduce the attenuation of the waves.

## 3 Numerical examples

### 3.1 Pseudo-3D Lamb's test for PML and ALID comparisons



Fig. 3 Waveform and Fourier transform of the Ricker wavelet
In order to evaluate the effectiveness of the three-dimensional PML, 3D Lamb's ${ }^{[42]}$ test is carried out. Non-harmonic waves are investigated by considering a Ricker incident wave, defined by:

$$
\begin{equation*}
\operatorname{Ric}\left(t, t_{p}, t_{s}\right)=A\left(2 \pi^{2} \frac{\left(t-t_{s}\right)^{2}}{t_{p}^{2}}-1\right) \exp \left(-\pi^{2} \frac{\left(t-t_{s}\right)^{2}}{t_{p}^{2}}\right) \tag{45}
\end{equation*}
$$

The Ricker wave, plotted in the time domain and in the frequency domain in Fig.3, has three parameters: the fundamental period $t_{p}$, the time shift $t_{s}$ and the amplitude $A$. The chosen values are: $t_{p}=3 \mathrm{~s}, t_{s}=3 \mathrm{~s}$ and $\mathrm{A}=1 \mathrm{MN}$.


The test is simulated with only one 3D element in the thickness direction as shown in Fig.4. This thin slice mesh is considered in this first numerical application so as to reduce the computation time in comparison to a full 3 D case and to easily compare the performance of the different approaches, the PML, ALID with Rayleigh damping and ALID with Kosloff damping. The Ricker load is applied vertically at the top left edge of the 3D mesh. One recording point is located on the soil surface, at 20 m from the applied load. The soil is assumed to be linear elastic with the dimension $250 \mathrm{~m} \times 250 \mathrm{~m} \times 5 \mathrm{~m}$. All hexahedral finite elements have the dimension 5 m x 5 mx 5 m . The material characteristics for the interior subdomain $\Omega_{1}$ and the PML subdomain $\Omega_{2}$ are: $\rho_{1}=1700 \mathrm{~kg} / \mathrm{m}^{3}, E_{1}=10 \mathrm{MPa}$ and $v_{1}=0.24$ for the density, Young's modulus and Poisson's ratio, respectively. The P-wave, S-wave and Rayleigh wave velocities are: $\mathrm{V}_{\mathrm{P}}=83.27$ $\mathrm{m} / \mathrm{s}, \mathrm{V}_{\mathrm{S}}=48.7 \mathrm{~m} / \mathrm{s}, \mathrm{V}_{\mathrm{R}}=44.73 \mathrm{~m} / \mathrm{s}$. The minimal period for the Ricker input can be assessed by the relationship: $T_{\min }=2.5 t_{p}$. To achieve sufficient accuracy, the FE size for the linear finite elements, should respect the following relationship: $L_{E F}<\frac{\lambda_{\min }}{20}$, with the minimal wavelength $\lambda_{\min }$ equal to $c_{P} T_{\min }$. The length $L$ of the PML, also called the thickness in the section 2.5 , is taken as equal to 50 m , corresponding to 10 finite elements in the length. The other parameters for the PML design, given in Eq. (42), are the power of polynomial function representing the damping function of the PML and the target attenuation coefficient, given by: $\mathrm{n}=2$ and $R_{\text {attenution }}=0.01$. The subdomain soil is integrated in time by the Newmark explicit scheme without damping and with the time step $\Delta \mathrm{t}_{1}=0.025 \mathrm{~s}$, imposed by the CFL condition, whereas the PML is integrated by the Central Difference scheme, with damping terms written at the mid-step, with the same time step $\Delta \mathrm{t}_{1}=\Delta \mathrm{t}_{2}$.

The efficiency and accuracy of Rayleigh and Kosloff ALID in modeling three-dimensional unbounded domains are compared with the PML. The ALID is established with a length of 250 m , in order to reduce the reflection at the interface between the interior subdomain and the absorbing subdomain, because they are not reflectionless for all the frequencies. The number of elements in the length of the ALID is thus five times larger than that of the PML, in order to reach a sufficient good accuracy. As shown by Li et al ${ }^{[16]}$, Rayleigh and Kosloff ALID are not reflectionless for all the frequencies, so larger length is mandatory to reduce the damping ratio, based on the design formulas in Eqs. (43) and (44). From this point of view, it is clear that PML is much more efficient than Rayleigh and Kosloff ALID.

The multi-time step capability of the proposed approach is employed in the case of the Rayleigh damping. Indeed, as widely known ${ }^{[36]}$, the stability of the Central Difference scheme with the viscous damping terms is altered by the introduction of Rayleigh damping, leading to the reduction of the critical time step size. As a consequence, it is particularly convenient to adopt an explicit multi-time step strategy in order to satisfy the reduced CFL condition in the Rayleigh ALID while keeping the unchanged CFL condition in the interior subdomain. Here, we adopt a fine time step given by: $\Delta \mathrm{t}_{1}=10 \Delta \mathrm{t}_{2}=0.025 \mathrm{~s}$, which has a time step ratio equal to 10 between the two time steps. For Kosloff ALID, the introduction of Kosloff damping does not alter the critical time step, leading to same time step in the Kosloff ALID as that in the interior subdomain $\Delta t_{1}$ $=\Delta t_{2}$.

In order to assess the accuracy of the PML and ALID methods, the error with respect to the reference results obtained from an extended mesh, free of spurious reflected waves coming from the boundaries of the truncated mesh, is computed as:

$$
\begin{equation*}
\operatorname{error}(\%)=\frac{\max _{n}\left|u_{p}\left(t_{n}\right)-u_{r e f}\left(t_{n}\right)\right|}{\max _{n}\left|u_{r e f}\left(t_{n}\right)\right|} \tag{46}
\end{equation*}
$$

where $u_{r e f}$ and $u_{p}$ are the displacements of the extended mesh model and the PML model. The above error allows us to quantify the spurious reflections.


Fig. 5 Vertical and horizontal displacements at the recording point using different absorbing layers (the length of the PML is equal to 50 m and the length of Rayleigh and Kosloff ALID is equal to 250 m )

In Fig.5, three absorbing layers are compared in terms of the horizontal displacement and vertical displacement. It can be observed that all the displacements obtained by the three kinds of absorbing layers agree very well with the reference results. Nonetheless, as shown in Table 1, the PML is the most accurate one, with both vertical and horizontal reflections under $1 \%$. The CPU times are resumed in Table 2 in a normalized form divided by the CPU time of Rayleigh absorbing layer, corresponding to the less efficient method. Indeed, Rayleigh ALID has a higher computation time than that of Kosloff ALID, because the time steps in the absorbing region are reduced due to the introduction of the Rayleigh matrix in Central Difference method. The computation time of PML is approximately 4 times less than that of the Rayleigh and Kosloff

ALID, mainly due to its reduced length of 50 m in comparison to 250 m . In more complex threedimensional numerical simulations, this advantage is even more significant.

Table 1 Displacement errors using different absorbing layers

|  | Vertical displacement | Horizontal displacement |
| :---: | :---: | :---: |
| PML <br> $\left(\Delta \mathrm{t}_{1}=\Delta \mathrm{t}_{2}\right)$ | $0.46 \%$ | $0.82 \%$ |
| Rayleigh-ALID <br> $\left(\Delta \mathrm{t}_{1}=10 \Delta \mathrm{t}_{2}\right)$ | $1.80 \%$ | $0.58 \%$ |
| Kosloff-ALID <br> $\left(\Delta \mathrm{t}_{1}=\Delta \mathrm{t}_{2}\right)$ | $1.26 \%$ | $0.98 \%$ |

Table 2 Normalized CPU Time for different absorbing layers

|  | Rayleigh-ALID | Kosloff-ALID | PML |
| :--- | :---: | :---: | :---: |
| Normalized <br> CPU time | 1 | 0.76 | 0.26 |

It is also interesting to decrease the time step in the PML and in the Kosloff $\operatorname{ALID}\left(\Delta \mathrm{t}_{1}=10\right.$ $\Delta t_{2}$, that is a time step ratio $m$ equal to 10 ), so as to improve the accuracy of the absorbing layers. The time histories of the horizontal displacement and vertical displacement at the recording point are shown in Fig.6, using $\Delta \mathrm{t}_{1}=10 \Delta \mathrm{t}_{2}$ in the three absorbing layers. It is obvious, as observed in Table 3, that a better accuracy is achieved at the expense of the computation time as given in Table 4. Using a fine time step, the PML takes longer time than the Rayleigh and Kosloff ALID, because the computation time related to one FE, integrated over one time step, in the PML, is bigger than the one in Rayleigh and Kosloff ALID.


Fig.6 Vertical and horizontal displacements at the observation point using different absorbing layers ( $\mathrm{m}=10$, the length of the PML is equal to 50 m and the length of the Rayleigh and Kosloff ALID is equal to 250 m )

Table 3 Displacement errors using different absorbing layers ( $\mathrm{m}=10$ )

|  | Vertical displacement | Horizontal displacement |
| :---: | :---: | :---: |
| PML |  |  |
| $\left(\Delta \mathrm{t}_{1}=10 \Delta \mathrm{t}_{2}\right)$ | $0.29 \%$ | $0.32 \%$ |
| Rayleigh-ALID <br> $\left(\Delta \mathrm{t}_{1}=10 \Delta \mathrm{t}_{2}\right)$ | $1.80 \%$ | $0.58 \%$ |
| Kosloff-ALID $_{\left(\Delta \mathrm{t}_{1}=10 \Delta \mathrm{t}_{2}\right)}$ | $0.82 \%$ | $0.21 \%$ |

Table 4 Normalized CPU time for different absorbing layers ( $\mathrm{m}=10$ )

|  | Rayleigh-ALID | Kosloff-ALID | PML |
| :--- | :---: | :---: | :---: |
| Normalized <br> CPU time | 1 | 0.84 | 1.59 |

Owing to the frequency-independence of the damping in the PML and its reflectionless feature at the interface, the PML achieves the best accuracy and computation efficiency when adopting the same time step as the interior domain, confirming that it is the most efficient method to model unbounded domain in a three-dimensional simulation among the three investigated absorbing layers. Finally, to further illustrate the advantage of the reflectionless feature of the PML at the interface, Rayleigh and Kosloff absorbing layers are established with a length of 50 m , which is the same as that of the PML (10 elements in the length). In Fig.7, it can be seen that significant reflections are produced at the interface between the soil subdomain and the Rayleigh and Kosloff ALID. Although optimal conditions at the interface are employed to reduce the reflection at the interface for Rayleigh and Kosloff ALID, the size of the ALID still needs to be longer than that of the PML, because they are not reflectionless for all the frequencies. In the following application focused on the wave barrier, only the PML strategy with a time step ratio m equal to 1 , is considered.


Fig. 7 Vertical and horizontal displacements at the recording point using different absorbing layers (the length of thr three absorbing layersis equal to 50 m )

### 3.2 Influence of the PML length: 3D Bar test

As discussed in section 2.5 , although the PML is analytically completely reflectionless, the spatial discretization introduces spurious reflections at the interface. For this reason, the length of the PML also has an influence on the accuracy. Because we assume a fixed size of the finite element in the PML, which is given by the material parameters (wave velocity) and the type of FE (shape function), the increase of PML length corresponds to an increase in the number of FEs in the PML.

In order to investigate the influence of the PML length, the case of a semi-infinite elastic bar, subjected to horizontal displacement at the free end, is considered, as shown in Fig.8. The same material parameters as in the previous Lamb's tests are employed. The model is composed of a soil subdomain of 300 m and a PML subdomain with $\mathrm{n}=2$ and $R_{\text {attenution }}=0.01$. Thus, it simulates the propagation of a P-wave from a non-dissipative elastic medium to a PML medium. Different PML lengths from 10 m to 300 m are investigated and the size of FE is the same as that in the Lamb's test (i.e., $5 \mathrm{mx} 5 \mathrm{mx5} \mathrm{~m}$ ). The observation point C is located at 20 m from the left end of the model.


Fig. 8 Semi-infinite elastic 3D bar subjected to horizontal displacement


Fig. 9 Maximal numerical reflection coefficient as a function of PML length

In Fig.9, the maximum numerical reflection is plotted as a function of the PML length. It is obvious that with a larger length, the maximal numerical reflection coefficient decreases, and better accuracy can be achieved. Indeed, the larger the length is, the more elements there are in the PML to describe the attenuation of the waves, so less spurious reflection is produced at the interface between the soil and the PML subdomain.

### 3.3 Lamb's test with explicit 3D PML

In order to evaluate the effectiveness of the proposed PML, a more realistic Lamb's test is simulated with the same dimensions in the two horizontal directions as displayed in Fig.10. The numerical model is a quarter model of a PML-truncated semi-infinite homogeneous media subjected to a concentrated force. It is composed of a bounded soil (subdomain 1) with a size of 100 m and PML (subdomain 2) with a thickness of 50 m . The same material characteristics as before are adopted. Non-harmonic waves are investigated by considering a Ricker incident waves with the chosen parameters $t_{p}=3 \mathrm{~s}, t_{s}=3 \mathrm{~s}$ and $\mathrm{A}=2 \mathrm{MN}$. The same size of the eight-node hexahedral element of $5 \mathrm{~m} \times 5 \mathrm{~m} \times 5 \mathrm{~m}$ has been taken into account so as to control the inherent
wave dispersion. The reference results are computed from an extended mesh. The PML design employed the previous parameters: $n$ is equal to 2 and $R_{\text {attenution }}$ is equal to 0.01 . A recording point is located on the surface of the subdomain soil at 20 m from each symmetric side. The subdomain soil is integrated in time by Newmark explicit scheme with the time step ( $\Delta t_{1}=0.025$ s), and the PML is integrated by the Central Difference scheme with the same time step $\Delta t_{2}=\Delta t_{1}$, imposed by the condition CFL.


Fig. 10 3D Lamb's test modeled using PML: quarter model of a PML-truncated semi-infinite homogeneous media subjected to a concentrated force

In Fig.11, we can observe that the displacements for this 3D case are in very good agreement with respect to the reference results: as given in Table 5, the reflected spurious wave is $0.68 \%$ in X and Z directions, and $1.24 \%$ in Y direction. In the framework of HATI, the interior domain is handled by the classical finite element formulation and Newmark explicit time integrator, instead of introducing complex-coordinate-stretched equations, whereas the PML subdomain is handled by the Central Difference scheme, in order to make use of the diagonal ("lumped") mass matrix of the subdomain $\Omega_{2}$. Taking into account its advantages in accuracy and CPU time, the proposed
three-dimensional explicit PML is efficient for complex three-dimensional wave propagation simulation. In next section, the PML is applied in the study of the screening effect provided by a horizontal wave barrier in mitigating ground surface vibration generated by an excited plate.



Fig. 11 Displacements recorded at the observation point using co-simulation explicit/explicit. (top graph: Y displacement; bottom-left: Z displacement; bottom-right: X displacement)

Table 5 PML displacement errors in different directions with larger soil subdomain

$$
\text { Displacement } \mathrm{X} \quad \text { Displacement } \mathrm{Y} \quad \text { Displacement } \mathrm{Z}
$$

### 3.4 Horizontal Wave Barrier efficiency with explicit 3D PML

Due to the increasing vibrations caused by human activities, the performance of wave barriers for reducing the distress to adjacent structures and annoyance to people, have been studied for more than 30 years. To further demonstrate the efficiency of the proposed approach for modeling unbounded domains, a three-dimensional application is carried out concerning a Horizontal Wave Barrier (HWB), in the context of vibration isolation against the ground surface wave propagation produced by trains and tramways ${ }^{[34]}$. In this case, the major part of the vibration energy is transferred by Rayleigh waves which may cause strong ground motions on nearby structures ${ }^{[3,4]}$.


Fig. 12 Configuration of the numerical model of three-dimensional wave barrier problem

As illustrated in Fig.12, the numerical model is composed of the bounded soil, the PML, the rigid foundation and the horizontal wave barrier. The bounded soil ( $40 \mathrm{~m} \times 8 \mathrm{~m} \times 8 \mathrm{~m}$ ) is assumed to be linear elastic with the following material characteristics: $\rho_{1}=1200 \mathrm{~kg} / \mathrm{m} 3$, $E_{1}=187.5 \mathrm{MPa}$ and $v_{1}=0.25$. In the soil, the P-wave, S-wave and Rayleigh-wave velocities are: $V_{P}=433 \mathrm{~m} / \mathrm{s}, \mathrm{V}_{\mathrm{S}}=250 \mathrm{~m} / \mathrm{s}$, and $\mathrm{V}_{\mathrm{R}}=230 \mathrm{~m} / \mathrm{s}$. The PML is established with the thickness of 4 m in
the three directions around the bounded soil, with the following parameters: $n$ is equal to 2 and $R_{\text {attenution }}$ is equal to 0.01 . The rigid foundation on the soil is characterized by a thickness of 0.5 m , a surface of $2 \mathrm{mx} 2 \mathrm{~m}, \rho_{3}=1200 \mathrm{~kg} / \mathrm{m} 3, v_{3}=0.25$ and $E_{3}=100 E_{1}$, which is 100 times bigger than Young's modulus in the soil subdomain. The dynamic periodic load, imposed on every node of the rigid foundation surface in the numerical model, is defined by: $P=P_{0} \sin \left(\omega_{0} t\right), \omega_{0}=2 \pi f_{0}$, $P_{0}=500 \mathrm{kN}, f_{0}=30 \mathrm{~Hz}$. The wavelength for P -wave, S -wave and Rayleigh-wave velocities are $14.43 \mathrm{~m}, 8.33 \mathrm{~m}, 7.67 \mathrm{~m}$, respectively.

For the horizontal wave barrier, D represents the depth of the barrier, W is the width of the barrier, $L$ is the length of the barrier. The horizontal wave barrier is installed behind the rigid foundation with a distance equal to 2 m . The distance from the rigid foundation to the point of interest is 30 m . The material parameters of the HWB are the same as those of the rigid foundation. The isolation effect of the installation of the HWB can be assessed by the parameter $A_{r}$ (amplitude reduction ratio), which provides a quantitative evaluation of the screening effect of the barrier. Its expression is given by: $A_{r}=A_{b} / A_{s}$, where $A_{b}$ is the displacement amplitude with the barrier and $A_{s}$ the displacement amplitude without the barrier. For example, $A_{r}=0.8$ implies that $20 \%$ reduction of the vibration has been reached due to the installation of the barrier. The screening effect of the HWB is studied by considering various geometric parameters, such as the length $L$, the width $W$ and the depth of the barrier $D$.


Fig. 13 Different time integration schemes for different subdomains

Because of the different material characteristics of the coupled problem, the co-simulation strategy will be applied to satisfy the requirement of each part to achieve the best computation efficiency. The numerical model is divided into four subdomains: the bounded soil subdomain, the PML subdomain, the rigid foundation subdomain and the HWB subdomain. Explicit time integration schemes are used to simulate the wave propagation in the soil and PML subdomains as explained previously. Here, the Young's modulus of the rigid foundation and the horizontal wave barrier is 100 times larger than that in the soil subdomain. Consequently, the time step satisfying the CFL condition imposed by the mechanical properties of the rigid foundation should be 10 times smaller than the time step required in soil subdomain. As a result, to avoid reducing the time step, it has been chosen to treat the rigid foundation and HWB subdomains with an unconditionally stable implicit Newmark time integration scheme (Constant Average Acceleration scheme) as proposed in Brun et al. ${ }^{[31]}$. The four subdomains are coupled by GC coupling algorithm to perform explicit/implicit co-simulation. Fig. 13 shows the discretization of the numerical model. To summarize, the three-dimensional horizontal wave barrier problem is divided into four partitions integrated in time with their own time integrator in the most efficient
way: soil subdomain (Newmark explicit scheme), barrier subdomain (Newmark implicit scheme), rigid foundation domain (Newmark implicit scheme), and PML (Central Difference scheme). In order to achieve good accuracy in predicting the propagating waves into the soil, the finite element size is kept as $0.4 \mathrm{~m} \times 0.4 \mathrm{~m} \times 0.4 \mathrm{~m}$ for the soil and PML subdomains and $0.4 \mathrm{~m} \times 0.4$ mx 0.1 m for the horizontal wave barrier and soil foundation subdomains.

The snapshots of the displacement magnitude at different times for the wave propagation simulation are displayed in Fig.14-16, in the case of the HWB with the dimension of 0.5 m x 4 m x 10 m . It is observed that the installation of the horizontal wave barrier efficiently reduces the wave intensity. No obvious reflection can be observed at the interface between the soil subdomain and the PML, demonstrating very satisfactory performance of the PML. In particular, as displayed in Fig. 16 in the end region of this elongated domain, the surface waves travel with respect to the PML interface with a grazing incidence, without visible spurious waves. It indicates a good efficiency of the proposed PML concerning the classical grazing incidence issue, which has been raised in the literature when the classical split PML formulation is adopted ${ }^{[22,43,44,}$ ${ }^{45]}$.



Fig. 15 Snapshot of displacement magnitude at 0.1 s


Fig. 16 Snapshot of displacement magnitude at 0.15 s

Fig. 17 displays the time histories of the displacement at the recording point with different lengths L, compared to the results obtained without barrier. No obvious spurious waves are observed, highlighting the accuracy of the proposed three-dimensional PML. A length L of the

HWB equal to 4 m is insufficient to provide a substantial screening effect, whereas 10 m and 16 m provide significant reductions in displacement.


Fig. 17 Time histories of the displacement at the recording point in the case of wave barriers with different lengths, compared to the results obtained without barrier.

Concerning the influence of the wave barrier width, which cannot be studied in a simple 2D simulation, we can observe in Fig. 18 that, with the same length and depth, wave barriers with the width equal to 4 m can reduce the wave amplitude more efficiently than the wave barriers with the width equal to 2 m . It shows that it is necessary to carry out three-dimensional simulations to thoroughly investigate the isolation effect of wave barriers in realistic situations.

The influence of the wave barrier depth on the isolation effectiveness is also studied. Fig. 19 displays the time histories of the displacement at the recording point with two different depths, compared to the results obtained without barrier. With a length equal to 10 m , the HWB is able to provide a significant effect with a depth of 0.5 m . The depth parameter seems less sensitive than the length and width of the HWB.


Fig. 18 Time histories of the displacement at the recording point in the case of wave barriers with different widths, compared to the results obtained without barrier


Fig. 19 Time histories of the displacement at the recording point in the case of wave barriers with different depths, compared to the results obtained without barrier.

Finally, the screening effect of the horizontal wave barrier is investigated with various geometric parameters by plotting, the reduction ratio of the vertical displacement versus the length of the HWB, as shown in Fig.20. It can be seen that the amplitude reduction ratio $A_{r}$
decreases with the increase of length $L$. For a length $L$ equal to about 8 m , the reduction is optimal. Increasing the length L after this point does not seem to provide a further reduction. In addition, it can be remarked that the width of the HWB also plays an important role, contrarily to the depth of the HWB, which does not provide significant reduction when the depth is increased from 0.5 m to 1 m . It has to be reminded that the Rayleigh wave length is equal to 7.67 m which approximately corresponds to the optimal length observed. As remarked in the literature ${ }^{[34]}$, it is well known that the length of HWB should be chosen to be slightly longer than the Rayleigh wavelength to obtain a good isolation effectiveness.


Fig. 20 Reduction ratios of the horizontal wave barrier with various geometric parameters

## 4. Conclusion

A benchmark for three-dimensional explicit asynchronous absorbing layers for modeling unbounded domains is presented. The displacement-based PML making use of the unsplit formulation is integrated using the Central Difference scheme, independently from the interior
subdomain, thanks to the versatility of the Heterogeneous (different time integrators) Asynchronous (different time steps) Time Integrator framework. Other absorbing layers, more convenient to be implemented in FE software, are also investigated and compared with the 3D PML: Absorbing Layers with Increasing Damping (ALID) using viscous Rayleigh damping and ALID with Kosloff damping. The introduction of Rayleigh damping in explicit dynamics reduces the time step. As a result, the HATI framework turns out to be very useful for adopting fine time steps in the Rayleigh absorbing layers while keeping the time steps unchanged in the interior domain. In addition, taking fine time steps in the PML and Kosloff-ALID is not mandatory but improves the PML accuracy at the expense of the computation time. The proposed explicit asynchronous 3D PML turns out to be very efficient in terms of the accuracy and computation time: its superiority over Absorbing Layers with Increasing Damping based on Rayleigh and Kosloff damping formulations is highlighted. The PML 3D has been applied to 3D Soil-Structure Interaction problems such as the Lamb's test and the study of the screening effect provided by a horizontal wave barrier set up on the ground for mitigating ground surface vibration induced by an excited plate. Future works are in progress to introduce nonlinear phenomena in the soil of the interior subdomain in complex 3D SSI problems.

## Appendix A

In the following section, we summarize the matrices expressed as a function of the scaling and attenuation functions $f^{e}$ and $f^{p}$ related to the PML.

$$
\underline{\underline{F}} \underline{e}^{e}=\left[\begin{array}{ccc}
1+f_{1}^{e}\left(x_{1}\right) & 0 & 0 \\
0 & 1+f_{2}^{e}\left(x_{2}\right) & 0 \\
0 & 0 & 1+f_{3}^{e}\left(x_{3}\right)
\end{array}\right] \stackrel{\underline{F}^{p}}{=}=\left[\begin{array}{ccc}
f_{1}^{p}\left(x_{1}\right) & 0 & 0 \\
0 & f_{2}^{p}\left(x_{2}\right) & 0 \\
0 & 0 & f_{3}^{p}\left(x_{3}\right)
\end{array}\right]
$$

$$
\underline{\underline{\tilde{F}}}^{e e}=\left[\begin{array}{ccc}
f_{23}^{e e} & 0 & 0  \tag{A.1}\\
0 & f_{13}^{e e} & 0 \\
0 & 0 & f_{12}^{e e}
\end{array}\right] \underline{\underline{F}}^{e p}=\left[\begin{array}{ccc}
f_{23}^{e p} & 0 & 0 \\
0 & f_{13}^{e p} & 0 \\
0 & 0 & f_{12}^{e p}
\end{array}\right] \underline{\underline{F}}^{p p}=\left[\begin{array}{ccc}
f_{23}^{p p} & 0 & 0 \\
0 & f_{13}^{p p} & 0 \\
0 & 0 & f_{12}^{p p}
\end{array}\right]
$$

with

$$
\left\{\begin{array}{l}
f_{i j}^{e e}=\left[1+f_{i}^{e}\left(x_{i}\right)\right]\left[1+f_{j}^{e}\left(x_{j}\right)\right]  \tag{A.2}\\
f_{i j}^{e p}=\left[1+f_{i}^{e}\left(x_{i}\right)\right] f_{j}^{p}\left(x_{j}\right)+\left[1+f_{j}^{e}\left(x_{j}\right)\right] f_{i}^{p}\left(x_{i}\right) \\
f_{i j}^{p p}=f_{i}^{p}\left(x_{i}\right) f_{j}^{p}\left(x_{j}\right)
\end{array}\right.
$$

The scalar values involved on the right-hand side member of the equation of motion in Eq. (5) are given below:

$$
\left\{\begin{align*}
f_{M}= & {\left[1+f_{1}^{e}\left(x_{1}\right)\right]\left[1+f_{2}^{e}\left(x_{2}\right)\right]\left[1+f_{3}^{e}\left(x_{3}\right)\right] }  \tag{A.3}\\
f_{C}= & {\left[1+f_{1}^{e}\left(x_{1}\right)\right]\left[1+f_{2}^{e}\left(x_{2}\right)\right] f_{3}^{p}\left(x_{3}\right)+\left[1+f_{1}^{e}\left(x_{1}\right)\right]\left[1+f_{3}^{e}\left(x_{3}\right)\right] f_{2}^{p}\left(x_{2}\right) } \\
& +\left[1+f_{2}^{e}\left(x_{2}\right)\right]\left[1+f_{3}^{e}\left(x_{3}\right)\right] f_{1}^{p}\left(x_{1}\right) \\
f_{K}= & f_{1}^{p}\left(x_{1}\right) f_{2}^{p}\left(x_{2}\right)\left[1+f_{3}^{e}\left(x_{3}\right)\right]+f_{2}^{p}\left(x_{2}\right) f_{3}^{p}\left(x_{3}\right)\left[1+f_{1}^{e}\left(x_{1}\right)\right] \\
& +f_{1}^{p}\left(x_{1}\right) f_{3}^{p}\left(x_{3}\right)\left[1+f_{2}^{e}\left(x_{2}\right)\right] \\
f_{H}= & f_{1}^{p}\left(x_{1}\right) f_{2}^{p}\left(x_{2}\right) f_{3}^{p}\left(x_{3}\right)
\end{align*}\right.
$$

From the weak form of the coupled problem in Eq. (9), the internal force $\mathbf{P}_{\mathbf{i n t}}^{\mathbf{e}}$ related to the PML domain can be written as:

$$
\begin{equation*}
\mathbf{P}_{\text {int }}^{\mathbf{e}}=\int_{\Omega^{e}} \widetilde{\mathbf{B}}^{\mathbf{e e t}} \widehat{\boldsymbol{\sigma}} \mathrm{d} \Omega+\int_{\Omega^{e}} \widetilde{\mathbf{B}}^{\mathbf{e p T}} \widehat{\boldsymbol{\Sigma}} \mathrm{d} \Omega+\int_{\Omega^{e}} \widetilde{\mathbf{B}}^{\mathbf{p p T}} \widehat{\widetilde{\boldsymbol{\Sigma}}} \mathrm{d} \Omega \tag{A.4}
\end{equation*}
$$

where the matrices $\widetilde{\mathbf{B}}^{\mathbf{e e}}, \widetilde{\mathbf{B}}^{\mathbf{e p}}$ and $\widetilde{\mathbf{B}}^{\mathbf{p p}}$ depend on the derivatives of the shape functions and the scaling and attenuation functions of the PML previously defined. The matrices containing shape function derivatives of 8 -node hexahedral element combined with the previous scaling and attenuation functions are expressed as below:

$$
\begin{align*}
\widetilde{\mathbf{B}}_{1}^{\text {ee }} & =\left[\begin{array}{ccc}
\widetilde{N}_{I 1}^{e e} & 0 & 0 \\
0 & \widetilde{N}_{I 2}^{e e} & 0 \\
0 & 0 & \widetilde{N}_{I 3}^{e e} \\
\widetilde{N}_{I 2}^{e e} & \widetilde{N}_{I 1}^{e e} & 0 \\
\widetilde{N}_{I 3}^{e e} & 0 & \widetilde{N}_{I 1}^{e e} \\
0 & \widetilde{N}_{I 3}^{e e} & \widetilde{N}_{I 2}^{e e}
\end{array}\right]  \tag{A.5}\\
\widetilde{\mathbf{B}}^{\text {ee }} & =\left[\begin{array}{cccc}
\widetilde{\mathbf{B}}_{1}^{\text {ee }} & \widetilde{\mathbf{B}}_{2}^{\text {ee }} & \cdots & \widetilde{\mathbf{B}}_{\mathbf{8}}^{\text {ee }}
\end{array}\right] \tag{A.6}
\end{align*}
$$

The components of the above matrices are given for an index $i=1,2,3$, without the summation convention:

$$
\begin{equation*}
\widetilde{N}_{I i}^{e e}=\tilde{F}_{i i}^{e e} N_{I, i}, \quad \widetilde{N}_{I i}^{e p}=\tilde{F}_{i i}^{e p} N_{I, i}, \quad \widetilde{N}_{I i}^{p p}=\tilde{F}_{i i}^{p p} N_{I, i} \tag{A.7}
\end{equation*}
$$

$\widetilde{\mathbf{B}}^{\mathbf{e p}}$ and $\widetilde{\mathbf{B}}^{\mathbf{p p}}$ are defined in the same manner as $\widetilde{\mathbf{B}}^{\mathbf{e e}}$, by replacing $\widetilde{N}_{I i}^{e e}$ with $\widetilde{N}_{I i}^{e p}$ and $\widetilde{N}_{I i}^{p p}$, respectively.

The Voigt notation is adopted for the stress and strain tensors, giving the following vectors:

$$
\widehat{\boldsymbol{\sigma}}=\left\{\begin{array}{l}
\sigma_{11}  \tag{A.8}\\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{13} \\
\sigma_{23}
\end{array}\right\} \quad \hat{\boldsymbol{\varepsilon}}=\left\{\begin{array}{c}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2 \varepsilon_{12} \\
2 \varepsilon_{13} \\
2 \varepsilon_{23}
\end{array}\right\}
$$

With the constitutive relationship for an isotropic elastic medium:

$$
\begin{equation*}
\widehat{\boldsymbol{\sigma}}=\mathbf{D} \hat{\boldsymbol{\varepsilon}} \tag{A.9}
\end{equation*}
$$

D is the material constitutive matrix expressed as:

$$
\mathbf{D}=\left[\begin{array}{ccc}
k+4 \mu / 3 & k-2 \mu / 3 & k-2 \mu / 3  \tag{A.10}\\
k-2 \mu / 3 & k+4 \mu / 3 & k-2 \mu / 3 \\
k-2 \mu / 3 & k-2 \mu / 3 & k+4 \mu / 3 \\
\mu & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & \mu
\end{array}\right]
$$

For the time stepping procedure over the time step $\left[t_{j-1} ; t_{j}\right]$, the following additional relationships are required:

$$
\begin{gather*}
\widehat{\mathbf{E}}_{\mathbf{j}}=\widehat{\mathbf{E}}_{\mathbf{j}-\mathbf{1}}+\widehat{\boldsymbol{\varepsilon}}_{\mathbf{j}-1} \Delta t, \quad \widehat{\boldsymbol{\Sigma}}_{j}=\widehat{\mathbf{\Sigma}}_{\mathbf{j}-\mathbf{1}}+\widehat{\boldsymbol{\sigma}}_{\mathbf{j}-\mathbf{1}} \Delta t, \quad \widehat{\widetilde{\boldsymbol{\Sigma}}}_{\mathbf{j}}=\widehat{\widetilde{\boldsymbol{\Sigma}}}_{\boldsymbol{j}-\mathbf{1}}+\widehat{\widetilde{\mathbf{\Sigma}}} \Delta t  \tag{A.11}\\
\hat{\dot{\boldsymbol{\varepsilon}}}_{\mathbf{j}}=\frac{\widehat{\boldsymbol{\varepsilon}}_{\mathbf{j}}-\widehat{\boldsymbol{\varepsilon}}_{\mathbf{j}-1}}{\Delta t} \tag{A.12}
\end{gather*}
$$

Using the assumptions given in Eq. (A.12), the third equation of the system in Eq. (7) leads to the expression of the strain $\hat{\boldsymbol{\varepsilon}}_{\mathbf{j}}$ at the end of the time step:

$$
\begin{equation*}
\hat{\varepsilon}_{\mathbf{j}}=\frac{1}{\Delta t}\left[\frac{1}{\Delta t} \hat{\mathbf{F}}^{\varepsilon} \hat{\boldsymbol{\varepsilon}}_{\mathbf{j}-\mathbf{1}}-\hat{\mathbf{F}}^{\mathbf{Q}} \hat{\mathbf{E}}_{\mathbf{j}-\mathbf{1}}+\mathbf{B}^{\varepsilon} \dot{\mathbf{U}}_{\mathbf{j}}+\mathbf{B}^{\mathbf{Q}} \mathbf{U}_{\mathbf{j}}\right] \tag{A.13}
\end{equation*}
$$

The matrices $\widehat{\mathbf{F}}^{\boldsymbol{\varepsilon}}$ and $\widehat{\mathbf{F}}^{\mathbf{Q}}, \mathbf{B}^{\boldsymbol{\varepsilon}}, \mathbf{B}^{\mathbf{Q}}$ depend on the derivatives of the shape functions as well as scaling and attenuation functions. We express the $\hat{\mathbf{F}}^{\boldsymbol{\varepsilon}}$ and $\mathbf{B}^{\boldsymbol{\varepsilon}}$ matrices depending on the shape function derivatives as well as scaling and attenuation functions:

$$
\begin{gather*}
\widehat{\boldsymbol{F}}^{\varepsilon}=\left[\begin{array}{cccccc}
\left(F_{11}^{\varepsilon}\right)^{2} & 0 & 0 & 0 & 0 & 0 \\
0 & \left(F_{22}^{\varepsilon}\right)^{2} & 0 & 0 & 0 & 0 \\
0 & 0 & \left(F_{33}^{\varepsilon}\right)^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & F_{11}^{\varepsilon} F_{22}^{\varepsilon} & 0 & 0 \\
0 & 0 & 0 & 0 & F_{11}^{\varepsilon} F_{33}^{\varepsilon} & 0 \\
0 & 0 & 0 & 0 & 0 & F_{22}^{\varepsilon} F_{33}^{\varepsilon}
\end{array}\right]  \tag{A.14}\\
\boldsymbol{B}^{\varepsilon}=\left[\begin{array}{ccc}
F_{11}^{\varepsilon} N_{I 1}^{l} & 0 & 0 \\
0 & F_{22}^{\varepsilon} N_{I 2}^{l} & 0 \\
0 & 0 & F_{33}^{\varepsilon} N_{I 3}^{l} \\
F_{11}^{\varepsilon} N_{I 2}^{l} & F_{22}^{\varepsilon} N_{I 1}^{l} & 0 \\
F_{22}^{\varepsilon} N_{I 3}^{l} & 0 & F_{33}^{\varepsilon} N_{I 1}^{l} \\
0 & F_{22}^{\varepsilon} N_{I 3}^{l} & F_{33}^{\varepsilon} N_{I 2}^{l}
\end{array}\right] \tag{A.15}
\end{gather*}
$$

with the matrices:

$$
\begin{equation*}
\underline{\underline{F}}^{l}=\left[\underline{\underline{F}}^{p}+\frac{\underline{\bar{F}}^{e}}{\overline{\Delta t}}\right]^{-1} \underline{\underline{F}}^{\epsilon}=\underline{\underline{F}}^{e} \underline{\underline{F}}^{l} \tag{A.16}
\end{equation*}
$$

The component in $\boldsymbol{B}^{\varepsilon}$ matrix is given by: $N_{I i}^{l}=F_{i i}^{l} N_{I, i}$, for $i=1,2,3$. Finally, $\widehat{\boldsymbol{F}}^{\varepsilon \boldsymbol{Q}}$ and $\boldsymbol{B}^{\boldsymbol{Q}}$ are similarly defined, by replacing $\underline{\underline{F}}^{\epsilon}$ with $\underline{\underline{F}}^{Q}$, defined by $\underline{\underline{F}}^{Q}=\underline{\underline{F}}^{p} \underline{\underline{F}}^{l}$.

The internal force is decomposed into two parts. The element-wise internal force vector $\mathbf{P}_{\mathbf{j}}^{\mathbf{e}}$ can be written in terms of the element velocity $\dot{\mathbf{U}}_{\mathbf{j}}^{\mathbf{e}}$ and displacement vectors $\mathbf{U}_{\mathbf{j}}^{\mathbf{e}}$, related to the end of the time step, as well as a term, denoted by $\mathbf{P}\left(\boldsymbol{\varepsilon}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \mathbf{E}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \mathbf{\Sigma}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \widetilde{\mathbf{\Sigma}}_{\mathbf{j}-\mathbf{1}}^{\mathrm{e}}\right)$, known at the beginning of the time step. Finally, the element-wise internal force $\mathbf{P}_{\mathbf{j}}^{\mathbf{e}}$ is written as:

$$
\begin{gather*}
\mathbf{P}_{\mathbf{j}}^{\mathbf{e}}=\left(\int_{\Omega_{\mathrm{e}}} \widetilde{\mathbf{B}}^{\mathbf{T}} \frac{1}{\Delta t} \mathbf{D} \mathbf{B}^{\varepsilon} d \Omega\right) \dot{\mathbf{U}}_{\mathbf{j}-\mathbf{1} / \mathbf{2}}+\left(\int_{\Omega_{\mathrm{e}}} \widetilde{\mathbf{B}}^{\mathbf{T}} \frac{1}{\Delta t} \mathbf{D} \mathbf{B}^{\mathbf{Q}} d \Omega\right) \mathbf{U}_{\mathbf{j}} \\
+\mathbf{P}\left(\boldsymbol{\varepsilon}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \mathbf{E}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \mathbf{\Sigma}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \widetilde{\mathbf{\Sigma}}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}\right) \tag{A.17}
\end{gather*}
$$

with

$$
\mathbf{P}\left(\boldsymbol{\varepsilon}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \mathbf{E}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \boldsymbol{\Sigma}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}, \widetilde{\mathbf{\Sigma}}_{\mathbf{j}-\mathbf{1}}^{\mathbf{e}}\right)=\left(\int_{\Omega_{e}} \widetilde{\mathbf{B}}^{\mathbf{T}} \frac{1}{\Delta t^{2}} \mathbf{D F}^{\boldsymbol{\varepsilon}} \boldsymbol{\varepsilon}_{\mathbf{j}-\mathbf{1}} d \Omega\right)-\left(\int_{\Omega_{e}} \widetilde{\mathbf{B}}^{\mathbf{T}} \frac{1}{\Delta t} \mathbf{D F}^{\mathbf{Q}} \mathbf{E}_{\mathbf{j}-\mathbf{1}} d \Omega\right)
$$

$$
\begin{equation*}
+\left(\int_{\Omega_{e}} \widetilde{\mathbf{B}}^{\mathbf{e p} \boldsymbol{p}^{\mathbf{T}}} \boldsymbol{\Sigma}_{\mathbf{j}-\mathbf{1}} d \Omega\right)+\left(\int_{\Omega_{\mathrm{e}}} \widetilde{\mathbf{B}}^{\mathbf{p} \mathbf{p}^{\mathrm{T}}} \widetilde{\boldsymbol{\Sigma}}_{\mathbf{j}-\mathbf{1}} d \Omega\right)+\left(\int_{\Omega_{e}} \widetilde{\mathbf{B}}^{\mathbf{p} \mathbf{p}^{\mathbf{T}}} \Delta t \boldsymbol{\Sigma}_{\boldsymbol{j}-\mathbf{1}} d \Omega\right) \tag{A.18}
\end{equation*}
$$

and the matrix $\widetilde{\mathbf{B}}$ is defined as a function of the previous matrices $\widetilde{\mathbf{B}}^{\mathbf{e e}}, \widetilde{\mathbf{B}}^{\mathbf{e p}}$ and $\widetilde{\mathbf{B}}^{\mathbf{p p}}$ and the time step as follows:

$$
\begin{equation*}
\widetilde{\mathbf{B}}=\widetilde{\mathbf{B}}^{\text {ee }}+\Delta t \widetilde{\mathbf{B}}^{\mathrm{ep}}+\Delta t^{2} \widetilde{\mathbf{B}}^{\mathbf{p} \mathbf{p}} \tag{A.19}
\end{equation*}
$$
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