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Abstract 
This work validates a posteriori the use of the theory developed ca. 40 years ago by Amatore and 
Savéant for regular arrays of electroactive band or disk electrodes. This theory has been profitably 
used and widely applied in more than 900 research papers for the treatment of the voltammetric 
responses of arrays of nanoelectroactive objects that were necessarily random by construction. In this 
work we show that competitive diffusion interaction between the active sites enforce redistribution 
of individual diffusion layer which homogenize dimensions of the solution volumes ‘feeding’ each 
active site. For arrays of nanodisk electrodes, it also validates the corresponding approximation 
assuming that its voltammetric behavior is to that afforded by identical independent cylindrical unit 
cells performing in parallel. 

 
Keywords: random arrays of electrodes; Voronoi tessellation; cyclic voltammetry; modelling; flux 
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Introduction and preliminary historical considerations 

About 40 years ago, one of us (CA) published his last joint work with his mentor, Jean-Michel Savéant, 
on a subject that was then no more than a scientific curiosity.[1] Unexpectedly, this article on which no 
one would have dared to bet even a nickel, now collects more than 900 citations, currently ranking 
2nd among Amatore citations and 3rd among Savéant. It therefore seemed particularly opportune to 
revisit this same topic with modern eyes as a contribution from our group in this special issue 
dedicated to honoring the memory of Jean-Michel Savéant. 

At the time, the aim of this work was to offer a simple theoretical explanation for a fact experienced 
by any freshman or freshwoman in electrochemistry when dealing with voltammetry at solid 
electrodes: even when the polished metal surface appears already perfectly bright to the eye, 
voltammetric waves can appear sluggish vs. what is expected although they display flawless Cottrellian 
tails. Although this is never rationalized in textbooks, but learned the hard way in the lab, extra effort 
to polish the electrode gradually leads to “nicer” cyclic voltammograms, but without noticeable 
change in their Cottrellian tails. This demonstrated that the initial apparent waves slowness was not 
due to the presence of macroscopic adsorbed insulating patches. Indeed, the polishing would have 
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then contributed to improving the current amplitudes of the whole voltammogram rather than 
reducing only the peak-to-peak potential gap.[2-5] 

It quickly became clear that the only possible rationalization came down to attributing the surprising 
activity of partially polished electrodes to a network of microscopic electroactive sites distributed over 
its otherwise insulating surface and whose dimensions were considerably smaller than those of the 
voltammetric diffusion layer, viz., of the order of (𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋/𝐹𝐹𝐹𝐹)1/2 where 𝜋𝜋 is the electroactive species 
diffusion coefficient, 𝐹𝐹 the scan rate and 𝜋𝜋, 𝐹𝐹 and 𝜋𝜋 having their usual meaning (Perfect gas and 
Faraday constants and absolute temperature).[1,6,7] However, in an immediately following 
experimental contribution,[8] the same authors came to a seemingly unlikely conclusion at the time: 
these microscopic electroactive sites had to have nanometric dimensions in order to conform to the 
theory. At the time, electrochemistry had not yet fully entered in its microelectrode era, not to 
mention its current nanoscience era. Hence, such a result seemed totally improbable and was tamper-
proof beyond any question, being therefore almost a matter of faith. 

Unexpectedly, 4 years later, three papers were published that confirmed the logic and experimental 
significance of these theoretical hypotheses. A first set of two daring papers by Rubinstein et al.[9,10] 
concerned the voltammetric oxidation of Fe(CN)6

4- in KCl solutions at gold ultramicroelectrodes coated 
with carefully prepared supposedly compact SAMs consisting of mixtures of n-octadecyl 
trichlorosilane and n-octadecyl mercaptan. These authors precisely observed the surprising outcome 
predicted in ref.[1] for arrays of nanometric active electrodes, viz., voltammetric waves with only very 
slightly reduced current amplitudes (ca. 10% at most) but much higher peak-to-peak separations when 
referred to those recorded on the same bare gold ultramicroelectrodes before coating. Based on the 
Amatore and Savéant’s theoretical predictions, Rubinstein et al. ascribed these unexpected 
observations to the presence of nanometric pinholes due to imperfections in the SAM coatings and 
could estimate their mean diameter to fall in the astonishing range of 5-10 nm with a mean spacing 
of 50-100 nm. Evidently, in 1987, the presence of nanometric pinholes in a SAM surface could not be 
directly observed in any electrochemical laboratories. Nonetheless, they were supported by similar 
results inferred from resistance measurements by impedance analyses of the same SAM-coated 
electrodes. This corroborated for the first time Amatore and Savéant’s theoretical model and, as a 
consequence, supported their theoretical logic. 

Yet, even if postulating the existence and dimensions of these pinholes provided a convenient and 
convincing experimental explanation, these experiments could not offer a certitude. Fortunately, in 
the same year, Penner and Martin published an amazing experimental paper reporting the 
voltammetric behavior of nano-disk arrays. These were nanofabricated by electrochemical deposition 
of platinum in nanopores created in commercial irradiated insulating polymer membranes 
(NucleporeTM polycarbonate membranes).[11] The size and mean separation of the track-etched 
nanopores, hence those of the nanodisk electrodes, and their statistical distribution could be fully 
characterized by electron microscopy, so their existence and characteristics were unquestionable. 
Therefore, the fact that their voltammetric behavior strictly obeyed the whole set of Amatore and 
Saveant’s theoretical predictions including the trend of voltammetric waves to evolve from textbook-
CV ones at slow scan rates towards distorted ones due to steady-state components.[1, 12] Moreover, 
their nanometric dimensions inferred from the theory based on the analysis of their voltammetric 
behavior were compatible with those observed by electron microscopy. 

These three works have been instrumental in installing Amatore and Savéant’s theory primacy and 
experimental usefulness. Owing to the increasing use of electrochemical arrays for a wide variety of 
physical or (bio)analytical purposes they have been followed by more than 900 papers which took 
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advantage of the theory to scrutinize their voltammetric results or derive information. However, 
except for a few rare ones,[13] no extreme experimental measures were taken to produce regular 
arrays of nano-disks or band electrodes as those considered in the theory. This is even more true when 
the arrays consist of statistical dispersion of electrocatalytic nano-objects on conductive surfaces.[14-

17] Thus, one rather relies on the implicit assumption that Amatore and Saveant’s theoretical 
predictions will hold, and surprisingly, this seems to work adequately. 

This is, evidently, gratifying for the theory but is nonetheless highly astonishing! Indeed, the peculiar 
voltammetric behavior of any regular array of nano-active objects stems from the fact that as soon as 
the extent, 𝛿𝛿~(𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋/𝐹𝐹𝐹𝐹)1/2, of the diffusion layers generated by the individual activities of each of 
these objects becomes much larger than their mean separation distance, 𝑑𝑑, they collapse and merge 
together to generate a collective planar diffusion wave progressing towards the solution bulk,[1, 12, 18] 
as it has been established experimentally later by optical and ECL methods, including for application 
to electronucleation of nanoparticles.[19-27] Hence, each given regular array is intrinsically associated 
to a characteristic transition scan rate 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = (𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋/𝐹𝐹)/𝑑𝑑2, i.e., a transition time 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑑𝑑2/𝜋𝜋𝜋𝜋, 
around which the array shifts from an apparent behavior akin to a classical voltammetric one for 
planar electrode of identical surface area as that of the whole array (𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 < 𝐹𝐹) towards that 
featuring the simple addition of the individual steady (disk-type arrays) or quasi-steady state (band-
type arrays) currents generated by each active object as if it was performing alone (𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 > 𝐹𝐹).[1, 12, 

28] Since truly random arrays display a wide range of separation distances values, 𝑑𝑑, they necessarily 
exhibit a correspondingly even wider range of 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 values (note that 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∝ 𝑑𝑑−2) and, accordingly, 
should not exhibit any identifiable transition limit.[28] 

This theoretical riddle had to remain a complete mystery during ca. 25 years, that is, until the moment 
when sufficiently powerful computer facilities became affordable to be used in electroanalysis 
laboratories. Compton and his group could then publish a series of brilliant articles[29, 30] aiming to 
revisit the central concepts of Amatore and Saveant's theory by redesigning the initial modeling of the 
voltammetric behavior of individual sites based on collections of cylindrical unit cells[1] whose circular 
bases surface area were now defined using Voronoi tessellation to fit the random distributions of the 
electroactive sites on the basal array surface. 

This prompted some of us to investigate in full theoretical details the behavior of random arrays of 
nanodisk in the context of chronoamperometry using 3D-Brownian methods and the same Voronoi-
based approach introduced by Compton et al. in the context of electroanalytical and electrodeposition 
problems[28, 31-33] Regarding the riddle above, this unfortunately confirmed that the randomness of any 
array does indeed manifest itself in its chronoamperometric behavior. The relationship between the 
randomness of an electrochemical array and its chronoamperometric behavior was so indisputable 
that we were able to demonstrate theoretically that a careful study of the chronoamperometric 
responses of a random array over a wide range of timescale could make it possible to reconstruct the 
distribution of its electroactive sites with an excellent precision.[31, 32] However, it has been noted[28] 
that under chronoamperometric conditions performed on the plateau of a redox wave, the surface 
concentration is imposed at a zero value on each active electrode. Therefore, there is a fundamental 
difference between amperometric and voltammetric boundary conditions since in the latter 
electrochemical method the local surface concentration is finely coupled to the concentration flux at 
the same point all over a voltammetric wave except when Cottrellian decay current range is reached. 
This led to the postulation that such a fine coupling could in fact mitigate the consequence of 
randomness so that an array appears more regular than the geometric distribution of its electroactive 
sites on its surface suggests. This would be because an electroactive disk operating in a small unit cell 
would consume the material initially contained in its Voronoi-allocated volume much faster than 
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would another one located in a larger adjacent unit cell. Therefore, fine local coupling between surface 
concentrations and concentration fluxes could somehow lead to virtual homogenization of unit cell 
volumes even when their Voronoi-defined ones differ considerably. To test this idea, the 
chronoamperometry of a very slow redox system was simulated on a random array of electroactive 
nano disks in order to ensure a slight coupling. Compared to the results of simulations of the same 
array performing at the step potential value on a Nernstian redox system, it was then observed that 
the chronoamperometric behavior evolved somewhat towards that of a uniform array.[34] Specifically, 
it has then been established that the electrochemical activity of individual sites inferred from Voronoi-
based approaches results blatantly wrong as soon as the time scale is large enough to allow the 
diffusion layers generated by each electrode activity to begin to overlap significantly. However, for 
these chronoamperometric conditions, the ensuing errors on the individual currents almost 
compensate each other so the accuracy of the overall array current responses are only slightly affected 
when using a Voronoi tessellation approach as suggested by Compton et al.[29, 30] 

 

 
Figure 1. Schematic representation of the systems consisting of band-like and disk-like 
electrodes/active sites. a,b) side view of the bands system, the size of the system in direction 
perpendicular to the plane of the figure is much larger than the size of the elementary cell. c,d) top 
view of the disk system. In a), c) and e) dashed lines represent the boundaries of Voronoi unit cells, 
while the solid curves feature those resulting from the diffusional competition between the 
electrodes in chronoamperometry as a function of the distance from the basal plane at infinite time 
(a) or after an infinite potential step duration at a distance from the array sufficiently large for the 
bulk solution conditions to be met with (c).[34] Dash-dot lines represent symmetry or no-flux 
boundaries. 𝛾𝛾 in (a,b) defines the relative sizes (0 < 𝛾𝛾 < 1) of the Voronoi cells with respect to the 
width Lx of the elementary cell. e) Illustration of the flux line competition between unit cells 1 and 
3 in (c,d) as a function of the distance (z) from the array surface. 

In this work, we would like to model the voltammetric behavior of the same systems considered in 
our previous work[34] with the purpose to examine if the trend observed under chronoamperometric 
conditions reveals itself with more impact under voltammetric ones. We thus use again the two 
archetypical pseudo-random arrays consisting of few band-like or disk-like active sites asymmetrically 
located within an elementary cell (Fig.1) that is periodically repeated to infinity through mirror 
reflections across each of its vertical faces.[34] This will allow us to examine in detail the specific case 
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of voltammetric behaviors of random arrays. For simplicity, in the following we consider a single 
electron transfer (ET) mechanism in which local surface concentrations and local fluxes are governed 
by a classical Butler-Volmer relationship. This will suffice to illustrate the problems related to the 
prediction and analysis of voltammetric results at random arrays. 

In the following the analyses will be mostly focused on the long-time behavior of the investigated 
systems (representative elementary cells of band or disk arrays).[34] Indeed, at shorter times each site 
tends to behave on its own without interfering with the nearby ones. Moreover, these long-time 
regimes are those in which the use of arrays is really beneficial.[12] For this reason, owing to the 
micrometric dimensions of the arrays investigated hereafter, the following simulations were 
performed using a sufficiently small scan rate value (𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠) to allow full overlap of individual 
sites’ diffusion layers. 

 

Computational details 

The following parameters were used throughout the manuscript: bulk concentration [𝐴𝐴]𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =
10−6 𝑚𝑚𝑚𝑚𝑚𝑚/𝑐𝑐𝑚𝑚3; diffusion coefficient 𝜋𝜋 = 10−5 𝑐𝑐𝑚𝑚2/𝑠𝑠; transfer coefficient 𝛼𝛼 = 0.5; formal potential 
𝐸𝐸0 = 0 𝑉𝑉; band widths 𝑤𝑤 = 10 𝜇𝜇𝑚𝑚; band length 𝐿𝐿𝑧𝑧 = 1 𝑚𝑚𝑚𝑚; band elementary cell size 𝐿𝐿𝑥𝑥 = 70 𝜇𝜇𝑚𝑚; 
disk radius 𝑟𝑟𝑑𝑑 = 10 𝜇𝜇𝑚𝑚; disks elementary cell side 𝐿𝐿𝑥𝑥 = 𝐿𝐿𝑦𝑦 = 100 𝜇𝜇𝑚𝑚.  

All simulated results reported in the following were obtained using Comsol as described in details in 
ref.[34] (boundary conditions, mesh settings) with the only difference that the electroactive sites 
potential was a triangular function of time with a scan rate as indicated in the captions of Figures and 
Table 1. Note that these geometric parameters values have been selected in the micrometric range to 
ease the writing of boundary conditions in the simulations since Comsol has to be programed in 
dimensioned quantities rather than in dimensionless ones. However, provided that all geometric 
parameters are simultaneously down-scaled by the same factor and the scan rate up-scaled by the 
squared power of the same factor all reported behaviors will remain identical except for the current 
amplitudes that will be down-scaled accordingly (see zone diagram and discussion below). 

 

Results and discussion 

Band array 

The voltammetric behavior of the elementary cell of a band pseudo-random array shown in Fig.1a,b 
[34] was assessed under fast and slow electron transfer (ET) conditions assuming a Butler-Volmer 
relationship between the local surface concentration of the substrate 𝐴𝐴 initially present in the bulk at 
concentration [𝐴𝐴]𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  and its flux at the same point, viz.,: 

 𝜋𝜋 𝜕𝜕[𝐴𝐴]
𝜕𝜕𝑡𝑡�⃗

= 𝑘𝑘0 exp �(1−𝛼𝛼)𝐹𝐹
𝑅𝑅𝑅𝑅

(𝐸𝐸 − 𝐸𝐸0)� [𝐴𝐴] − 𝑘𝑘0 exp �− 𝛼𝛼𝐹𝐹
𝑅𝑅𝑅𝑅

(𝐸𝐸 − 𝐸𝐸0)� ([𝐴𝐴]𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − [𝐴𝐴]) (1) 

where 𝜋𝜋 is the diffusion coefficient assumed to be equal for species 𝐴𝐴 and its product; 𝑘𝑘0 is the 
standard heterogeneous rate constant; 𝐸𝐸0 is the formal potential of the 𝐴𝐴/𝐵𝐵 redox couple; 𝐸𝐸 is the 
electrode potential; 𝑛𝑛�⃗  is the unity vector normal to the surface at the local point where Eqn. (1) applies. 

The total currents simulated for the whole elementary cell upon letting each band to freely interact 
(i.e., allowing a free competition between their individual diffusion layers) are in a close agreement 
with those obtained through summation of the two individual currents generated in the physically 
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separated Voronoi cells (see Fig.2). A small difference localized around the two CV peaks amounts to 
less than 1% or 3% under Nernstian or slow charge transfer, respectively, but the two CVs are almost 
superimposed over the whole scan. This emphasizes the great conceptual utility of the Voronoi 
tessellation as well as its efficiency for the evaluation of the total array currents. 

However, as in the case of amperometry[34], the simulated currents flowing at each electrode (i.e., for 
each unit cells) highly differed depending whether they were evaluated by deducing their individual 
values from whole cell simulations or directly obtained using the Voronoi approximation as evidenced 
in Fig.3. 

 

 

Figure 2. Simulated total currents for the bands system shown in Fig.1a,b 
obtained for the whole elementary cell (blue) or for Voronoi cells (orange) 
obtained at 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠 and a) 𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠; b) 𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠. All 
other parameters were as given at the end of introduction. 

 

For example, Fig.3a compares the electrode-wise CVs for the case of Nernstian kinetics. It is seen that 
the current peak amplitudes of the individual CVs predicted for the left and right electrode through 
each method drastically differ. Moreover, although under a Nernstian regime one does not expect any 
potential shift, one notices that the peak potential values obtained through the Voronoi method for 
each band differ by a ca. 5 mV. By comparison, those deduced from the whole elementary cell 
simulation result almost identical, in line with the fact that the peak current values are also more close 
than the ones obtained for each Voronoi unit cell. For the Voronoi unit cells, the individual current 
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peaks amplitudes are expected to feature precisely their geometrical surface area (Fig.1b and Table 
1), which is by construction the same at any height from the electrode plane. However, in each Voronoi 
unit cell, the exact time range (i.e. the range of potential) over which the transition from the quasi-
cylindrical diffusion regime that prevails near the electrodes’ plane to the planar diffusion regime 
which predominates deeper in the solution is a function of the shape of the unit cell and of its size vs. 
that of the active electrode.[1, 12, 32, 34] Hence, the two individual 𝑖𝑖(𝐸𝐸) functions do not vary exactly in 
phase for each Voronoi unit cell thus leading to a slight difference in waves shapes, the CVs being not 
exactly homothetical. As a consequence, their relative current amplitudes taken at their peak 
potentials are very close to those of the Voronoi unit cells surface areas but without being exactly 
equal as can be seen in the corresponding column of Table 1. 

 

 

Figure 3. CVs simulated for individual bands at the whole elementary cell or 
with Voronoi unit cells shown in Fig.1a,b for a) 𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠 and b) 𝑘𝑘0 =
10−5 𝑐𝑐𝑚𝑚/𝑠𝑠, and 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠. The individual voltammetric currents are 
shown in solid curves when they are deduced from whole elementary cell 
simulations or dashed ones when simulated independently for each Voronoi 
unit cell for each electrode (blue: left band electrode; orange: right band one). 
All other parameters were as given at the end of introduction. 

In the case of the whole elementary cell simulations the unit cells can be defined by considering the 
bundles of flux lines originating from each electrode[34] (see e.g. visualization in Fig.1e for the case of 
disk-like active sites). The cross-section surface area values of each unit cell defined by the flux lines 
bundles become more and more close upon increasing the distance from the array basal plane in 
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which the electrodes are embedded (Fig.1a and Table 1). Indeed, at 𝑧𝑧 = 0 the surface areas of both 
unit cells are identical to those of the corresponding Voronoi cells (Fig.1a). Conversely, while the 
diffusion layers of individual electrodes propagate towards the solution, the outcome of their 
increasing competitive interactions causes the bundle of flux lines associated to the left band (that 
with the smallest Voronoi cross-section) to expand laterally and compress that originating from the 
right band, as outlined in Figure 1a by the shape of the boundary (solid curve) separating the two 
individual diffusion layers. Owing to the law of flux conservation, each current amplitude is necessarily 
proportional to the cross-section area reached by its flux line bundle at the distance from the array 
basal plane where the bulk solution conditions are reached. The amplitudes of the CVs obtained with 
whole cell simulations follow this relation (Fig.3a and Table 1) and tend to equalize. 

Table 1. Voronoi cells surface area 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi and values of the cross-section areas 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 of the 
bundles of flux lines responsible for determining individual currents monitored at each active site at 
the end of the diffusion layers under the conditions indicated in column captions as deduced from the 
individual current intensities (see text). All values are given in percentages relative to the global area 
of each elementary cell accordingly. 

 

Unit 
Cell 
(see 

Fig.1) 

𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi (%) 
(Voronoi 

areas) 

𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 (%) 
based on 
long-time 

limit of 
amperometric 

currents in 
whole cell 

simulations(a) 

𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 (%) 
based on 

Voronoi CV 
simulations(b,c) 

 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 (%) based on 
whole cell CV 
simulations(c) 

Based on 
currents peak 

ratios 

 
Based 

on 
currents 

peak 
ratios 

Based on 
currents 
ratios at 
inversion 
potential 
𝐸𝐸𝑖𝑖𝑡𝑡𝑖𝑖 

Band array (Fig.1a,b)   

𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠  
left 29 41 30  41 41 

right 71 59 70  59 59 

𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠  
left 29 48 30  48 41 

right 71 52 70  52 59 
Disk array (Fig.1c,d)   

𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠  
1 17 29 19  29 29 
2 29 34 31  34 34 
3 54 37 50  37 37 

𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠  
1 17 33 19  32 29 
2 29 33 31  34 34 
3 54 34 51  35 37 

a) Values taken from ref.[34] for simulated anodic chronoamperometric steps performed at 𝐸𝐸𝑡𝑡𝑡𝑡𝑐𝑐𝑠𝑠 = 𝐸𝐸0 + 0.3 𝑉𝑉 
for each 𝑘𝑘0 values. b) See text for the slight differences between the relative values of 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 and 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi. c) 
Based on voltammograms simulated at 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠, inversion potentials for both band and disk arrays for 
𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠 were 𝐸𝐸𝑖𝑖𝑡𝑡𝑖𝑖 = 𝐸𝐸0 + 0.5 𝑉𝑉, while 𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠 were 𝐸𝐸𝑖𝑖𝑡𝑡𝑖𝑖 = 𝐸𝐸0 + 1.5 𝑉𝑉. All other parameters 
including arrays geometrical characteristics were as summarized in the Computational details section. 

 

Similar trends, although accentuated, are observed for the slow charge transfer case when the 
individual currents are deduced from simulation of the whole elementary cell (Fig.3b and Table 1). 
This confirms that the fact of imposing a strong coupling between local surface concentrations and 
local fluxes imposes a stronger diffusion competition between the two bands. Hence, the cross-
sections areas of their flux lines bundles, 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡, at the end of the diffusion layers tend to equalize 
faster when the simulations are performed in the whole cell. Relative 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values were deduced 
from the current intensities values at each electrode based on a Cottrell-type formulation, viz., 𝑖𝑖 ∝
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 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡. In this respect, it is interesting to remark that while the individual CVs current amplitudes are 
almost identical before and over their maxima (Fig.3b), their Cottrellian tails tend to diverge to display 
relative amplitudes similar to those observed in Fig.3a for the Nernstian case. The same is true for the 
backward waves. This definitively establishes that the diffusional competition between the two 
electrodes has not an irreversible character but is a dynamic phenomenon, being more intense when 
the coupling between the local surface concentrations and the local fluxes is the strongest and 
lessening when this coupling tends to decrease. 

Evidently, this cannot be the case for independent simulations of each Voronoi cells, for which the 
unit cells surface areas, 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi, is determined once for all by the tessellation mode of the basal plane 
of the array and is not modified along the course of a voltammogram. The relative contributions of 
individual sites obtained upon considering simulations restricted to each Voronoi cell result, as 
expected, almost identical to those obtained in the case of fast kinetics (Table 1). In addition, it is 
noted that the two individual CVs peak potentials are now significantly different in agreement with 
the prediction that the difference between the surface areas of the electroactive site, 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐, and that 
of the unit cell, 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi, increases the charge transfer slowness as if an apparent rate constant 
𝑘𝑘0
𝑡𝑡𝑠𝑠𝑠𝑠 = 𝑘𝑘0𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi was involved.[1] Accordingly, the peak-to-peak separation, ∆𝐸𝐸𝑠𝑠 = 𝐸𝐸Ox

𝑠𝑠 −
𝐸𝐸Red
𝑠𝑠 ,[35] is smallest for the CV simulated in the left Voronoi unit cell for which 𝑘𝑘0

𝑡𝑡𝑠𝑠𝑠𝑠 is the largest since 
𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi is the smallest. Oppositely, having closest values of their cross-sections areas values, 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡, 
the CVs predicted for each electrode based on simulations of the whole elementary cell correspond 
to close rate constants values, 𝑘𝑘0

𝑡𝑡𝑠𝑠𝑠𝑠 = 𝑘𝑘0𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡, i.e., to close ∆𝐸𝐸𝑠𝑠 values. 

It is thus extremely clear that the shape of the individual electrodes CVs depends on the type of the 
boundary condition (fast or slow kinetics, but also of the kinetic regime) and extent (duration of the 
experiment) of the dynamic diffusional competition between the neighboring sites. However, albeit 
the individual CVs are wrongly predicted based on a Voronoi tessellation approach, it must be stressed 
that, at least for simple electron transfer mechanisms, the global CVs relative to the whole elementary 
cell are correctly predicted with negligible errors compared to those arising in a practical situation 
considering the experimental uncertainties on the positions of the electroactive sites of random 
arrays. 

 

Disk array 

The voltammetric behavior of the pseudo-random array with elementary cell containing three 
asymmetrically placed disk-like active sites shown in Fig.1c was investigated following the same 
simulation strategy developed above for the band-electrodes array. Owing to the mean distances 
values between the disk electrodes and diffusion coefficient (see Computational details section), a 
slow scan rate of 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠 was again selected to allow a sufficient overlap of the individual layers 
and a Cottrell-like behavior of the whole array,[1] and two electron transfer rate constants with 
sufficiently large differences in magnitudes (𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠, and 𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠) were again 
selected to investigate and compare the behavior of Nernstian, Fig.4, and slow charge transfer, Fig.5, 
electrochemical systems. 

In accordance with our previous results for amperometry[34] and those reported above for bands array, 
the total currents obtained in whole cell or Voronoi cells for both fast and slow ET kinetics (Figs. 4a 
and 5a) agreed extremely well since they exhibited less than 5% maximum relative differences 
between the simulated peak currents. Contrastingly, the individual electrode contributions resulted 
significantly different, depending drastically on the simulation approach used (viz., considering the 
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elementary cell as a whole as in Fig.1c, or separately for each Voronoi unit cell represented in Fig.1d). 
This is indeed, extremely similar to what was obtained above for the band-electrodes array and occurs 
due to the rearrangement of the individual diffusion layers discussed above. 

 

 

Figure 4. CVs simulated at a scan rate 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠 for 𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠. a) total currents (blue – 
whole elementary cell; orange – Voronoi unit cells); b) electrode-wise currents for the Voronoi cells 
(dashed lines), or deduced from whole elementary cell simulations (solid lines). In b) blue, orange 
and green lines relate to the currents flowing through electrodes 1, 2 and 3 (Fig.1c,d), respectively. 
Disks radii are 𝑟𝑟𝑑𝑑 = 10 𝜇𝜇𝑚𝑚. All other parameters including arrays geometrical characteristics were 
as summarized in the Computational details section. 

This rearrangement of the diffusion layers volumes along the distance from the array basal plane 
(compare Figure 1e) has a double effect. Firstly, as discussed above, the long-time response of each 
site is directly proportional to the surface areas, 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡, of the cross-section of the flux lines delimited 
unit cells taken at large distances from the array basal plane. Actually, as already noted for the band-
electrodes array, owing to the flux conservation within each separate bundle of flux lines, each cross-
section surface area directly commands the flux of bulk molecules which is ultimately captured by the 
disk-electrode that generates this bundle of flux lines. Consequently, the surface areas of these cross-
sections delimit the fractions of the bulk solution that “feed” each active site at long times in a Cottrell-
like planar regime,[1, 28, 32, 34] in opposition to the Voronoi surface areas of each tesselate, 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi, 
which defines the amplitude of their short-time response (i.e., before the diffusional patterns of each 
electrode start to overlap). 
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Figure 5. CVs for disk system at 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠 and 𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠. a) total currents (blue – whole 
elementary cell; orange – Voronoi unit cells); b) electrode-wise currents for Voronoi cells (dash), 
whole elementary cell (solid). In b) blue, orange and green lines relate to the currents flowing 
through electrodes 1, 2 and 3 (Fig.1c,d), respectively. Disks radii are 𝑟𝑟𝑑𝑑 = 10 𝜇𝜇𝑚𝑚. All other 
parameters including arrays geometrical characteristics were as summarized in the Computational 
details section. 

 

Secondly, the average relative surface area of the active sites to those, 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡, of their apparent unit 
cells, i.e., the ratio 𝜌𝜌∞ = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡, defines the type of the voltammetric response for a given 
intrinsic electron transfer rate constant 𝑘𝑘0 after sufficiently long diffusional times.[1] As shown in Table 
1, and already rationalized above for the two-band elementary cell, the cross-section surface areas 
𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 of the bundles of flux lines originating from each active disk electrode tend to become rather 
similar far away from the array basal plane. This trend is the most effective when the coupling between 
the local surface concentrations and local fluxes has the strongest influence on the concentration 
value, i.e., for a slow charge transfer and around the peaks of the forward and backward CV waves. 
This is readily apparent through observing the three almost identical CVs deduced for each disk from 
whole cell simulations for the slow ET in Fig.5b (𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠) to the Nernstian ones in Fig.4b that 
are still visibly different although more similar than those predicted upon considering a Voronoi 
tessellation approach whatever the electron transfer rate constant (see Figs.4b and 5b). Conversely, 
evaluating the relative 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values from the relative current values in the very Cottrellian ranges of 
the CVs, i.e., at the inversion point of the potential scan (Table 1, last column) where the surface 
substrate concentration is the same for all electrodes, the electrochemical boundary conditions are 
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identical for each individual unit cell so that the relative 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values result identical for both fast and 
slow kinetics. 

Even so, the variance associated to the distributions of 𝜌𝜌∞ values in each case is considerably smaller 
than that of the Voronoi corresponding values, 𝜌𝜌Voronoi = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi, featuring each individual 
tessellated cells.[28, 32, 34] This explains a posteriori the puzzling observation that modelling the 
voltammetric behavior of random arrays based on a theory originally designed for regular arrays of 
identical active nanometric sites[1] provides much better outcomes than one would have ever guessed 
taking into account the large dispersion of the surface areas of the unit cells defined through 
considering the distribution of the electroactive sites on the basal array plane[8, 11, 13]. 

To continue on this point, we must first note that the slow scan rate regimes referred to in the 
discussion above cannot be defined in absolute terms. Indeed, on the one hand this concept implies 
that the scan rate is sufficiently low for the thickness of the layer in which the solution composition is 
altered vs. the bulk one largely exceeds the mean inter-sites distance in order to allow a total 
competitive adjustment of the flux lines generated by each electroactive site.[1,34] If this would not be 
the case classical-looking voltammetric waves could not be observed since the voltammograms would 
be corrupted by strong components of steady state diffusion.[1, 36] On the other hand, would the scan 
rate be too small, based on usual expectations in voltammetric analyses,[6] one would expect that 
voltammetric waves always exhibit characteristics close to Nernstian (viz. as in Figure 4) and that no 
quasi-reversible or irreversible behavior similar to those shown in Figure 5 could to be observed. In 
practice, this does not happen because under the present conditions, for any given 𝑘𝑘0 value, the 
degree of reversibility is not commanded by the scan rate alone as in usual voltammetry[6] but also by 
the huge curvatures of the flux lines near each electroactive site.[1, 34] Indeed, these curvatures enforce 
much larger local diffusion rates, 𝜋𝜋/𝑟𝑟𝑑𝑑2, where, as defined above, 𝑟𝑟𝑑𝑑 is the common electroactive site 
radius and 𝜋𝜋 is the common diffusion coefficient of electroactive species,[36] than that, 𝐹𝐹𝐹𝐹/𝜋𝜋𝜋𝜋,[6, 7] 
which depends on the scan rate. Note that the value of 𝜃𝜃CV = 𝜋𝜋𝜋𝜋/𝐹𝐹𝐹𝐹 defines the time scale that 
commands the extent of the diffusion layer propagation towards the solution bulk in a voltammetric 
experiment. 

In fact, the solution of this conundrum has been published ca. 40 years ago for regular hexagonal disks 
arrays and for bands arrays.[1] The voltammetric behavior of these systems was established to depend 
on two main dimensionless parameters, viz., a kinetic one characterizing the effect of the intrinsic rate 
constant 𝑘𝑘0 on the degree of the electron transfer irreversibility of the voltammetric wave (viz., 
Nernstian-like vs irreversible ET) under the present conditions: 

 𝛬𝛬∞ = 𝑘𝑘0𝜌𝜌∞�
𝑅𝑅𝑅𝑅
𝐷𝐷𝐹𝐹𝑖𝑖

 (2) 

and a second one (for disks arrays): 

 𝜁𝜁∞ = 𝜌𝜌∞

0.6
��𝐷𝐷

𝑡𝑡𝑑𝑑
2� / �𝐹𝐹𝑖𝑖

𝑅𝑅𝑅𝑅
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which compares the magnitudes of the two diffusion rates introduced above since their relative values 
control the overall effect of diffusional transport on the voltammetric behavior, viz the wave shape 
from near-classical peak-shaped ones (as in Figures 4 & 5) to steady state sigmoid ones. 𝛬𝛬∞, the 
dimensionless electron transfer rate constant in Eqn. (2), has a structure similar to that, 𝛬𝛬planar =
𝑘𝑘0(𝜋𝜋𝜋𝜋/𝜋𝜋𝐹𝐹𝐹𝐹)1/2, applying at fully electroactive planar electrodes,[6] but evidences that for arrays the 
intrinsic ET rate constant 𝑘𝑘0 is replaced by a diminished apparent one, 𝑘𝑘0

app = 𝑘𝑘0𝜌𝜌∞, in which the 
factor 𝜌𝜌∞ = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 accounts for the strong rates of diffusion imposed by the large flux lines 



13 
 

curvatures near the disk electrodes. The smallest is the size of the active component vs. the insulating 
one, the smallest is 𝜌𝜌∞ and the smallest 𝑘𝑘0

app. The effects of these two parameters can conveniently 
be visualized under the form of a zone diagram such as that represented in Figure 6 adapted from 
ref.[1]. 

 

Figure 6. Zone diagram adapted from that in ref.[1] (the zones shown in grey shade correspond to steady 
state sigmoid voltammograms since they are irrelevant to our purposes in this work because they 
correspond to too small logζ ∞ values to allow any significant interactions between the diffusion layers 
generated by each active site; note also that another set of zones also irrelevant to our purpose here 
develop on the left of the grey shaded zones featuring very small classical CVs when logζ ∞ values 
becomes sufficiently even smaller to allow planar diffusion layers to develop over each disk electrode, 
see refs.[1, 12, 28]). The locations of the three individual Voronoi cells shown in Fig.1c are shown by filled 
circular symbols (blue: 𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠; yellow: 𝑘𝑘 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠), based on their different 𝜌𝜌𝑉𝑉𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑐𝑐𝑖𝑖 =
𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚Voronoi values instead of 𝜌𝜌∞. The red (𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠) and blue (𝑘𝑘 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠) empty star 
symbols show almost identical locations of the three cells whose close 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values, hence their close 
𝜌𝜌∞ = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values, are deduced from the tracking of their flux lines bundles as they emerge in 
whole cells simulations (see text). 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠; 𝜋𝜋 = 10−5 𝑐𝑐𝑚𝑚2/𝑠𝑠; transfer coefficient 𝛼𝛼 = 0.5; active 
disks radii 𝑟𝑟𝑑𝑑 = 10 𝜇𝜇𝑚𝑚; elementary cell side 𝐿𝐿𝑥𝑥 = 𝐿𝐿𝑦𝑦 = 100 𝜇𝜇𝑚𝑚. The four triplets of solid black symbols 
correspond to the locations of the same three Voronoi unit cells after their geometrical dimensions are 
down-scaled by a factor 10 or 100 (see text). The compass in the top left corner of the zone diagram 
illustrates the effect on the system position of an increase by a factor 10 of each parameter indicated. 

 

The boundaries shown in Fig. 6 were determined in ref. [1] for regular arrays of disk electroactive sites 
arranged on a periodical hexagonal lattice, and modeled by cylindrical cells (see next section) so they 
correspond to a single set of  𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi = 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 and 𝜌𝜌 = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡  values. 
However, for the array shown in Fig.1c, each of the three unit cells has to be associated to two 



14 
 

different sets of 𝜌𝜌 values. One, 𝜌𝜌∞, which has been introduced above and is deduced from simulations 
of the whole elementary cell provides almost identical values within a few percent for all three unit 
cells since their 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values are extremely similar (Table 1). The locations of the system in the 
diagram may then be featured by the empty star symbols depending on the values of the rate 
constants 𝑘𝑘0, hence of logΛ ∞. The other one, is defined according to the Voronoi tessellation concept 
as in refs.[28, 32, 34] and affords three rather different 𝜌𝜌Voronoi = 𝐴𝐴𝑡𝑡𝑖𝑖𝑡𝑡𝑐𝑐/𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi values (Table 1). 
Accordingly, each of the three unit cells is represented by one colored filled circle for each rate 
constants 𝑘𝑘0 (note that the larger the unit cell, the smaller 𝛬𝛬∞ and 𝜁𝜁∞ in the group of three 
representative symbols). 

 

 

Figure 7. Total CV current (normalized by forward peak current value) simulated at a whole 
elementary cell for three disk system at 𝐹𝐹 = 10−3 𝑉𝑉/𝑠𝑠, a) 𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠 and b) 𝑘𝑘0 =
10−5 𝑐𝑐𝑚𝑚/𝑠𝑠. Blue CV: disk radii 𝑟𝑟𝑑𝑑 = 10 𝜇𝜇𝑚𝑚 and total surface area of the elementary cell 
𝐴𝐴𝑡𝑡𝑐𝑐𝑡𝑡 = 10−10 𝑚𝑚2; yellow CV: 𝑟𝑟𝑑𝑑 = 1 𝜇𝜇𝑚𝑚 and 𝐴𝐴𝑡𝑡𝑐𝑐𝑡𝑡 = 10−12 𝑚𝑚2; green CV: 𝑟𝑟𝑑𝑑 = 100 𝑛𝑛𝑚𝑚 and 
𝐴𝐴𝑡𝑡𝑐𝑐𝑡𝑡 = 10−14 𝑚𝑚2 (note that it is shown in dashed line to allow the comparison with the 
almost identical yellow CV). All other parameters including arrays geometrical 
characteristics were as summarized in the Computational details section. See the last 
paragraph of the Cylindrical approximation of unit cells section for further details about this 
set of CV simulations. 

 

Note that two groups of triplets of black solid circles are shown in addition for each 𝑘𝑘0 value in order 
to illustrate the effect of a homothetic down-scaling of the elementary cell dimensions by a factor 10 
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or 100, i.e., corresponding to an increase of logζ ∞ by one or two units respectively. Indeed, for the 
dimensions and conditions considered in this work (see Fig.6 caption and the Computational details 
section), one notices that the points featuring the systems at hand are not completely located into the 
classical Nernstian or irreversible domains[6], but still occupy part of the transition zones. This implies 
that the corresponding voltammograms cannot display fully canonical shapes but are partially 
“corrupted” by the involvement of edge effects.[1, 12, 28] In order to quantify the effect of the 
corresponding distortions the same systems were simulated assuming that all their geometrical 
dimensions were down-scaled by a factor 10 or 100 while every other parameter was kept the same 
(note that down-scaling all geometrical dimensions does not affect the 𝜌𝜌 values). Fig.7 present the 
outcome of this 10 or 100 down-scaling on the global voltammograms simulated within the 
elementary cells as a whole for each 𝑘𝑘0 value in each case. As expected,[1, 36] one notices that the main 
characteristics of the forward and backward voltammetric peaks were not severely altered, especially 
for the slow charge transfer case, but that the most noticeable improvement of this down-scaling was 
to eliminate the trends to introduce partial steady-state contributions that produce larger currents 
compared to pure Cottrellian ones onto the two post-peak tails and restore correct Cottrellian 
behavior.[1, 36] 

 

Cylindrical approximation of unit cells 

Correct prediction of the individual site/electrode contributions is extremely important when a 
material with non-ordered distribution of active sites needs to be analyzed on the basis of its 
electrochemical response (see e.g. ref.[32]). However, as can be testified by the present work and 
previous ones, a rigorous prediction of the electrochemical behavior of any irregular or random array 
requires heavy/expensive computational means and theoretical skills that altogether are often 
disproportionate with respect to the ultimate goal of the sought solution. In this respect, validating 
the use of much simpler approximation is still an important issue. 

Among the simplest ways for treating theoretically such systems is that originally introduced by one 
of us[1] for regular hexagonal arrays of nanodisk electrodes embedded in an insulating substrate and 
which was later further implemented to treat random arrays.[12, 28, 29, 31] It consists in representing the 
elementary cells by cylindrical cells with symmetry axes perpendicular to the insulating material, and 
inside which the electroactive disc electrodes are located at the center of the circular bases of surface 
areas 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏. Provided that its validity is confirmed, which has never been done for voltammetry, this 
approach is indeed extremely effective since, thanks to the cylindrical symmetry, it allows converting 
3D simulations into 2D ones. Moreover, it may allow to implement even faster 1D-semi-analytical 
predictions based on the analogy of the corresponding physico-mathematical equations governing the 
transport and boundary conditions with CEC mechanisms.[1, 37] 

For such cylindrical unit cells, 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi and 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 are identical by definition to 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏. However, one 
must decide which value should be given to 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏  in order to model the voltammetric behavior of one 
unit cell within a random array. One may impose that 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi  and use a set of 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi values 
based on a statistical analysis of the array when possible as was proposed in previous studies.[28-32] We 
have already considered (Figs.4 and 5) the consequences of using 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi values rather than 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 
ones and shown that while it leads to almost correct predictions for the overall voltammetric currents, 
its results in terms of the individual ones for each unit cells are totally wrong. This could therefore 
introduce a serious problem including for the global current for electrochemical systems in which the 
amplitudes of the local concentration gradients can have an important mechanistic influence as occurs 
for example during electrodimerizations or even more complex mechanisms. Accordingly, we do not 
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report here the corresponding investigations made using 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi. 

Conversely, we have established above that the use of 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values is well suited to represent the 
voltammetric behaviors of the unit cells as well as that of the overall elementary cell. Therefore, using 
𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 seems more suitable than using 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi. However, in an actual experimental 
situation, the 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values cannot be known without recording the individual CVs for each 
electroactive disk, leading to a circular loop and total experimental nonsense. Nevertheless, we 
established above (see e.g., Table 1) that for a given array of disk electrodes, the 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 values tend 
to converge within ca. 10% towards a common mean value 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3 where 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦 is the total 
surface area of the array of 𝑁𝑁 = 3 disk electrodes in Fig.1c and Table 1. Therefore, one may think of 
arbitrarily enforcing 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/𝑁𝑁 for each equivalent unit cylindrical cell irrespective of its exact 
Voronoi tessellate surface area 𝐴𝐴𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏Voronoi. Note that, even if the purpose of assuming this was different 
as explained in the Introduction, this is exactly what was considered in ref.[1]. 

 

 

Figure 8. Comparison of the CVs for the array of disk electrodes in Fig.1c at 𝐹𝐹 =
10−3 𝑉𝑉/𝑠𝑠 for 𝑘𝑘0 = 102 𝑐𝑐𝑚𝑚/𝑠𝑠 predicted from simulations: a) total currents (blue – 
whole elementary cell; orange – equivalent array of three cylindrical cells with 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 =
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3) or b) electrode-wise currents for whole elementary cell simulations (solid 
lines) or for the equivalent array of three cylindrical cells (symbols) with 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 =
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3 (see text). In b) blue, orange and green lines relate to the currents flowing 
through electrodes 1, 2 and 3 (Fig.1c,d), respectively. All other parameters including 
arrays geometrical characteristics were as summarized in the Computational details 
section. 
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Figure 9. Comparison of the CVs for the array of disk electrodes in Fig.1c at 𝐹𝐹 =
10−3 𝑉𝑉/𝑠𝑠 for 𝑘𝑘0 = 10−5 𝑐𝑐𝑚𝑚/𝑠𝑠 predicted from simulations a) total currents (blue – 
whole elementary cell; orange – equivalent array of three cylindrical cells with 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 =
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3) or b) electrode-wise currents for whole elementary cell simulations (solid 
lines) or for the equivalent array of three cylindrical cells (symbols) with 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 =
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3 (see text). In b) blue, orange and green lines relate to the currents flowing 
through electrodes 1, 2 and 3 (Fig.1c,d), respectively. All other parameters including 
arrays geometrical characteristics were as summarized in the Computational details 
section. 

 

Figures 8 and 9 test the validity of this systematic approximation for the two simple ET mechanisms 
with the rate constants considered in this study and for an elementary cell (Fig1c) having the same 
geometric dimensions as reported in the Computational Details section together with the values of 
the other parameters. It is observed that the replacement of each elementary cell 1-3 of Fig.1c by 
three identical cylindrical elementary cells whose base surfaces are 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3 provides very 
good predictions (maximum deviation at peak currents ca. 5.5% for fast kinetics and 3.7% for slow 
one, see Figs.8a and 9a) of the overall voltammetric behaviors of the array. Importantly, this result 
can be obtained based on the number of electrodes in the array without knowing their exact 
geometrical positions. The quality of these predictions needs to be compared to those (2.6% and 4.8%, 
respectively) based on a Voronoi approach but it must be noted that defining the corresponding 
tessellations on the array surface requires a priori an exact knowledge of each electrode position. At 
the level of the individual electrode responses one notices larger deviations for unit cells 1 (-13.0%) 
and 3 (+11.0%), which are coherent with the values of 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡

(1) = 0.29 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦 and 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡
(3) = 0.37 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦 

(Table 1, Figs.8b and 9b) relative to that of 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/3. Conversely, one notice a better 

agreement for the unit cell 2 (+2.0%), in line with the fact that 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡 value for this unit cell is 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡
(2) =
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0.34 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦, (Table 1), is close to the common 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏  value. Importantly, for our purpose here, these 
deviations need to be compared to the much larger ones (-43.0%, -7.0% and +50.0%) obtained 
respectively for unit cells 1,2, and 3 based on Voronoi tessellation (Table 1, Figs.4b and 5b). Finally, it 
is worthwhile to underline that although the real unit cell 2 and its cylindrical or Voronoi equivalents 
have almost identical basal surfaces (Table 1), one could nevertheless have expected to observe more 
significant differences since in the equivalent cylindrical cell the electroactive disk is perfectly centered 
on the vertical axis of the cell while Figure 1c shows that this is not the case for the actual unit cell 2. 
In fact, this result is perfectly consistent with those we have already established in a previous work 
focused on the chronoamperometric responses of random arrays to investigate the consequences 
related to these off-centering problems,[28] and validates the high quality of the cylindrical 
approximations even when one knows exact positions of the active sites in an array as soon as the 
voltammetric wave resemble a classical one. 

Finally, given the excellent predictive properties of the cylindrical cells analogy, it should be mentioned 
at this point that the voltammetric responses of the arrays whose dimensions were down-scaled by 
factors of 10 and 100 (Figures 6 and 7) took advantage of these equivalences. This made it possible to 
reduce the duration of the simulations which would have been necessary for complete simulations 
(16 h each!) of the corresponding systems. 

 

Conclusions 

Almost 40 years after the seminal work of Amatore and Savéant,[1, 12] we can finally conclude in 
complete theoretical safety that in the absence of any precise independent information on the exact 
geometry of a random array of electrodes of identical discs, an approach considering that it behaves 
like 𝑁𝑁 identical independent cylindrical unit cells of basal surface area 𝐴𝐴𝑐𝑐𝑦𝑦𝑏𝑏 = 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦/𝑁𝑁 would allow 
correct predictions or an adequate rationalization of the experimental CVs as soon as these CVs 
present characteristics close to those expected for a flat electrode with minimal involvement of 
current components visible in steady state or quasi-stable, that is, provided that the representative 
system is on the right side of the zone diagram shown in Figure 6. As carefully established this a priori 
counter-intuitive behavior stems from the competitive interaction between the diffusion layers that 
are generated by the activity of each individual electroactive site that leads to a near identity of the 
cross-sections of the bulk solution that “feed” each of these sites. 

This conclusion explains a posteriori why the theory developed by Amatore and Savéant for regular 
arrays and the corresponding approximation assuming that its voltammetric behavior is to that 
afforded by identical independent cylindrical unit cells performing in parallel could be profitably used 
and applied to the treatment of arrays that were random by definition. 
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