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ABSTRACT

Noise source identification is still a challenge in exper-
imental aeroacoustics. For instance, traditional methods
such as the beamforming technique may not give satisfac-
tory results in presence of solid boundaries in flows, result-
ing from the object under study or from the experimental
facility. The aim of this work is to propose an alterna-
tive strategy based on the aeroacoustic time-reversal (TR)
method for the localization of sources of flow-induced
noise, accounting for the solid boundaries of objects. First,
a direct simulation is done to compute the radiated pres-
sure for different sources in configurations involving solid
boundaries. The base flow is supposed to be stationary
and is computed with a Reynolds-averaged Navier–Stokes
(RANS) solver while the pressure field is computed by
solving the two-dimensional (2D) linearized Euler equa-
tions with a in house solver working with unstructured
meshes. In a second step, the signals recorded on virtual
microphones located on the boundaries of the domain are
reversed and re-emitted in a medium where the base flow
has also been reversed. First, the whole method is validated
on an academic configuration. Then, localization of a syn-
thetic dipole noise source near the trailing edge of a NACA
0012 airfoil in flow is done with a precision at wavelength.

1. INTRODUCTION

In acoustics, the TR method is known to be a robust
method for sound source imaging in the ultrasonic and au-
dible range [1]. It works in two stages. At first, sensors
at the boundary of a domain of interest record the waves
generated by the source; in a second step, the signals are
reversed in the time domain and re-emitted by the sensors
which act as sources. This phase solves the inverse prob-
lem and is carried out numerically for sound source imag-
ing purposes.

The TR method was applied for the first time by
Deneuve et al. for localizing aeroacoustic sources in a
shear layer [2], based on numerical data. The method
was also applied to experimental data for imaging artifi-
cial noise sources located in a wind-tunnel flow [3]. Sev-
eral studies have applied TR to aeraocoustics since then
(eg., [4, 5]). The TR technique can be an alternative tech-

nique to beamforming for situations where the Green func-
tion is not known. Such situations arise when complex flow
gradients are present or when solid boundaries (experimen-
tal facility, obstacles) diffract and reflect sound within the
flow.

In this context, the goal of the present paper is to present
a numerical methodology based on the aeroacoustic TR
method for the localization of sources of flow-induced
noise, accounting for the solid boundaries of objects. The
numerical methods for solving the sound propagation and
the mean flow are presented in Section 2, together with
a validation case to assess the robustness of the acoustic
solver. In Section 3, the case of a synthetic dipolar source
in a flow, diffracted by a symmetric airfoil (NACA 0012) is
presented, in order to approach the situation where trailing
edge noise is diffracted by the airfoil, which is a signifi-
cant effect when the airfoil is not acoustically compact at
the emission frequency. The paper ends with a set of con-
clusions (Section 4).

2. NUMERICAL METHODS AND VALIDATIONS

2.1 Numerical methods for acoustic solver

In this work, aeroacoustic descriptions on stationary flows
are obtained with the linearized Euler equations (LEE). In
this system, the density %a, the velocity υa and the pres-
sure ℘a designate small perturbations superimposed on a
mean flow with density %0, velocity υ0 and pressure ℘0. γ
designates the ratio of specific heats, which is taken as γ =
1.4 for air. In a 2D domain, the LEE formulation of Bailly
and Juve [6] is written in the form of a non-conservative
hyperbolic system, namely

qt + F (q)x +G(q)y +M0q = S(t) δ(x) (1)

where the vector of quantities and associated fluxes read

q =


%a
ua
va
℘a

 , F (q) =


%au0 + %0ua
u0ua + ℘a%

−1
0

u0va
u0℘a + γ℘0ua

 ,

G(q) =


%av0 + %0va

v0ua
v0va + ℘a%

−1
0

v0℘a + γ℘0va

 ,
(2a)
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while the productM0q, that represents the corrections in-
duced by the variations (the inhomogeneities) in the mean
flow, explicitly reads

M0q =


0

−ua ∂v0∂y + va
∂u0

∂y + (℘a
∂%0
∂x − %a

∂℘0

∂x )%−2
0

va
∂v0
∂x − ua

∂u0

∂x + (℘a
∂%0
∂y − %a

∂℘0

∂y )%−2
0

(γ − 1)(℘a(∂u0

∂x + ∂v0
∂y )− ua ∂℘0

∂x − va
∂℘0

∂y )

 .
(2b)

Lastly, the right hand side of Eq. (1) denotes unsteady
source terms that introduce a series of signals S(t) at dis-
crete locations of the domain with the help of the Dirac
delta function δ(x) = δ(x)δ(y). Here, the vector S(t) de-
notes mass-, force- and pressure-signal as follows

S(t) =
[
Sρ(t), Sfx(t), Sfy (t), S℘(t),

]T
, (3)

where the terms {Sρ, Sfx , Sfy , S℘} are time-harmonic
functions that, similarly to [6], can be tuned to model a
monopolar or dipolar disturbance inside the physical do-
main.

The form of system (1) is suitable so that its acoustic
fields can be discretized over a domain partitioned in K
non-overlapping triangular elements as

Ω =

K⋃
k=1

Ωk. (4)

To solve (1) over this partitioned domain, a weak (integral)
formulation of the LEE system is considered. Such formu-
lation can be obtained by multiplying the system (1) by a
test function and integrating over the subdomain of every
k-element. Then, with the help of the divergence theorem,
terms that control the volume and face data are obtained.
At this point, the nodal discontinuous Galerkin (DG) for-
mulation [7] is introduced by constructing a Lagrangian
basis on each triangle. This introduces internal resolution
and matrix-operators that allows us to control the acous-
tic fields inside every element, qk, systematically. At this
point, the evolution of LEE system (1) inside a every k-
element is described by the semi-explicit scheme

∂qk

∂t
=
∂ξ

∂x
(MR

ij)
−1SR,ξij F

k +
∂η

∂x
(MR

ij)
−1SR,ηij F k

+
∂ξ

∂y
(MR

ij)
−1SR,ξij G

k +
∂η

∂y
(MR

ij)
−1SR,ηij Gk

−
J∂kM∂R

ij

JkMR
ij

{(n · f)k}∗ −Mk
0q

k

+(MR
ij)

−1S(t)l(ξ0).

(5)

WhereMR
ij is the reference element mass matrix, SR,ξij and

SR,ηij are the reference element stiffness matrices andM∂R
ij

is the reference element mass matrix of all faces in the ele-
ment. J∂k and Jk are the Jacobians operators for the face
and volume data, respectively. They help to map the oper-
ators from the reference frame (ξ, η) back into the physical
domain (x, y). l(ξ0) denotes the Lagrangian base func-
tion evaluated at ξ0 = (ξ0, η0) that corresponds to the po-
sition of the point source in the reference element. Lastly

{(n·f)k}∗ denotes numerical flux between elements faces.
Here, we simply refer to [7] for their definitions.

Associating Eq. (5) with an explicit fourth-order Runge-
Kutta scheme and a basis function of degree three (N=3 in
the notation of [7]) results in a consistent 4th-order numer-
ical scheme (in space and time) suitable for describing the
evolution of acoustic fields. This algorithm was coded in
C++ and was extended to use MPI in order to make the
most out of the parallel properties of Eq. (5). Lastly, we
supply this algorithm with capabilities for handling reflec-
tive and non-reflective boundary conditions. This results
in an excellent framework for simulating the aeroacoustic
propagation of discrete disturbances.

2.2 RANS simulation

The computation of the mean flow around objects in this
work is a RANS simulation, using the open source soft-
ware OpenFOAM. The turbulence model used for the sim-
ulation is k-ω SST. The mean flow flow is considered as
stationary, and serves as the input data for the acoustic
solver. This work deals with the case of the flow of air
around a NACA 0012 airfoil with a chord of 0.2 m at an
angle of attack of 10◦ and an incoming velocity of 39.2
m/s. The chord-based Reynolds number is 5×105. Un-
structured mesh was used for the simulation with a prism
layer mesh around the airfoil surface to account for the
wall-bounded flows. The computation is conducted in par-
allel using 40 processors on a cluster. The y+ values and
the convergence of the simulation were checked. In order
to validate the numerical results, the lift coefficient of the
airfoil at these conditions were computed. They were com-
pared with the published experimental results of Ref. [8],
which is shown in Tab. 1. It is found that the error of
the numerical result with respect to the experimental one
is less than 5%.

Data source Lift coefficient
Simulation 0.93
Experiment [8] 0.948±0.049

Table 1. Comparison of the lift coefficients of the NACA
0012 airfoil at an angle of attack of 10◦ and a chord-based
Reynolds number of 5×105.

The acoustic solver and the software OpenFOAM use
different meshes. In order to map the mean flow data to
the grid of the mesh of the acoustic solver, interpolation
of the data between the two meshes was conducted. It is
based on a cubic interpolation using a MATLAB function.
Fig. 1 shows the mean flow data around the airfoil on the
grid of the acoustic mesh after interpolation. The zone near
the leading edge of the airfoil contains the flow with ve-
locities lower than that of the incoming flow. The zone
on the suction side and near the leading edge of the airfoil
was subjected to velocities higher than that of the incoming
flow. The wake of the airfoil was also observed. This cor-
responds well to the subsonic flow characteristics around

10.48465/fa.2020.0468 742 e-Forum Acusticum, December 7-11, 2020



Figure 1. Mean flow field around the airfoil NACA 0012
on the grid of the mesh of the acoustic solver.

an airfoil with low angle of attack. The mean flow data can
therefore be used for the acoustic solver.

2.3 Validation of the acoustic solver

A bechmark problem concerning an acoustic scattering by
a cylinder [9] in a quiescent medium was revisited using
the acoustic solver. The correct analytical solution of the
problem was provided by Ref. [10]. The interest of this
case is to check if the interaction between the sound wave
and the boundaries is well solved by the acoustic solver.
The domain of simulation is a square of dimensions 20 m
× 20 m. The sound speed is 1 m/s. The density of the
medium is 1 kg/m3. An acoustic pulse with a Gaussian
distribution in space was initially placed at the right side
of the cylinder with a distance of 4 m from the center of
the cylinder. The diameter of the cylinder is 1 m. Fig.
2 shows the unstructured acoustic mesh for the numerical
simulation, which is more refined for the mesh elements
closer to the cylinder. The mesh was decomposed into 80
partitions for the parallel computation, which are shown
using different colors. A polynomial order of 3 was used
for the nodal DG method. Three recording points were
placed around the cylinder with a distance of 5 m from
its center. Free boundary conditions were imposed at the
boundaries of the domain for the simulation.

Fig. 3 shows a snapshot of the sound pressure field dur-
ing the propagation of the acoustic pulse. Compared to the
previously published numerical result [9] on the same test
case, the propagation of the acoustic pulse was well simu-
lated. Several wave fronts were observed. The wavefront
shown by the large circle with high intensity in Fig. 3 cor-
responds to the direct propagation. A part of the wavefront
was reflected by the cylinder, which generated the wave-
fronts shown by the smaller circles with lower intensity.
As the free boundary conditions were imposed, no signifi-
cant reflection of the sound wave was observed at the right
part of the domain.

Figure 2. Unstructured mesh around a cylinder with 80
partitions for the acoustic solver.

Figure 3. Snapshot of the sound pressure field for the scat-
tering of an acoustic pulse off a cylinder.
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Figure 4. Comparison between the analytical and numer-
ical results. Red lines stand for numerical simulations.
Black points stand for analytical solutions.

Fig. 4 shows the sound pressure signals recorded at
the three points A, B and C by red lines. They are com-
pared to analytical results which were indicated by black
points. The numerical and analytical results superimpose
well for the signals at the three points. Therefore, the
acoustic solver is validated for the interaction between a
sound wave and solid boundaries in a 2D case using paral-
lel computation.

3. RESULTS

This section deals with the identification of a synthetic
dipole source in the mean flow field presented in the sub-
section 2.2. Therefore, the solid boundaries of the airfoil
were considered by the RANS simulation and the simu-
lation using the acoustic solver. As mentioned in the in-
troduction section, this case is considered to model the
diffraction of trailing edge noise by the boundaries of the
airfoil. In the first step, the direct simulation was con-
ducted. Fig. 5 shows a snapshot of the sound pressure field
in the computation domain during the sound wave propa-
gation. The dimensions of the domain is 1 m × 1 m. The
sound speed is 340 m/s. The medium was considered to
be air with a density of 1.2 kg/m3. The synthetic dipole
source was simulated near the trailing edge of the airfoil.
Its orientation is perpendicular to the incoming flow direc-
tion (see Fig. 5). The frequency of the dipole source is
3400 Hz with a wavelength of 0.1 m. Unstructured mesh
was prepared for the acoustic solver. A polynomial order
of 3 was used for the nodal DG method. At each edge
of the square domain, 32 isolated sets of nodes, acting as
32 uniformly distributed virtual microphones, recorded the

Figure 5. Result of the direct simulation of a synthetic
dipole source near the trailing edge of the airfoil. The lines
inside the domain are streamlines based on the stationnary
mean flow.

sound pressure signals at the boundaries. Free boundary
conditions were imposed at the boundaries of the domain
for the simulation. The simulation time is long enough for
the microphones to record non-zero data.

The second step is the TR process, the signals recorded
at the boundaries were reversed and re-emitted at the same
position as monopole sources. The amplitudes of the sig-
nals were all multiplied by 2 because only half of the re-
emitted energy goes inside the domain. Meanwhile, the
direction of the mean flow around the airfoil must also be
reversed to ensure that LEE are invariant with time inver-
sion [2, 3]. The same mesh was used but no source was
simulated in the domain. Fig. 6 shows that even though
not all the energy getting out of the domain were used for
the TR process with a loss of information, wavefronts were
still established and propagated as convergent waves in the
domain. They finally collapsed at the position of the syn-
thetic dipole source and formed two dominant spots with
inverse phases, which indicates the existence of a dipole
with a precision at wavelength (see Fig. 6). Note that
the convergent wave continued to propagate as a divergent
wave after collapsing, and it interfered with the convergent
waves. Therefore, the size of the focalization spot is larger
with respect to that of the direct simulation. This was re-
ported in the work of [11] as focusing limitation of TR
process. To improve the spatial resolution of the TR result,
methods like acoustic sinks [12] could be used.

4. CONCLUSIONS

This work presented a numerical TR technique for noise
source identification in flows by taking into account the
effects of solid boundaries on wave propagation. It in-
volves both stationary mean flow simulation around ob-
jects and sound wave propagation simulation. The tech-
nique is based on an acoustic solver which resolves LEE
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Figure 6. Result of TR of a synthetic dipole source near
the trailing edge of the airfoil. The lines inside the domain
are streamlines based on the stationnary mean flow.

using the nodal DG method and requires the mean flow
field as input data. The acoustic solver was first vali-
dated in terms of the interaction between sound wave and
solid boundaries using parallel computation. To conduct
the numerical TR process, signals recorded at the bound-
aries were reversed in the time domain, and the stationary
mean flow was reversed in space. The reversed signals and
mean flow served both as input data for the acoustic solver,
which allowed the numerical TR process. As a first appli-
cation, the numerical TR technique can identify a synthetic
dipole source in the wake of an airfoil in terms of position
with a precision at wavelength.
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