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Abstract
Imaging atmospheric Cherenkov telescopes (IACTs) are ground-based indirect
detectors for cosmic gamma rays with energies above tens of GeV. The major
backgrounds for gamma-ray observations in IACTs are cosmic-ray charged par-
ticles. The capability to reject these backgrounds is the most important factor
determining the gamma-ray sensitivity of IACT systems. Monte Carlo simula-
tions are used to estimate the residual background rates and sensitivity of the
systems during the design and construction phase. Uncertainties in the mod-
eling of high-energy hadronic interactions of cosmic rays with nuclei in the
air propagate into the estimates of residual background rates and subsequently
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into the estimated instrument sensitivity. We investigate the influence of the
difference in the current hadronic interaction models on the estimated gamma-
ray sensitivity of the Cherenkov Telescope Array using four interaction models
(QGSJET-II-03, QGSJET-II-04, EPOS-LHC, and SIBYLL2.3c) implemented
in the air shower simulation tool CORSIKA. Variations in background rates of
up to a factor 2 with respect to QGSJET-II-03 are observed between the models,
mainly due to differences in the π0 production spectrum. These lead to ∼30%
differences in the estimated gamma-ray sensitivity in the 1–30 TeV region,
assuming a 50 h observation of a gamma-ray point-like source. The presented
results also show that IACTs have a significant capability in the verification of
hadronic interaction models.

Keywords: air showers, imaging atmospheric Cherenkov telescopes, hadronic
interaction, cosmic ray proton

(Some figures may appear in colour only in the online journal)

1. Introduction

Indirect cosmic ray detectors play an essential role in the observations of very-high-energy
(VHE, 1011–1014 eV) and ultra-high-energy (>1014 eV) cosmic gamma rays. Their large col-
lection area (>104 m2) is achieved by utilizing the extensive air shower (EAS) phenomena
induced by the primary cosmic ray hitting the atmosphere. Since indirect detectors acquire the
information of the secondary particles from EASs to learn about the primary cosmic ray, the
accuracy of particle type identification is in principle limited compared with direct gamma-
ray detectors on satellites and balloons. Therefore the precise understanding of the interaction
between high-energy cosmic rays and nuclei in the air has been an important topic in the indi-
rect cosmic ray experiments. It is essential for improving the accuracy of the measurement of
the primary cosmic rays.

IACT systems belong to this class of indirect cosmic ray detectors7. Thanks to their excel-
lent particle identification capability, brought by the imaging method [3], they are the most
sensitive detectors of cosmic gamma rays in the VHE region. However, gamma rays account
for a very small fraction (<1% even for bright gamma-ray sources) of the triggered events
in these systems. Even after selecting gamma-like events in the analysis, a large fraction of
charged cosmic rays misidentified as gamma rays remains. Cosmic ray electrons produce elec-
tromagnetic (EM) showers which are very similar to those from gamma rays. Those cannot
be distinguished on an event-by-event basis. Hadronic showers induced by cosmic ray protons
and heavier nuclei also include EM showers as sub-structures, originated primarily from neu-
tral pion (π0) decay. Those sub-EM showers can mimic showers from gamma rays in IACT
observations [4–7]. For these reasons, IACT systems do not achieve background-free gamma-
ray observations and the amount of residual cosmic ray events is the most important factor
determining the gamma-ray sensitivity of an IACT system.

In the derivation of the instrument sensitivity of current IACT systems, cosmic ray data
(so-called OFF-source data) are used to estimate the residual backgrounds. Multivariate anal-
ysis (MVA) and machine learning (ML) techniques are commonly used in the analyses of
IACTs for gamma/hadron separation, and they require background and signal data samples

7 IACTs can also detect Cherenkov photons from charged primary particles [1] and they partly work as direct cosmic
ray detectors in the measurements of heavy nuclei [2, 31].
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for the training. Cosmic ray data are frequently used as background events in this process,
while Monte Carlo (MC) simulated gamma rays are used as signal events (see e.g., references
[8, 9]). For this reason, cosmic ray protons and heavier nuclei are seldom simulated in the
standard analysis of gamma-ray sources in current IACT systems. At the same time, assuring a
good agreement between MC and data is essential for the gamma-ray observations by IACTs.
Some of the MC input parameters (e.g., atmospheric transmission, night-sky-background, and
optical throughput of the telescopes) are variable on a run-by-run basis. Checking the degree
of matching between data and cosmic ray event simulations can still be useful for the con-
stant monitoring of detector performance. Besides, recent machine learning techniques used
for the efficient gamma/hadron separation perform only if the MC simulated events including
background hadrons reproduce the real events accurately. Therefore, efforts to achieve accu-
rate simulations of hadronic components are still meaningful, even when the system is already
in operation.

For IACT arrays in the design or construction phase, MC simulations of cosmic ray protons
are essential to estimate the residual background level and gamma-ray sensitivity. There are
two main sources of uncertainties affecting these hadron simulations: the assumed primary
cosmic ray spectrum and the uncertainties in the modeling of hadronic interactions occurring
in the air showers. Measurements in the VHE region by direct cosmic ray detectors such as
AMS-02 [10, 11], CALET [12, 13], DAMPE [14, 15] greatly reduced the uncertainties in the
cosmic-ray spectrum. The difference of the cosmic-ray spectra measured by these detectors is
within 10% in the sub-TeV region. The impact on the estimation of the residual backgrounds is
therefore limited. As a consequence, the uncertainties of the modeling of hadronic interactions
become more important.

The bulk of hadronic interactions cannot be described in terms of first principles in quantum
field theory. Thus, phenomenological models have to be employed to describe cross sections
and particle distributions in the final state [16]. The free parameters of such models are com-
pared and constrained to describe collider data. In particular, the large hadron collider (LHC)
[17] has provided vital data that gave birth to the series of post-LHC models used in air shower
simulations: QGSJET-II-04 [18], EPOS LHC [19], and SIBYLL2.3 [20]. Albeit these mod-
els share some commonalities, each implements a particular description of hadronic processes
[21]. This leads to a series of known discrepancies in the description of the microscopic reac-
tions in a vast energy range [22]. Even at lower energies, those relevant to IACT measurements
and below the LHC regime, studies have shown that some models can explain spectra of some
types of secondary particles, but there is still no model that can consistently reproduce the
measured spectra of all types of secondary particles [23, 24].

IACTs could potentially test and validate the interaction models as indirect cosmic ray
detectors. Differences in the interaction models are expected to appear in various observables of
IACTs, such as lateral distributions of Cherenkov photons on the ground, muon fluxes [25–27],
and shower image parameters. However, simulations of cosmic ray nuclei are performed in
very limited cases (i.e., for the measurement of the cosmic ray electron, proton, and iron spec-
tra [2,28–31]). Studies on the effect of the hadronic interaction modeling uncertainty using
MC simulations with a realistic IACT detector response are limited. HEGRA performed MC
simulations of proton and helium with two different interaction models [30], modified RSM
(radial-scaling model [32]) in the ALTAI code [33] and HDPM (hadronic interactions inspired
by the dual parton model [34]) in CORSIKA [35]. A good agreement between the two models
was observed in the effective area and standard Hillas parameters [3] distributions. H.E.S.S.
performed proton simulations for the estimation of the background in the measurement of
the cosmic ray electron spectrum [28]. Two interaction models were used, SIBYLL [36] and
QGSJET-II [37]. It was shown that the SIBYLL model produces more electron-like events than

3
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QGSJET-II and reaches better agreement with the data in the 1–4 TeV region. Proton simula-
tions with an array layout similar to VERITAS were performed with two interaction models
(QGSJET-01c [18] and SIBYLL2.1 [38]) for the study of the nature of gamma-like proton
events [4]. A difference of up to 25% in the collection area of gamma-like events was found.
While the simulation codes and hadronic interaction models have been updated over the last
years, as well as the performance of the IACT systems, a methodology to validate these models
using current and future observatories still needs to be developed.

In gamma-ray observations, which is the primary scientific goal of IACTs, cosmic ray events
are misidentified as signal events when they appear as a single electromagnetic shower. The
nature of these gamma-like hadron events has been studied in previous works [4–7], and a sub-
electromagnetic shower originating from a high-energy π0 (Eπ0 close to Eprimary) is known to
be a major source of these backgrounds. Therefore, predictions of the π0 production spectrum,
especially close to the primary energy, are expected to determine the rate of gamma-like events
and affect the estimated gamma-ray sensitivity of IACT systems.

The Cherenkov telescope array (CTA) is a next-generation IACT project, where the plan is
to construct two km-scale telescope arrays with 19 telescopes on the Northern site, and 99 tele-
scopes on the Southern site 8. Given the large operating energy range (20 GeV to 300 TeV) of
CTA, the array will be composed of three IACT classes, designated as the large-, medium- and
small-sized telescopes (LSTs, MSTs, and SSTs). The large-scale CTA arrays with wide field-
of-view imaging cameras will allow a better coverage of the Cherenkov photons from EASs
with respect to the current IACT arrays. They will provide more detailed views of air shower
evolution, especially for hadronic showers where Cherenkov photons are scattered more widely
and less symmetrically than in gamma-ray showers. For this reason, CTA is expected to have an
excellent capability to validate hadronic interaction models, utilizing a combination of various
observables such as shower image parameters, EM sub-shower rates, muon fluxes, etc.

In this paper, we investigate the effect of the uncertainty in current interaction models on
the sensitivity estimation of CTA, by testing four models (QGSJET-II-03 [41], QGSJET-II-
04 [42], SIBYLL2.3c [20], EPOS-LHC [19]) implemented in the air shower simulation tool
CORSIKA [35] versions 6.99 and 7.69. In section 2, simulations and analysis methods used in
this work are described. The results of the comparison between interaction models are shown
in section 3. The possibility of the verification of the interaction models with CTA is discussed
in section 4.

2. Simulation and analysis

We perform two types of MC simulations to examine the effects of the difference in the
hadronic interaction models on the observables of CTA and the resulting gamma-ray sensi-
tivity. The first type of simulation is performed in order to check the properties of the EAS
secondary particles and does not include the detector response. The second type of MC sim-
ulation aims at investigating the effect on the gamma-ray sensitivity of CTA, and includes the
detector response and array configuration. In both schemes, QGSJET-II-03 in CORSIKA 6.99
and post-LHC models in CORSIKA 7.69 (QGSJET-II-04, SIBYLL2.3c, EPOS-LHC) were
used as high-energy (E > 80 GeV) interaction models in proton-induced showers. QGSJET-
II-03 is the model used to derive the current public instrument response functions (IRFs) of
CTA [43]. As for the low energy model for E < 80 GeV, a single fixed model, UrQMD1.3cr

8 The total number of telescopes to be built on each site is subject to ongoing optimisations and we assume here the
design configuration as discussed in [39, 40].
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Table 1. Some of the parameters used in the MC simulation with CTA detector response.
In order to reduce the computing cost, re-use of showers is applied using CORSIKA
CSCAT option [45]. Superposition of 20 arrays is simulated with random position off-
sets on an event-by-event basis, and the outputs are counted as 20 independent showers
with different core positions. Simulated arrival directions correspond to a circular cone
with a half-opening angle of 10 degrees. Core range corresponds to the radius of a circle
in which the array positions are randomly set. Spectral index is fixed as −2.0 in the sim-
ulation, but re-weighted in the analysis to fit the functions shown in the text as equations
(1) and (2).

Parameter Value

Site Paranal (Chile), 2150 m a.s.l.
Array configuration Prod3b [40]
Zenith angle 20 deg
Azimuthal direction North + south
Spectral index −2.0
Viewcone 10 deg
Core range 2000 m (point), 2500 m (diffuse)
Number of shower reuse 20

[44] was used. Therefore, the evaluation of the influence of the choice of hadronic interaction
model in this study is limited to that of the high energy models.

2.1. Air shower simulation without CTA detector response

In the simulation without detector response, the environmental setting such as the atmosphere
profile and the geomagnetic fields were set to be the same as in the simulation of the CTA
South site in Chile [44]. Track information of particles (particle type, energy, coordinate of
start- and end-point of the particle trajectory) in the simulated showers were extracted using
the CORSIKA PLOTSH option [45]. The primary proton energy was set to be mono-energetic
at energies of 0.1, 0.316, 1.0, 3.16, and 10 TeV and approximately 105 events were simulated
for each energy. The target nucleus was fixed as nitrogen in order to make the comparison
of the models easier. The lower energy limit of tracked EM particles (e−, e+, γ, π0) was set
to be 0.1% of the primary proton energy, Ep, to suppress large-size track outputs in high-
energy showers. Hadrons and muons were tracked until their kinetic energies become below
300 MeV and 100 MeV, respectively. From this track information, π0 particles whose energies
are within one decade of the primary proton energy (0.1Ep � Eπ0 � 1.0Ep) were collected in
order to examine the energy distribution near Ep. The fraction of the primary particle energy
carried by EM particles (γ, e−, and e+) was calculated after the third interaction. Here all the
processes (hadronic, electromagnetic, or decay) with the appearance of a new particle with
energy above 0.1% of Ep are counted as one step of the interaction. The products just after the
first interaction provide useful information to test the models as well [26], but in many cases
nucleons carry a significant fraction of energy at this early stage, and the nature of the shower
is not well determined yet (in particular its similarity to a shower from a gamma ray). For this
reason, we used the products at the third interaction where the shower has evolved sufficiently
and the energy fraction carried by the EM components becomes almost saturated for TeV
primaries.

5
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Table 2. Sizes and energy ranges of the MC simulation datasets used in the derivation
of the IRFs. The gamma-ray and electron MC datasets are the same in all sensitivity
calculations. C6.99/C7.69 denote the CORSIKA versions 6.99 and 7.69.

Gamma, 0.003–330 TeV Electron, 0.003–330 TeV Proton, 0.004–600 TeV
1 × 109 events 2 × 108 events 1.2 × 1011 events per model

C7.69 + QGSJET-II-03 C6.99 + QGSJET-II-03

C6.99 + QGSJET-II-03
Diffuse, point C7.69 + QGSJET-II-04

C7.69 + EPOS-LHC
C7.69 + SIBYLL2.3c

2.2. Simulations including CTA detector response

The simulations including detector response followed previous CTA MC simulation studies
[46]. The array configuration and detector response in this work were set to be that of the CTA
MC Production Prod3b [39, 40]. The South site array configuration of 99 telescopes with three
different telescope types was chosen as it covers the full energy range. In the derivation of the
IRFs and the sensitivity curve of a gamma-ray detector, MC simulation datasets of gamma rays
(signal), electrons, and protons (backgrounds) are required. Common gamma-ray and electron
MC datasets were used in the tests of all hadronic interaction models. The proton (QGSJET-
II-03), electron and gamma-ray MC datasets were produced on the European Grid Infrastruc-
ture (EGI) with CORSIKA 6.99. The rest of the proton MC datasets with post-LHC models
were produced with identical Prod3b setup, using computing resources in Japan consisting of
2700 × 2.2 GHz CPU cores. Input parameters for the MC simulations used in the derivation of
IRFs are shown in tables 1 and 2. Spectra of background cosmic ray protons and electrons are
set to be the same as those used in the derivation of the public IRFs [43]. They were obtained
by fitting the results of the previous direct/indirect measurements (ATIC [47], Fermi-LAT [48],
H.E.S.S. [28, 49], MAGIC [50]) with the following parameterizations of the spectra:

Proton:

dN
dE

= Cp(E/TeV)−Γp , (1)

Cp = 9.8 × 10−6 cm−2 s−1 sr−1 TeV−1, Γp = 2.62.

Electron:

dN
dE

= Ce(E/TeV)−Γe ×
[
1 + f × (exp(G(E)) − 1)

]
, (2)

G(E) = exp

(
−
(
log10(E/TeV) − μ

)2

2σ2

)
,

Ce = 2.385 × 10−9 cm−2 s−1sr−1 TeV−1,

Γe = 3.43, f = 1.950, μ = −0.101, σ = 0.741.

where a single power-law spectrum for proton, and a power-law with an additional Gaus-
sian hump for electron are assumed. f , μ, σ correspond to magnitude, center energy (in
log 10E), and standard deviation of the Gaussian, respectively. Simulation of nuclei heav-
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Figure 1. (Top) energy spectra of π0s in 1 TeV primary proton showers for the four
interaction models using CORSIKA 6.99/7.69. Hatched areas correspond to statistical
error bands, common to all figures in this work. All neutral pions in the showers are
counted. (Bottom) ratio of spectra relative to the QGSJET-II-03 spectrum.

ier than proton is not required in the derivation of the IRFs, since it is known that heavy
nuclei contribute little to the production of gamma-like background events [5, 28, 29, 46].
However, the effect of the contribution from helium is checked in section 4. We used the
single power-law energy spectrum shown in equation (1) with the following parameters for
helium:

CHe = 6.9 × 10−6 cm−2 s−1sr−1 TeV−1, ΓHe = 2.55,

where E corresponds to the energy per nucleus. The analysis method and software used in
the derivation of the CTA IRFs (EventDisplay [51], v500-rc04) are similar to those used to
produce the Prod3b ones. The basic flow of the analysis is as follows: (1) camera image
cleaning to remove night sky background9 and extraction of shower image characteristics
(calculation of Hillas parameters); (2) stereo reconstruction of shower parameters (energy,
arrival direction, shower core position, etc); (3) training of the boosted decision trees (BDT)
[9, 53, 54] for gamma/hadron classification using gamma and proton simulation datasets; (4)
optimization of the BDT output cut value; (5) estimation of the gamma-ray sensitivity and other
performance parameters using the signal events and the residual background events surviving
the optimized cut. All datasets of the four interaction models were treated in the same way,
repeating the procedure mentioned above. The analysis was optimized for the observation of
point-like sources.

9 We used the optimized next-neighbour cleaning method [52], where the cleaning threshold is determined by the fake
image probability (set to be 0.05% in this work) from the fluctuation of night-sky-background photons.
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Figure 2. (Top) probability density distribution of the energy fraction in the electromag-
netic component (γ, e−, e+) for the four interaction models for primary proton energies
of 1 TeV. (Bottom) ratio to QGSJET-II-03.

3. Results

3.1. Air shower simulation without detector response

3.1.1. Energy spectrum of neutral pions in the shower. The high-energy part of the spectrum of
the secondary π0 close to the primary proton energy is expected to affect the probability of the
production of gamma-like background events. Hard spectra close to the primary proton energy
lead to more frequent production of gamma-like events and vice versa. Figure 1 shows the π0

energy spectrum obtained with the four interaction models for 1 TeV mono-energetic primary
protons. One decade of energy below the primary energy Ep is shown. All π0s produced in
the shower are counted. The differences between the models are at the 13% level at 0.1Ep

(with respect to QGSJET-II-03) and become larger at higher energies (up to 180% at 0.8Ep).
The two QGSJET-II models produce similar spectra above 0.4Ep, and both are relatively soft.
SIBYLL2.3c produces the hardest spectrum up to 0.65Ep, which then steeply cuts off near the
primary proton energy. EPOS-LHC produces the hardest spectrum. It is expected from these
features that EPOS-LHC and SIBYLL2.3c will produce more gamma-like background events
than the two QGSJET-II models at energies around 1 TeV.

3.1.2. Energy fraction of the electromagnetic components. The gamma-like nature of an
air shower can be interpreted as the similarity of a background event to an electromagnetic

8
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Figure 3. Energy dependence of the probability of high electromagnetic fraction events
for the four interaction models. Cases with different thresholds in EM fraction are
shown: (left) 80%, (right top) 70%, (right bottom) 60%. Relation between models varies
depending on the threshold value.

shower induced by a gamma ray. The energy fraction found in the electromagnetic component
(γ, e−, e+) of the shower is expected to correlate with its gamma-like nature. For gamma-ray
primaries, this fraction is close to 100%. Figure 2 shows the probability distribution of the
energy fraction in the electromagnetic component after the third interaction for 1 TeV mono-
energetic primary protons in the four models. All models produce a peak around 1/3 with
broad tails caused by event-by-event differences of the secondary products. It should be noted
that this fraction depends on the primary proton energy and increases towards high energy.
The probability of interaction between secondary π±s and nuclei in the air is determined by
their lifetimes, which in turn depend on their energies. In the low energy limit, π±s decay into
muons10 before interacting with the air, and the energy fraction of the electromagnetic compo-
nent from π0 becomes closer to 1/3. There are additional EM components from muon decays
which increase towards the lowest energy, but in the energy budget they reach up to 1/3 of π0

component even if all the muons decay before reaching the ground.
The probability of high EM-fraction events is a good indicator for the production rate of

gamma-like events. As expected from the π0 spectrum, EPOS-LHC and SIBYLL2.3c indicate
higher EM-fraction probabilities than the two QGSJET-II models. Figure 3 shows the energy
dependence of the probability of high electromagnetic fraction (EM) events (EEM/Eprimary >
80%, 70% and 60%) for primary proton energies from 0.1 to 10 TeV. An energy dependence
is observed for this fraction for EPOS-LHC, decreasing towards lower energies and crossing
with SIBYLL2.3c around 1 TeV in the case of EEM/Eprimary > 80%. The energy where the
SIBYLL2.3c and EPOS-LHC cross depends on the selection of the threshold in energy frac-
tion. Lowering this threshold value makes the crossing point of EPOS-LHC and SIBYLL2.3c
higher, and the difference between QGSJET-II-03 and QGSJET-II-04 larger. The crossing point

10 Kaons (K±) also contribute to the muon production, but their contribution is an order of magnitude lower than that
of π± in the energy budget.
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Figure 4. (Top) ratio of the mean reconstructed energy (Erecγ ) to the true simulated
energy (Etrue) for the four interaction models, after image cleaning and before the selec-
tion of gamma-like events. Energy is reconstructed assuming the incoming particles are
gamma rays, which leads to the systematically lower Erecγ compared to Etrue. Events
with telescope multiplicity �4 are plotted, regardless of the type of the telescope. The
horizontal dashed line in the upper panel corresponds to 1/3. Ratio of mean Erecγ in each
energy bin with respect to the QGSJET-II-03 model is also shown in the lower panel.
(Bottom left) standard deviation (SD) of the distributions of Erecγ divided by Etrue, and
the corresponding ratio to the QGSJET-II-03 model. (Bottom right) Erecγ distributions
for the protons with Etrue of 0.99–1.01 TeV (a substitute of mono-energetic proton of
1 TeV, events are re-weighted to make an uniform energy distribution within this narrow
energy band).

for the case of EEM/Eprimary > 80% is close to the results of the differential sensitivity study
presented in the next section. It should also be noted that smaller IACT arrays tend to have
higher probabilities of misidentifying protons as gamma rays even if the energy fraction in
electromagnetic components is low, as they might observe an electromagnetic sub-shower only
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Figure 5. Collection areas with respect to Etrue for the four interaction models, with the
same event selection as the energy scale plot. Note that this collection area was calculated
for the diffuse protons and the resulting value depends on the range of the input angle.
(Left) input angle <10 degrees, (right) input angle <1 degree. The range is defined as a
half-opening angle of a circular cone.

and not the entire air shower. Therefore a fixed threshold value for this EM fraction over a broad
energy range may be over-simplified considering the design of CTA.

3.2. Simulations including the CTA detector response

The simulation including the CTA detector response aims at investigating how the differ-
ences in interaction models affect the observables of IACTs and their sensitivity to gamma-
ray sources. In this section, we discuss energy scale11, proton shower rates, collection
area, distributions of basic shower parameters, multivariate analysis (MVA) parameters for
gamma/hadron separation, and gamma-ray sensitivity. A point-like gamma-ray source is
assumed in the derivation of the gamma-ray sensitivity.

3.2.1. Relation between reconstructed and simulated energy and the impact on proton shower
rate. Since the major contributors for Cherenkov photon emission in extensive air showers are
electrons and positrons, the energy fraction carried by the electromagnetic component affects
the energy estimation in IACT analyses. The difference in hadronic interaction models can
be seen in the relation between the average reconstructed gamma-ray energy (Erecγ ; proton
events are reconstructed assuming that they are gamma-ray events) and the true simulated pro-
ton energy (Etrue). This difference subsequently modifies the rate of proton showers surviving
selection cuts as a function of Erecγ . Figure 4 shows the relation between Erecγ and Etrue for pro-
ton events produced with the four interaction models, after image cleaning, before the selection
of gamma-like events and after requiring a telescope multiplicity �4 regardless of the type of
the telescope. The average reconstructed energy is close to Erecγ = 1

3 Etrue around 1 TeV. (It
should be noted that Erecγ /Etrue becomes larger after the selection of gamma-like events, since
the gamma-like events have a higher energy fraction in the electromagnetic components.) It

11 The energy scale here is the relation between the simulated proton energy and the reconstructed energy obtained
from the Cherenkov image analysis.
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Figure 6. Distributions of basic shower parameters for proton events produced with the
four interaction models, for energies Erecγ of 1–10 TeV. Histograms are normalized by
areas (number of the accepted events). The difference in shower rates from the effect
shown in figure 4 is not included. (Top) MRSW, (bottom left) MRSL, (bottom right)
height of shower maximum, measured from the observation level.

can be seen in figure 4 that Erecγ is not proportional to Etrue and increases towards high energy
and reaches 1

2 Etrue at 30 TeV. The increase in the low energy region (<300 GeV) is due to
the effect of the bias in the selection of events with an upward fluctuation in the number of
Cherenkov photons, and to the additional EM components from muon decay. In the 1–10 TeV
region there is a 5%–7% difference seen in Erecγ between the models. QGSJET-II-04 is lower
than others, reflecting that it has more events with a low electromagnetic fraction, as shown
in figure 2. The 5%–7% difference in Erecγ propagates to an 8%–12% difference in the pro-
ton shower rate, assuming a primary cosmic ray proton spectrum index of −2.62. Differences
in proton shower rate in turn affect sensitivity to gamma-ray sources estimates. Figure 4 also
shows the standard deviation (SD) of Erecγ with respect to Etrue, along with Erecγ distribution for
the protons with Etrue of 0.99–1.01 TeV (a substitute of mono-energetic proton of 1 TeV). Pro-
ton events have more complex images than gamma events and it makes reconstruction of the
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Figure 7. (Left) BDT distributions of gamma (signal) and proton (background) for the
four interaction models. BDTs are trained with each interaction model. Data subset of
0.0 � log 10(E/TeV) � 0.75 and offset angle <0.5 degrees is shown. (Right) relation
between the acceptance of background and signal, obtained by scans of cut value on the
BDT response shown in the left figure. Comparison of the background acceptance at a
certain signal acceptance gives a measure of the degree of separation between gamma
and proton.

shower core positions more difficult (∼150 m as a 68% containment radius for 1 TeV proton).
The limited accuracy of the estimated impact parameter is propagated to the energy estimation.
Along with the effect of the variation in the products in the hadronic interaction, Erecγ has a
large distribution width, 0.2 TeV in SD for Etrue 1 TeV proton. The uncertainty in the recon-
structed energy is estimated on an event-by-event basis and it is used in the MVA analysis for
gamma/hadron separation.

3.2.2. Collection area. Figure 5 shows the proton collection area for the four interaction mod-
els with respect to Etrue. The same event selection as used in the energy scale plot was applied.
Here the effective area is simply calculated as Sscat × Naccepted

Nsimulated
, where Sscat is the area in which

the shower core positions were scattered in the simulation, and Nsimulated and Naccepted are num-
bers of simulated events and survived events after event selection. Since the incoming protons
have a uniform distribution in their directions, the calculated effective area strongly depends
on the range of the input angle. Figure 5 shows two cases for the input angle range, 10 degrees
(left) and 1 degree (right). The range is defined as half-opening angle of a circular cone.

As for the 10 degrees case, the difference among models is small in high energy regions
(less than 5% above 3 TeV) and becomes larger towards low-energy, reaching 10% level at
0.3 TeV. This difference is expected to reflect the combined effect of difference in the pro-
duction of EM components and spatial pattern of Cherenkov photons on the ground. In the
1 degree case, the effect of different field-of-view sizes between the telescopes is eliminated
by targeting the protons within a narrow cone around the telescope optical axis. The overall
value of the collection area becomes higher, and the rapid increase towards higher energies
is mitigated compared with the 10 degrees case. As for the relations between the models, it
shows a similar trend to the 10 degrees case (with just a few percent drop for SIBYLL2.3c
and EPOS-LHC at the lowest energy). This feature suggests that the difference of the angular
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Figure 8. Differential gamma-ray sensitivity of the CTA South array to a point-source
and the three conditions which determine the sensitivity. Prod3b-v1 public IRF with
50 h observation time is shown [58, 59]. QGSJET-II-03 is used in the proton simulation.
Differential sensitivity depends on the energy bin size, and five bins per decade are used.

distributions of secondary particles between the models is not so large to affect the collection
area significantly.

3.2.3. Distributions of basic shower parameters. Properties of secondary particles (angular
distributions, energy spectra, particle types) produced in shower interactions determine the
topology of shower images observed in IACTs. The typical parameters representing the shower
features are width, length, and the height of shower maximum (here called shower maximum).
Width and length correspond respectively to the observed lateral and longitudinal size of a
shower image in a single telescope camera. Combining the parameters from each telescope
and taking into account the expected dependency on the impact parameter and intensity (sum
of photo-electrons of a shower image), the mean reduced scaled width (MRSW) and mean
reduced scaled length (MRSL) [55] are calculated,

MRSW =
1

Ntel

Ntel∑
i

Widthi − Widthexpected(Ri, Ii)
σexpected(Ri, Ii)

, (3)

where N tel is the number of triggered telescopes, and Ri and Ii are the impact parameter and
intensity of the ith image. The expectation value is extracted from look-up tables prepared
from MC gamma-ray events in the relevant zenith and azimuth angle region. The MRSL is
calculated similarly. Figure 6 shows the distributions of the shower parameters, MRSW, MRSL,
and the shower maximum for the four interaction models in the 1 < Erecγ < 10 TeV band. A
telescope multiplicity of 4 for any type of telescopes (NLST = 4 or NMST � 4 or NSST � 4) is
required (tighter event selection than in the case of the energy scale; this multiplicity criterion
is used in the following analysis steps leading to the sensitivity curve derivation). An offset
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Figure 9. (Top left) Differential sensitivities for observations of a point-like gamma-ray
source for three different observation times (50, 5, and 0.5 h). Proton events produced
with four interaction models are used for the background estimations. (Bottom left) ratio
of the sensitivity to QGSJET-II-03 for the 50 h observation case. (Top right) residual
background rates, the sum of protons and electrons (p + e−) and electrons only (e−), for
50 h observation time. The four electron rate curves overlap as differences between the
models are small. Two energy bins are merged compared with the left figure, in order to
reduce the statistical fluctuations. (Bottom right) ratio of the residual background rates
to QGSJET-II-03. The re-use of showers (20 times) in the simulation makes fluctua-
tions look larger in the sensitivity curve (and residual background rates) compared to
expectations from basic event statistics.

angle12 of less than 1.5 degrees is also required in order to select well-contained events in
the imaging camera. The distributions are normalized by their areas so that the differences
in shower rate between models are not considered. MRSW is the most effective parameter
to distinguish between gamma and hadron primaries at TeV energies. In the MRSW < 1.0
region (or gamma-like region), EPOS-LHC and SIBYLL2.3c produce more events than the
two QGSJET-II models, as expected. The QGSJET-II-03 and 04 distributions in this region
are similar. Excluding the difference in the shower rate, the ratios of events to QGSJET-II-
03 in the MRSW < 1.0 region are: −9 ± 1% (QGSJET-II-04), 31 ± 1% (EPOS-LHC) and
29 ± 1% (SIBYLL2.3c). In the MRSW > 1.0 region (proton-like region), a difference can be
seen between QGSJET-II-03 and 04, where the peak position of the QGSJET-II-04 distribution
deviates towards higher MRSW values. For the MRSL and the shower maximum parameters a
good agreement between the models is seen.

3.2.4. Distributions of MVA parameter. The basic shower parameters are used in a multivariate
analysis (MVA) to produce a single indicator (gammaness) for gamma-hadron classification.
The BDT technique implemented in ROOT TMVA [56] was used with 11 input parameters,
including those shown in figure 6. MC datasets of diffuse gamma rays and protons are used
as signal and background samples for the training of BDTs. MC datasets are divided into 54

12 The offset angle is defined as the angular distance between the reconstructed arrival position and the camera center.
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subsets according to their Erecγ (9 bins) and offset angles (6 bins), and training was performed
with each subset. In evaluating the BDT response, a relevant BDT is selected from the 54 sub-
sets, based on the energy and offset angle of the event. Figure 7 shows the BDT distributions
of gamma (signal) and proton (background) events produced with the four interaction models
in one of the subsets (1.0 TeV � Erecγ � 5.6 TeV and offset angle <0.5 degrees). Since the
BDTs are trained with each interaction model, the distributions of BDT response for gamma
rays are also different from model to model. The proton BDT distributions for EPOS-LHC
and SIBYLL2.3c have more tail components in the gamma-like (BDT > 0) region. However,
a comparison of the models using proton BDT distributions should take into account the sig-
nal acceptance. We obtained a fraction of events which survives an event selection with a
cut value (ζ thres) on BDT response (ζ), as a function of ζ thres: C(ζ thres) = N(ζ > ζ thres)/Ntotal,
where N is the number of events. This function was obtained both for proton (background)
and gamma (signal). The right panel of figure 7 shows the relation between Cbackground(ζ thres)
and Csignal(ζ thres), obtained with scans on the value of ζ thres. Comparison of the background
acceptances at a certain signal acceptance gives a measure of the degree of separation between
gamma and proton. Two QGSJET models show similar acceptance of background and EPOS-
LHC and SIBYLL2.3c have higher values than them. This feature is consistent with the
expectation from the π0 spectra and EM fraction of those models.

3.2.5. Effect of hadronic models on the gamma-ray sensitivity to a point-source. The differ-
ential sensitivity corresponds to the minimum detectable flux in each energy bin, where we set
five bins in a decade. Three conditions are required for a significant detection: (1) statistical
significance of the signal with respect to a background fluctuation Nσ � 5, where the signifi-
cance definition by Li & Ma is used (equation (17) in reference [57] with ON/OFF ratio factor
α = 0.2); (2) a minimum number of signal events, Ngamma � 10; (3) signal-to-background
ratio, NS/NB � 0.05. These values are calculated using the number of residual events after
the gamma-like event selection and angular cut. With an assumption of the observation time
and gamma-ray flux, the cut position in BDT is selected in each energy bin so that all three
conditions above are fulfilled with the lowest possible gamma-ray flux in the bin.

Figure 8 shows the relation of the three detection conditions with respect to the gamma-
ray energy. The public IRF of the CTA South array for a point source (prod3b-v1 [58, 59])
is used in the plot, with an assumption of 50 h observation time. Through the optimization
of the gamma/hadron separation cut, the sensitivity curve is affected by the uncertainty in
the hadronic interaction across the entire energy band, but the difference arising from this
uncertainty is expected to be more clearly seen in the energy regions where the two background-
related conditions determine the sensitivity: signal-to-background ratio in the < 0.1 TeV
region, and Li & Ma significance in the 0.1–20 TeV region.

Figure 9 shows the gamma-ray differential sensitivity curves and the expected background
rates of the CTA South array for the four interaction models. A point-like gamma-ray source
is assumed, and the analysis is optimized for best point-source sensitivity while fulfilling the
requirements of the angular and energy resolution. At the highest energies, above 30 TeV, dif-
ferences among models are hardly seen, as the sensitivity curve is determined by the minimum
number of signal events requirement (Nγ � 10), and hence constrained by the footprint of the
telescope array.

As for the lowest energies, below 0.1 TeV, the sensitivity is determined by the NS/NB �
0.05 condition, which might make the difference between models clearer than the Li & Ma case
(approximately proportional to NS/

√
NB for a sufficient number of events). However, the effect

of the common low-energy hadronic interaction model used where Etrue < 80 GeV becomes
more significant in this energy band, and as a result, the difference of the sensitivity between the
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models is modest. In the 0.1–30 TeV region, the Li & Ma significance condition determines the
sensitivity, but the major components of the background switch from being electron dominated
(low energy side) to proton dominated around 1 TeV. Thus, differences among models are
clearer in the 1–30 TeV region. The differences in sensitivity are caused by differences in the
residual background rates which are (as a ratio to QGSJET-II-03): 3 ± 12% for QGSJET-II-04,
120 ± 34% for EPOS-LHC and 54 ± 10% for SIBYLL2.3c (here the errors correspond to the
dispersion of data points in the target energy band). This causes up to ∼30% differences in the
gamma-ray sensitivity (as a ratio to QGSJET-II-03): 2 ± 6% for QGSJET-II-04, 32 ± 14% for
EPOS-LHC, and 18 ± 9% for SIBYLL2.3c. The re-use of showers (20 times) in the simulation
makes fluctuations look larger in the sensitivity curve compared to expectations from basic
event statistics, which is pronounced in high energy region for EPOS-LHC with its hard π0

spectrum.

4. Discussion

4.1. Effect on the CTA performance of post-LHC models

Of the four interaction models used in this work, QGSJET-II-03 is pre-LHC, and the others are
post-LHC generations. QGSJET-II-04 is the same model as QGSJET-II-03 but re-parametrized
to fit LHC data. Thus, the comparison between QGSJET-II-03 and 04 allows us to test the effect
of LHC data on the estimation of the CTA performance. A comparison of the three post-LHC
models, on the other hand, allows us to estimate the systematic uncertainties arising from the
different physics implementations in these three models.

In the comparison of QGSJET-II-03 and 04, differences in the event rate are more signifi-
cant before the selection of gamma-like events (10%) and become smaller after the selection
(3%). As a consequence, the re-parameterization using LHC data does not affect the estima-
tion of CTA performance as a gamma-ray detector. Lower energy collider experiments such as
NA61/SHINE can provide more useful information. On the other hand, this difference between
the two QGSJET-II models can affect the measurement of cosmic ray nuclei spectra by IACTs.

In the comparison of the three post-LHC models, the difference between models in event
rate grows from 10% to 50%–120% after selecting gamma-like events, the opposite trend to
the QGSJET-II case. The difference in the physics implementations has a larger effect on the
CTA sensitivity. The choice of the observables for the verification of the interaction model
should be carefully made considering which model parameter to investigate. Further studies
are needed from this point of view.

4.2. Possibility of the verification of hadronic interaction models using CTA and current
IACTs

CTA is expected to be able to test hadronic interaction models through various observables. By
comparing OFF-source data with MC predictions in different observables distributions, IACT
arrays can contribute to the validation of the interaction models. The model verification capa-
bility correlates with the particle identification power, and CTA will have the best performance
for that with its large telescope arrays.

Validation of the hadronic interaction models using measurements from non-IACT air
shower experiments has been done before ([60–63], etc). As for IACTs, observables such as
muon counts, cosmic ray rates, shower image parameters, and gamma-like event rates can be
used for the validation. A particular advantage of using the rate of gamma-like events in an
IACT system is that the background events with hadronic origins are almost entirely from
cosmic ray protons (see e.g., references [5, 28, 29]). It is consistent with the expectation that
emission of very energetic π0 close to the primary energy occurs only if the primary is a single
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Figure 10. (Top) BDT distributions which represent gammaness of proton events for the
four interaction models and energies in the 1 � Erecγ � 10 TeV region, where higher
BDT response values correspond to more gamma-like features. Identical BDTs trained
with QGSJET-II-03 are used to obtain distributions of all models for the direct com-
parison. The contributions from cosmic ray electrons and helium are calculated from
the expected spectrum described in section 1. (Bottom) ratio to QGSJET-II-03. The
expected contributions from cosmic ray electrons are taken into account, which makes
the differences between models smaller for larger BDT responses.

nucleon. This feature contrasts with the model verification using muon counts, in which heavy
nuclei produce more muons than protons and the cosmic ray composition is a non-negligible
factor to be considered. However, even when using observables other than the gamma-like
event rate, IACTs have an overlap in energy band with direct observations of cosmic ray nuclei.
These independent measurements limit the effect of the uncertainty in the input cosmic ray
spectra, including its heavy components.

Figure 10 shows BDT response distributions of protons with the four interaction mod-
els in the energy range 1 < Erecγ < 10 TeV. Distributions of helium and electrons are also
shown, where the distributions are scaled to reproduce the spectra described in section 2. A
common BDT trained with gamma ray and QGSJET-II-03 proton events is used to directly
compare the distributions (in the derivation of the sensitivity curve, BDTs are trained with
each interaction model). Distributions of proton events in the gamma-like region reflect the
features of the energy spectrum of π0s near the primary proton energy and the probability of
high-electromagnetic-fraction events. The two QGSJET-II models decline faster towards the
gamma-like region than the other two models. The EPOS-LHC model predicts more events
in the very-gamma-like region (BDT > 0.3) than SIBYLL2.3c. As for other particles, the
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helium contribution is less than 2% in the gamma-like region (BDT > 0). However, we need
to consider the appearance of electrons in the very-gamma-like region. Those will make the
comparison more difficult at low energies due to the soft electron spectrum (Γe = 3.43). Even
taking into account the contribution from cosmic ray electrons, differences between models
reach around 100% (at BDT = 0.3, 14 ± 14% for QGSJET-II-04, 127 ± 25% for EPOS-LHC,
and 97 ± 22% for SIBYLL2.3c with respect to QGSJET-II-03). This parameter is relatively
a good measure for verifying interaction models; models are compared where the difference
becomes large and almost free from the uncertainty in the cosmic ray nuclei composition.
However, in the application to the data, this parameter may be largely affected by systematic
uncertainties in the detector calibration; it uses a small fraction of events in the tail component
of the broad parameter distribution. The matching between MC simulation and telescope data
should be carefully examined including non-gamma-like events. Another merit of this veri-
fication method is that it needs no dedicated observation time nor special observation mode.
Background events obtained in the gamma-ray observations can be reused for this purpose,
as in the previous cosmic ray electron measurements by IACTs [28, 29, 49]. Current IACT
systems are also expected to have a significant capability for model verification, though the
discrimination capability is limited compared to CTA. Feedback from the data accumulated so
far is encouraged.

The analysis method in this work follows the standard gamma-ray analysis and is not opti-
mized for the interaction model verification. Though rates of gamma-like events turned out to
be a good basis for the model verification, further development of the analysis methods spe-
cialized for the interaction model validation is possible which will increase the sensitivity to
differences between the models.

5. Conclusion

We performed two types of Monte Carlo simulations to investigate the effect of uncertain-
ties in hadronic interaction models on gamma-ray sensitivities for the CTA South array. Four
interaction models (QGSJET-II-03, QGSJET-II-04, EPOS-LHC, SIBYLL2.3c) are considered
using the air-shower simulation code CORSIKA 6.99/7.69. The first type of simulation with-
out detector response is performed to reveal differences in secondary particle products in air
showers. The second type of simulation includes the detector response and tests the difference
in observables and gamma-ray sensitivities for the planned Southern site of the Cherenkov
Telescope Array.

As expected, the models with harder π0 energy spectra near the primary proton energy
produce more gamma-like events. Differences between models reach up to a factor 2 in the
predicted residual background rate. The impact on the differential gamma-ray sensitivities is
most dominant in the 1 to 30 TeV region, where the decisive condition to determine the sen-
sitivity is the significance of the signal above the residual background fluctuations and the
major background are protons. Differences of up to 30% in the sensitivity in this energy range
are observed between the hadronic interaction models. The relation between models shows
an energy dependence; the highest background rate is predicted by SIBYLL2.3c below 1 TeV
and switches to EPOS-LHC above 1 TeV. This relation is consistent with the results from the
simulation without detector response. The two QGSJET-II models show almost similar sensi-
tivity and residual background rates, which is also expected from their π0 spectrum feature.
Using the gamma-like proton rates in the interaction model verification has at least two advan-
tages; the test can be done where differences between models become large, and this test is
free from the uncertainty in cosmic ray nuclei composition. However, there is room to develop
more sophisticated analysis methods specialized for the interaction model verification. These
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results show that IACTs are suitable detectors for the verification of the hadronic interaction
models. Along with the current IACTs, CTA is the most promising detector to join the activity
of verifying and improving the existing interaction models, as collider and other air shower
experiments have done for many years.
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[7] Sobczyńska D 2015 J. Phys. G: Nucl. Part. Phys. 42 095201
[8] Albert J et al 2008 Nucl. Instrum. Methods A 588 424
[9] Krause M, Pueschel E and Maier G 2017 Astropart. Phys. 89 1

[10] Aguilar M et al 2015 Phys. Rev. Lett. 114 171103
[11] Aguilar M et al (AMS Collaboration) 2014 Phys. Rev. Lett. 113 221102
[12] Adriani O et al (CALET Collaboration) 2019 Phys. Rev. Lett. 122 181102
[13] Adriani O et al (CALET Collaboration) 2017 Phys. Rev. Lett. 119 181101

20

https://doi.org/10.5281/zenodo.4709159
http://www.cta-observatory.org/consortium_acknowledgments
https://orcid.org/0000-0002-5056-0968
https://orcid.org/0000-0002-5056-0968
https://orcid.org/0000-0003-4544-9808
https://orcid.org/0000-0003-4544-9808
https://orcid.org/0000-0003-0865-233X
https://orcid.org/0000-0003-0865-233X
https://orcid.org/0000-0001-9868-4700
https://orcid.org/0000-0001-9868-4700
https://orcid.org/0000-0001-8065-3252
https://orcid.org/0000-0001-8065-3252
https://orcid.org/0000-0002-1344-9080
https://orcid.org/0000-0002-1344-9080
https://orcid.org/0000-0002-6790-5328
https://orcid.org/0000-0002-6790-5328
https://orcid.org/0000-0003-4727-7288
https://orcid.org/0000-0003-4727-7288
https://orcid.org/0000-0002-6045-9839
https://orcid.org/0000-0002-6045-9839
https://doi.org/10.1016/s0927-6505(00)00159-6
https://doi.org/10.1016/s0927-6505(00)00159-6
https://doi.org/10.1103/PhysRevD.98.022009
https://doi.org/10.1103/PhysRevD.98.022009
https://doi.org/10.1016/j.astropartphys.2007.04.009
https://doi.org/10.1016/j.astropartphys.2007.04.009
https://doi.org/10.1016/j.astropartphys.2017.10.005
https://doi.org/10.1016/j.astropartphys.2017.10.005
https://doi.org/10.1088/0954-3899/34/11/005
https://doi.org/10.1088/0954-3899/34/11/005
https://doi.org/10.1088/0954-3899/42/9/095201
https://doi.org/10.1088/0954-3899/42/9/095201
https://doi.org/10.1016/j.nima.2007.11.068
https://doi.org/10.1016/j.nima.2007.11.068
https://doi.org/10.1016/j.astropartphys.2017.01.004
https://doi.org/10.1016/j.astropartphys.2017.01.004
https://doi.org/10.1103/PhysRevLett.114.171103
https://doi.org/10.1103/PhysRevLett.114.171103
https://doi.org/10.1103/PhysRevLett.113.221102
https://doi.org/10.1103/PhysRevLett.113.221102
https://doi.org/10.1103/PhysRevLett.122.181102
https://doi.org/10.1103/PhysRevLett.122.181102
https://doi.org/10.1103/PhysRevLett.119.181101
https://doi.org/10.1103/PhysRevLett.119.181101


J. Phys. G: Nucl. Part. Phys. 48 (2021) 075201 M Ohishi et al

[14] An Q et al (DAMPE) 2019 Sci. Adv. 5 eaax3793
[15] Ambrosi G et al 2017 Nature 552 63
[16] Barone V and Predazzi E 2002 High-Energy Particle Diffraction (Texts and Monographs in Physics

Vol 565) (Berlin: Springer)
[17] Evans L and Bryant P 2008 J. Inst. 3 S08001
[18] Kalmykov N N, Ostapchenko S S and Pavlov A I 1997 Nucl. Phys. B Proc. Suppl. 52 17
[19] Pierog T et al 2015 Phys. Rev. C 92 034906
[20] Fedynitch A et al 2019 Phys. Rev. D 100 103018
[21] Engel R, Heck D and Pierog T 2011 Annu. Rev. Nucl. Part. Sci. 61 467
[22] Calcagni L, García Canal C A, Sciutto S J and Tarutina T 2018 Phys. Rev. D 98 083003
[23] Prado R R 2017 PoS ICRC2017 315 35th Int. Cosmic Ray Conf. (Busan)
[24] Unger M (NA61) 2020 PoS ICRC2019 446 36th Int. Cosmic Ray Conf. (Madison)
[25] Parsons R D, Bleve C, Ostapchenko S S and Knapp J 2011 Astropart. Phys. 34 832
[26] Parsons R D and Schoorlemmer H 2019 Phys. Rev. D 100 023010
[27] Mitchell A M W, Dembinski H P and Parsons R D 2019 Astropart. Phys. 111 23
[28] Aharonian F et al (H.E.S.S. Collaboration) 2008 Phys. Rev. Lett. 101 261104
[29] Archer A et al (The VERITAS Collaboration) 2018 Phys. Rev. D 98 062004
[30] Aharonian F et al (HEGRA) 1999 Phys. Rev. D 59 092003
[31] Aharonian F et al 2007 Phys. Rev. D 75 042004
[32] Hillas A M 1979 Proc. 16th Int. Cosmic Ray Conf. (Kyoto) vol 6
[33] Konopelko A K and Plyasheshnikov A V 2000 Nucl. Instrum. Methods A 450 419
[34] Capdevielle J N et al 1992 The Karlsruhe Extensive Air Shower Simulation Code Corsika Kern-

forschungszentrum Karlsruhe kfk 4998
[35] Heck D et al 1998 Report Fzka 6019 KarlsruheForschungszentrum
[36] Fletcher R S, Gaisser T K, Lipari P and Stanev T 1994 Phys. Rev. D 50 5710
[37] Ostapchenko S et al 2005 Proc. 29th Int. Cosmic Ray Conf. (Pune) vol 7
[38] Engel R, Gaisser T, Stanev T and Lipari P 1999 Proc. 26th Int. Cosmic Ray Conf. vol 1
[39] Acharyya A et al (the CTA consortium) 2019 Astropart. Phys. 111 35
[40] Maier G et al 2019 PoS ICRC2019 733 36th Int. Cosmic Ray Conf. (Madison)
[41] Ostapchenko S 2006 Nucl. Phys. B Proc. Suppl. 151 143
[42] Ostapchenko S 2011 Phys. Rev. D 83 014018
[43] CTA Consortium CTA performance see CTA website https://cta-observatory.org/science/cta-

performance/ https://cta-observatory.org/science/cta-performance/
[44] Hassan T et al 2017 Astropart. Phys. 93 76
[45] Heck DPierog T Extensive air shower simulation with CORSIKA: a user’s guide https://web.ikp.kit

.edu/corsika/usersguide/usersguide.pdf
[46] Bernlöhr K et al 2013 Astropart. Phys. 43 171
[47] Panov A D et al 2009 Bull. Russ. Acad. Sci. Phys. 73 564
[48] Ackermann M et al (Fermi LAT Collaboration) 2010 Phys. Rev. D 82 092004
[49] Aharonian F et al 2009 Astron. Astrophys. 508 561
[50] Borla T D et al (MAGIC collaboration) 2011 Proc. 32nd Int. Cosmic Ray Conf. (Beijin) vol 6
[51] Maier G et al 2017 PoS ICRC2017 747 35th Int. Cosmic Ray Conf. (Busan)
[52] Shayduk M (CTA Consortium) 2013 Proc. 33rd Int. Cosmic Ray Conf. (Rio de Janeiro)
[53] Breiman L, Friedman J H, Olshen R A and Stone C J 1984 Classification and Regression Trees

(Monterey, CA: Wadsworth and Brooks)
[54] Freund Y and Schapire R E 1999 Proc. 16th Int. Joint Conf. On Artificial Intelligence (Morgan

Kaufmann)
[55] Aharonian F et al 2006 Astron. Astrophys. 457 899
[56] Hoecker A et al 2007 TMVA – toolkit for multivariate data analysis (arXiv:physics/0703039)
[57] Li T-P and Ma Y-Q 1983 Astrophys. J. 272 317
[58] Acharya B S et al (the CTA Consortium) 2019 Science with the Cherenkov Telescope Array

(Singapore: World Scientific)
[59] CTA Consortium CTA performance (prod3b-v1) https://cta-observatory.org/science/cta-

performance/cta-prod3b-v1/
[60] Aab A et al (Pierre Auger Collaboration) 2016 Phys. Rev. Lett. 117 192001
[61] Abbasi R U et al (Telescope Array) 2018 Phys. Rev. D 98 022002
[62] Antoni T et al 2001 J. Phys. G: Nucl. Part. Phys. 27 1785–98
[63] Amenomori M et al 2019 EPJ Web Conf. 208 08013

21

https://doi.org/10.1126/sciadv.aax3793
https://doi.org/10.1126/sciadv.aax3793
https://doi.org/10.1038/nature24475
https://doi.org/10.1038/nature24475
https://doi.org/10.1088/1748-0221/3/08/s08001
https://doi.org/10.1088/1748-0221/3/08/s08001
https://doi.org/10.1016/s0920-5632(96)00846-8
https://doi.org/10.1016/s0920-5632(96)00846-8
https://doi.org/10.1103/physrevc.92.034906
https://doi.org/10.1103/physrevc.92.034906
https://doi.org/10.1103/physrevd.100.103018
https://doi.org/10.1103/physrevd.100.103018
https://doi.org/10.1146/annurev.nucl.012809.104544
https://doi.org/10.1146/annurev.nucl.012809.104544
https://doi.org/10.1103/physrevd.98.083003
https://doi.org/10.1103/physrevd.98.083003
https://doi.org/10.1016/j.astropartphys.2011.02.007
https://doi.org/10.1016/j.astropartphys.2011.02.007
https://doi.org/10.1103/physrevd.100.023010
https://doi.org/10.1103/physrevd.100.023010
https://doi.org/10.1016/j.astropartphys.2019.03.005
https://doi.org/10.1016/j.astropartphys.2019.03.005
https://doi.org/10.1103/PhysRevLett.101.261104
https://doi.org/10.1103/PhysRevLett.101.261104
https://doi.org/10.1103/PhysRevD.98.062004
https://doi.org/10.1103/PhysRevD.98.062004
https://doi.org/10.1103/PhysRevD.59.092003
https://doi.org/10.1103/PhysRevD.59.092003
https://doi.org/10.1103/PhysRevD.75.042004
https://doi.org/10.1103/PhysRevD.75.042004
https://doi.org/10.1016/s0168-9002(00)00272-2
https://doi.org/10.1016/s0168-9002(00)00272-2
https://doi.org/10.1103/physrevd.50.5710
https://doi.org/10.1103/physrevd.50.5710
https://doi.org/10.1016/j.astropartphys.2019.04.001
https://doi.org/10.1016/j.astropartphys.2019.04.001
https://doi.org/10.1016/j.nuclphysbps.2005.07.026
https://doi.org/10.1016/j.nuclphysbps.2005.07.026
https://doi.org/10.1103/physrevd.83.014018
https://doi.org/10.1103/physrevd.83.014018
https://cta-observatory.org/science/cta-performance/
https://cta-observatory.org/science/cta-performance/
0
https://doi.org/10.1016/j.astropartphys.2017.05.001
https://doi.org/10.1016/j.astropartphys.2017.05.001
https://web.ikp.kit.edu/corsika/usersguide/usersguide.pdf
https://web.ikp.kit.edu/corsika/usersguide/usersguide.pdf
https://doi.org/10.1016/j.astropartphys.2012.10.002
https://doi.org/10.1016/j.astropartphys.2012.10.002
https://doi.org/10.3103/S1062873809050098
https://doi.org/10.3103/S1062873809050098
https://doi.org/10.1103/PhysRevD.82.092004
https://doi.org/10.1103/PhysRevD.82.092004
https://doi.org/10.1051/0004-6361/200913323
https://doi.org/10.1051/0004-6361/200913323
https://doi.org/10.1051/0004-6361:20065351
https://doi.org/10.1051/0004-6361:20065351
https://arxiv.org/abs/physics/0703039
https://doi.org/10.1086/161295
https://doi.org/10.1086/161295
https://cta-observatory.org/science/cta-performance/cta-prod3b-v1/
https://cta-observatory.org/science/cta-performance/cta-prod3b-v1/
https://doi.org/10.1103/PhysRevLett.117.192001
https://doi.org/10.1103/PhysRevLett.117.192001
https://doi.org/10.1103/PhysRevD.98.022002
https://doi.org/10.1103/PhysRevD.98.022002
https://doi.org/10.1088/0954-3899/27/8/308
https://doi.org/10.1088/0954-3899/27/8/308
https://doi.org/10.1088/0954-3899/27/8/308
https://doi.org/10.1088/0954-3899/27/8/308
https://doi.org/10.1051/epjconf/201920808013
https://doi.org/10.1051/epjconf/201920808013

	Effect of the uncertainty in the hadronic interaction models on the estimation of the sensitivity of the Cherenkov telescope array
	1.  Introduction
	2.  Simulation and analysis
	2.1.  Air shower simulation without CTA detector response
	2.2.  Simulations including CTA detector response

	3.  Results
	3.1.  Air shower simulation without detector response
	3.1.1.  Energy spectrum of neutral pions in the shower.
	3.1.2.  Energy fraction of the electromagnetic components.

	3.2.  Simulations including the CTA detector response
	3.2.1.  Relation between reconstructed and simulated energy and the impact on proton shower rate.
	3.2.2.  Collection area.
	3.2.3.  Distributions of basic shower parameters.
	3.2.4.  Distributions of MVA parameter.
	3.2.5.  Effect of hadronic models on the gamma-ray sensitivity to a point-source.


	4.  Discussion
	4.1.  Effect on the CTA performance of post-LHC models
	4.2.  Possibility of the verification of hadronic interaction models using CTA and current IACTs

	5.  Conclusion
	Acknowledgments
	Data availability statement
	ORCID iDs
	References


