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Abstract
Simulation-based methods such as approximate Bayesian computation (ABC) are 
well-adapted to the analysis of complex scenarios of populations and species genetic 
history. In this context, supervised machine learning (SML) methods provide attrac-
tive statistical solutions to conduct efficient inferences about scenario choice and pa-
rameter estimation. The Random Forest methodology (RF) is a powerful ensemble of 
SML algorithms used for classification or regression problems. Random Forest allows 
conducting inferences at a low computational cost, without preliminary selection of 
the relevant components of the ABC summary statistics, and bypassing the deriva-
tion of ABC tolerance levels. We have implemented a set of RF algorithms to pro-
cess inferences using simulated data sets generated from an extended version of the 
population genetic simulator implemented in DIYABC v2.1.0. The resulting computer 
package, named DIYABC Random Forest v1.0, integrates two functionalities into a 
user-friendly interface: the simulation under custom evolutionary scenarios of differ-
ent types of molecular data (microsatellites, DNA sequences or SNPs) and RF treat-
ments including statistical tools to evaluate the power and accuracy of inferences. We 
illustrate the functionalities of DIYABC Random Forest v1.0 for both scenario choice 
and parameter estimation through the analysis of pseudo-observed and real data sets 
corresponding to pool-sequencing and individual-sequencing SNP data sets. Because 
of the properties inherent to the implemented RF methods and the large feature vec-
tor (including various summary statistics and their linear combinations) available for 
SNP data, DIYABC Random Forest v1.0 can efficiently contribute to the analysis of 
large SNP data sets to make inferences about complex population genetic histories.

K E Y W O R D S
approximate Bayesian computation, demographic history, model or scenario selection, 
parameter estimation, pool-sequencing, population genetics, random forest, SNP, supervised 
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1  |  INTRODUC TION

To keep pace with a regular increase of genetic data accessible to 
biologists, computational methodologies for population genetic 
inference are constantly and rapidly being developed. Simulation-
based likelihood-free methods such as approximate Bayesian 
computation (ABC; Beaumont et al., 2002) represent an elaborate 
approach to model-based inference in a Bayesian setting in which 
model likelihoods are difficult to calculate and must be estimated 
by massive simulations. Due to their great flexibility, ABC methods 
are well adapted to the analysis of complex models (hereafter re-
ferred to as scenarios) of populations' and species' histories, in which 
divergence events, population size changes, and genetic admixture 
or migration events are suspected (reviewed in Beaumont, 2010; 
Bertorelle et al., 2010; Csilléry et al., 2010). With the advent of next 
generation sequencing (NGS) technologies, population genetic data 
sets have drastically grown in size (both in terms of number of gen-
otyped loci and number of genetically characterized populations), 
so that ABC users are facing two major problems: (i) the simulation 
of massive numbers of large data sets constituting a so-called ref-
erence table, as required for “traditional” ABC methods, becomes 
prohibitive without extensive computational resources, and (ii) the 
substantial increase in the number of nonindependent statistics 
used to extract information from the genetic data (an issue also valid 
for non-NGS data) poses various statistical problems, including the 
“curse of dimensionality” whereby accuracy of inferences decreases 
as the number of summary statistics grows (e.g., Beaumont, 2010). 
Although much effort has gone into dimensionality reduction and 
feature selection for ABC (reviewed in Blum et al., 2013; Estoup 
et al., 2012), reducing dimensionality might lead to loss of informa-
tion if the remaining summaries fail to capture enough information 
from the data.

In this context, supervised machine learning (SML) methods 
provide attractive solutions for statistical inference. SML methods 
allow predicting new data points through the use of a training set 
of labeled simulated data examples, for which true response values 
are known. This data structure is reminiscent of the ABC reference 
table. The ability of SML methods to use simulation as a stand-in for 
observed data is crucial for population genetics applications, where 
adequately sized data sets with high-confidence labels are currently 
hard to obtain. Most interestingly, some SML methods are able to 
take advantage of high dimensional input and suffer only slightly 
from the curse of dimensionality (Anderson et al., 2014; Chen et al., 
2013; Schrider & Kern, 2018). SML approaches are currently revo-
lutionizing many fields (e.g., Sebastiani, 2002 in text categorization; 
Libbrecht & Noble, 2015 in genomics; Angermueller et al., 2016 in 
genomics and cellular imaging), but their use in population genet-
ics inference is still in its infancy (see for example, Chapuis et al., 
2020; Fraimout et al., 2017; Pybus et al., 2015; Schrider & Kern, 
2016, 2018; Sheehan & Song, 2016; Schrider et al., 2018; Smith & 
Carstens, 2020; Smith et al., 2017).

The Random Forest (RF) approach proposed by Breiman (2001) 
is one of the major SML algorithms for classification (e.g., for 

scenario choice) or regression (e.g., for estimation of continuous 
parameters). Pudlo et al. (2016) recently developed RF algorithms 
to perform scenario choice from simulated data sets summarized 
through a large set of statistics, as typically considered in ABC, 
hence leading to the so-called ABC-RF approach. As compared to 
classical ABC methods, the ABC-RF approach enables efficient 
discrimination among scenarios and estimation of the posterior 
probability of the best scenario, with a lower computational bur-
den. More specifically, ABC-RF and other ABC methods provide 
consistent results for analyses based on a large number of simu-
lated data sets, but ABC-RF outperforms other ABC methods for 
analyses of multiple complex scenarios based on a smaller (hence 
more manageable) number of simulated data sets (Fraimout et al., 
2017; Pudlo et al., 2016). Building on these results, Raynal et al. 
(2019) recently proposed an extension of the RF approach in a 
(nonparametric) regression setting to characterize the posterior 
distributions of parameters of interest under a given scenario. As 
compared to alternative ABC solutions, the RF method of Raynal 
et al. (2019) offers many advantages: (i) a significant improvement 
in robustness to the choice of summary statistics, (ii) the nonre-
quirement of any type of tolerance level, and (iii) a good trade-off 
between the precision of point estimates of parameters and the 
accuracy of credible intervals for a given computational burden.

The workflow for applying any SML methods to population ge-
netic data includes several stages: (i) the simulation of data under 
one or several evolutionary scenarios, (ii) the encoding of both sim-
ulated and real (observed) data as feature vectors (i.e., summary sta-
tistics as in ABC), (iii) the training of the algorithm, applying it on 
new (observed) data point(s), and (iv) assessing its performance in 
term of prediction through the computation of error and accuracy 
measurements. Any effort to create self-contained, efficient, and 
user-friendly software packages capable of performing this entire 
workflow would streamline SML methods and make them more ac-
cessible to researchers, including nonspecialist users. To that end, 
we have implemented in a new computer package a set of RF al-
gorithms to infer population' histories from genetic polymorphisms, 
building upon an extended version of the population genetics simu-
lator implemented in DIYABC 2.1.0 (Cornuet et al., 2014). The data 
correspond to various types of genetic markers: microsatellites, DNA 
sequences and SNPs, including individual-sequencing and pool-
sequencing SNP data (Gautier et al., 2013; Schlötterer et al., 2014). 
A large set of summary statistics has also been implemented to im-
prove the extraction of genetic information from SNP data sets. The 
resulting package, named DIYABC Random Forest v1.0, integrates 
two functionalities in a user-friendly interface: the simulation under 
custom evolutionary scenarios of polymorphism data (summarized 
into a large set of descriptive statistics) and RF treatments includ-
ing various statistical tools to evaluate the power and accuracy of 
RF-based inferences. Here we describe the main statistical features 
of DIYABC Random Forest v1.0 and illustrate its potentialities and 
functionalities for both scenario choice and parameter estimation 
through the analyses of pseudo-observed and real data sets corre-
sponding to pool-sequencing and individual-sequencing SNP data.
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2  |  MATERIAL S AND METHODS

2.1  |  ABC random forest in the realm of supervised 
machine learning

The guiding idea of supervised machine learning (SML) approaches 
is to use a set of data made of explanatory variables (input) and re-
sponse values (output), in order to learn the relationship between 
these two, and hence emit a predicted response value for each new 
input of interest. More formally, SML methods learn this relationship 
thanks to a function, f, that predicts a response variable, y, from a 
feature vector, x, containing M input variables, such that f(x) = y. If y 
is a categorical variable (e.g., for scenario choice), one refers to the 
task as a classification problem, whereas if y is a continuous vari-
able one refers to it as a regression problem (e.g., for parameter es-
timation). In supervised learning, the objective is to optimize f:x→y 
using a training set of labelled data (i.e., whose response values are 
known). The training set includes values of a feature vector which 
is a multidimensional representation of any data point made up of 
measurements (or features) taken from it. That is, one assumes to 
have a set of training data of length m of the form {(x1, y1),…,(xm, ym)}, 
where x Є RM. A variety of learning algorithms exist which can gen-
erate functions that can perform either classification or regression 
(reviewed in e.g., Schrider & Kern, 2018).

In our inferential framework, SML methods learn from simula-
tions which come from one or several generative model(s) (i.e., sce-
nario[s]). A relevant way to obtain benefits from generative scenario 
simulations is the Bayesian paradigm and therefore the ABC type 
approach (Beaumont et al., 2002). Here, the training set is equiva-
lent to the ABC reference table, which includes a given number of 
data sets that have been simulated for different scenarios using pa-
rameter values drawn from prior distributions, each data set being 
summarized with a set of descriptive statistics. Random forest (RF; 
Breiman, 2001) is considered as a major SML algorithm for classi-
fication or regression. Briefly, RF aggregates the predictions of a 
collection of classification trees or regression trees, depending on 
whether the output is categorical (e.g., the identity of a finite num-
ber of compared scenarios) or quantitative (e.g., the simulated values 
of a parameter of interest). Each tree is built by using the information 
provided by a bootstrap sample of the training set and manages to 
capture one part of the dependency between the output and the 
covariates of the feature vector. Based on these random trees which 
are individually poor predictors of output, a random forest is built by 
aggregating the tree predictions in order to increase the predictive 
performances to a high level of accuracy, mainly due to the variance 
reduction of predictions compared to an individual tree (Breiman, 
2001). More detail and in-depth explanation can be found in Pudlo 
et al. (2016), Fraimout et al. (2017), Estoup et al. (2018) and Marin 
et al. (2018) for scenario choice, and Raynal et al. (2019) for param-
eter estimation. See also Appendix S3 of Chapuis et al. (2020) for a 
concise overview of the RF algorithms and statistical developments 
used in the present study and implemented in the computer package 
DIYABC Random Forest v1.0.

2.2  |  Simulation of the training set

Before performing RF analyses, one needs to generate a train-
ing set. The data sets composing the training set can be simulated 
under different scenarios and sample configurations, using param-
eter values drawn from prior distributions. Each resulting data set 
is summarized using a set of descriptive statistics. We formalized 
scenarios and prior distributions, and computed summary statistics 
using the “training set simulation” module of the main pipeline of 
DIYABC Random Forest v1.0, which essentially corresponds to an 
extended version of the population genetics simulator implemented 
in DIYABC v2.1.0 (Cornuet et al., 2014). As in the latter program, 
DIYABC Random Forest v1.0 allows consideration of complex popu-
lation histories including any combination of population divergence 
events, symmetrical or asymmetrical admixture events (but not any 
continuous gene flow between populations) and changes in past 
population size, with population samples potentially collected at dif-
ferent times.

DIYABC Random Forest v1.0 accepts various types of molecular 
data (microsatellites, DNA sequences, and SNPs) evolving under var-
ious mutation models and located on various chromosome types (au-
tosomal, X or Y chromosomes, and mitochondrial DNA) for diploid or 
haploid individuals. To simulate polymorphic data sets at a given SNP 
locus, we follow the algorithm proposed by Hudson (1993) – cf. –s 1 
option in the program ms associated to Hudson (2002). In DIYABC 
Random Forest v1.0, it is possible to impose a MAF (minimum al-
lele frequency) criterion on both the observed and simulated data 
sets. For details, see the user manual of DIYABC Random Forest v1.0 
(https://diyabc.github.io/doc/).

In addition to individual-sequencing SNP data (hereafter IndSeq 
data), DIYABC Random Forest v1.0 allows the simulation and anal-
yses of pool-sequencing SNP data (hereafter PoolSeq data), which 
consist of whole-genome sequences of pools of tens to hundreds 
of individual DNAs (Gautier et al., 2013; Schlötterer et al., 2014). 
In practice, the simulation of PoolSeq data consists first in simulat-
ing individual SNP genotypes for all individuals in each population 
pool, and then generating pool read counts from a binomial distribu-
tion parameterized with the simulated allele counts (obtained from 
individual SNP genotypes) and the total pool read coverage (e.g., 
Hivert et al., 2018). To account for variation of the total read cover-
age across SNPs in the observed data set, the coverages across the 
pools of a given SNP are randomly drawn from the vectors of SNP 
coverages composing the observed data set. The “synthetic data file 
generation” module of the program allows the simulation of vari-
ous types of pseudo-observed “raw” data sets (i.e., not summarized 
through statistics) without referring to any (actual) observed data 
set. In the case of raw PoolSeq data sets, the total coverage within 
each pool of each SNP is sampled from a Poisson distribution with a 
mean corresponding to an arbitrary coverage value (e.g., 100X) fixed 
by the DIYABC Random Forest v1.0 user.

It is worth noting that, in contrast to any other types of mark-
ers treated in DIYABC Random Forest v1.0 (including IndSeq 
SNPs), PoolSeq SNP data are considered as located on autosomal 

https://diyabc.github.io/doc/
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chromosomes only. A criterion somewhat similar to the MAF was im-
plemented for PoolSeq data: the minimum read count (MRC) which 
is the minimum number of sequence reads for each alleles of a SNP 
when pooling the reads overall population samples. For details, see 
the user manual of DIYABC Random Forest v1.0 (https://diyabc.
github.io/doc/).

2.3  |  Components of the feature vector

The feature vector includes a large number of statistics that sum-
marize genetic variation and capture different aspects of gene gene-
alogies and hence various features of molecular patterns generated 
by selectively neutral population' histories (e.g., Beaumont, 2010; 
Cornuet et al., 2014). For microsatellite and DNA sequence markers, 
DIYABC Random Forest v1.0 proposes by default the same set of 
summary statistics as DIYABC v2.1.0 (Cornuet et al., 2014). These 
summary statistics describe genetic variation within populations 
(e.g., numbers of alleles), between pairs (e.g., genetic distances), or 
per triplets (e.g., coefficients of admixture) of populations, averaged 
over loci.

For both IndSeq and PoolSeq SNPs, we have implemented in 
DIYABC Random Forest v1.0 an extended set (when compared 
to DIYABC v2.1.0) of summary statistics to more thoroughly de-
scribe genetic variation within populations (e.g., proportion of 
monomorphic loci, heterozygosity, population-specific FST) and 
between pair, triplet or quadruplet of populations (e.g., Nei's dis-
tance, FST-related statistics, Patterson's allele-sharing f-statistics, 
coefficients of admixture) to describe genetic variation among 
various population combinations. More specifically, the propor-
tion of monomorphic loci is computed for each population, as 
well as for each pair and triplet of populations. Mean and vari-
ance (over loci) values are computed for all subsequent sum-
mary statistics. Heterozygosity is computed for each population 
and for each pair of populations as (1−Q1) and (1−Q2), where Q1 
and Q2 are the probabilities of identity between pairs of genes 
(Hivert et al., 2018). FST-related statistics are computed for each 
population (i.e., population-specific FST; Weir & Goudet, 2017), as 
well as for each pair, triplet, quadruplet and overall populations 
(when the data set includes more than four populations), using the 
method-of-moments estimators described in Hivert et al. (2018). 
In addition, we compute Patterson's f-statistics for each triplet 
(f3-statistics) and quadruplet (f4-statistics) of populations as de-
scribed in Patterson et al. (2012), except for the f3-statistics for 
PoolSeq read count data which are computed using the unbiased 
estimator described in Leblois et al. (2018). Finally, distance as in 
Nei (1972) is computed for each pair of populations and the coef-
ficient of admixture is computed for each triplet of populations 
as described in Cornuet et al. (2014). For additional details, see 
the user manual of DIYABC Random Forest v1.0 (https://diyabc.
github.io/doc/). An illustration of the feature vector composed of 
all above summary statistics is given in Table S1 for the analysis of 
two example SNP pseudo-observed data sets.

For scenario choice, the feature vector can be expanded by val-
ues of the d axes of a linear discriminant analysis (LDA) processed 
on the above summary statistics (with d equal to the number of sce-
narios minus 1; Pudlo et al., 2016). In the same spirit, for parameter 
estimation, the feature vector can be completed by values of a sub-
set of the s axes of a partial least squares regression analysis (PLS) 
also processed on the above summary statistics (with s equal to the 
number of summary statistics). The number of PLS axes added to the 
feature vector is determined as the number of PLS axes providing a 
given fraction of the maximum amount of variance explained by all 
PLS axes (i.e., 95% by default, but this parameter can be adjusted).

2.4  |  Prediction using random forest

We used the "random forest analyses" module of the main pipeline 
of the software DIYABC Random Forest v1.0 to perform RF analyses 
(i.e. predictions) on a given target data set. For scenario choice, the 
outcome of the first step of RF computation is a classification vote 
for each scenario which represents the number of times a scenario 
is selected in a forest of n trees. The scenario with the highest clas-
sification vote corresponds to the scenario best suited to the target 
data set among the set of compared scenarios. This first RF predictor 
is good enough to select the most likely scenario but not to derive di-
rectly the associated posterior probabilities. A second analytical step 
based on a second random forest in regression is necessary to pro-
vide an estimation of the posterior probability of the best-supported 
scenario (Pudlo et al., 2016). Raynal et al. (2019) extended the RF 
approach to estimate the posterior distributions of parameters of 
interest in a given scenario. Their approach requires the derivation 
of a new RF for each component of interest of the parameter vector. 
Practitioners of Bayesian inference often report the posterior mean, 
posterior variance or posterior quantiles, rather than the full pos-
terior distribution, since the former are easier to interpret than the 
latter. We implemented the methodologies detailed in Raynal et al. 
(2019) to provide estimations of the posterior mean, variance, me-
dian (i.e., 50% quantile) as well as 5% and 95% quantiles (and hence 
90% credibility interval) of each parameter of interest. The poste-
rior distribution of each parameter of interest was obtained using 
importance weights following the work by Meinshausen (2006) on 
quantile regression forests.

2.5  |  Assessing the quality of predictions

For scenario choice and parameter estimation, DIYABC Random 
Forest v1.0 allows evaluating the robustness of inferences. 
Because the level of errors on scenario choice and accuracy of pa-
rameter estimation may substantially differ depending on the lo-
cation of an observed data set in the prior data space, prior-based 
indicators are poorly relevant, aside from their use to select the 
best classification method and possibly a set of highly informa-
tive components of the feature vector. Therefore, in addition to 
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global (i.e., prior) error/accuracy corresponding to prediction qual-
ity measures computed over the entire data space, it is crucial to 
compute local (i.e., posterior) error/accuracy conditionally on the 
observed data set, corresponding to prediction quality exactly 
at the position of the observed data set. For scenario choice, the 
global prior errors, including the confusion matrix (i.e., the contin-
gency table of the true and predicted classes for each example in 
the training set) and the mean misclassification error rate, were 
computed using the out-of-bag (a.k.a. out-of-bootstrap) training 
data as a free test data set. The out-of-bag data set corresponds to 
the data of the training set that were not selected when creating 
the different tree bootstrap samples and is hence equivalent to 
using an independent test data set (Breiman, 2001; Pudlo et al., 
2016; Raynal et al., 2019). Using the out-of-bag prediction method 
for estimating global and local error/accuracy measures is com-
putationally efficient as this approach makes use of the data sets 
already present in the training set and hence avoids the computa-
tionally costly simulations (especially for large SNP data sets) of 
additional test data sets. Chapuis et al. (2020) highlighted that the 
local (posterior) error for scenario choice can be computed as 1 
minus the posterior probability of the selected scenario.

For parameter estimation, we also relied on out-of-bag predic-
tions to compute both global (i.e., prior) and local (i.e., posterior) 
accuracy measures, as detailed in the Appendix S3 of Chapuis 
et al., 2020. Accuracy measures include: (i) both the global and 
local NMAE (i.e., the normalized mean absolute error which is the 
average absolute difference between the point estimate and the 
true simulated value divided by the true simulated value) with the 
mean or the median taken as point estimate; (ii) both the global 
and local MSE and NMSE (i.e., the mean square error which is the 
average squared difference between the point estimate and the 
true simulated value for MSE, divided by the true simulated value 
for NMSE), again with the mean or the median taken as point es-
timate; and (iii) several confidence interval measures, computed 
only at the global scale, including the 90% coverage (i.e., the pro-
portion of true simulated values located between the estimated 
5% and 95% quantiles), and the mean or the median of the 90% 
amplitude and relative 90% amplitude (i.e., the mean or median of 
the difference between the estimated 5% and 95% quantiles for 
the 90% amplitude, divided by the true simulated value for the 
relative 90% amplitude).

2.6  |  Main technical features of the package 
DIYABC Random Forest v1.0

The package DIYABC Random Forest v1.0 is composed of three 
parts: the data set simulator, the Random Forest inference engine 
and the graphical user interface. The whole is packaged as a stan-
dalone and user-friendly application available at https://diyabc.
github.io. The main technical features of the package (implementa-
tion, interface, outputs, memory space and computing time) are de-
scribed in Appendix S1.

2.7  |  Illustration using pseudo-observed SNP 
data sets

2.7.1  |  Compared scenarios and prior distributions

We considered a case study where one wants to make inferences 
about the genetic origin of a population of interest (for example a re-
cent invasive population) among a set of possible source populations 
(for which the topology is known; see Figure 1). The target popula-
tion (pop 4) has three possible single population sources (pop1, 2 
or 3) and three possible admixed pairwise population sources (i.e., 
admixture between pop1 & 2, pop1 & 3 and pop2 & 3). We hence 
formalized six competing scenarios that constitute two groups of 
scenarios when referring to the presence or absence of an admix-
ture event when founding the target population 4: group 1 includes 
three scenarios including an admixture event (scenarios 1, 2 and 3) 
and group 2 three scenarios without any admixture event (scenarios 
4, 5 and 6). Such grouping approach in scenario choice is relevant 
to disentangle in our analysis the level of confidence to make infer-
ences about a given (or several) specific evolutionary event of inter-
est, here the presence or absence of an admixed origin of population 
4 (Chapuis et al., 2020; Estoup et al., 2018).

Demographic and historical parameters include four effective 
population sizes N1, N2, N3 and N4 (for pop 1, 2, 3, and 4, respectively) 
and three divergence or admixture time events (t1, t2 and t3), with t1 
the divergence or admixture time of pop4, t2 the divergence time 
of pop3 from pop2, and t3 the divergence time of pop2 from pop1 
(Figure 1). For the three scenarios with admixture, the parameter ra 
corresponds to the proportion of genes of a given source population 
entering into the admixed pop4. Prior values for time events (t1, t2, 
and t3) were drawn from uniform distributions bounded between 10 
and 1,000 generations, with t3>t2>t1. We used uniform prior distri-
butions bounded between 1 × 102 and 1 × 104 diploid individuals for 
each effective population sizes N1, N2, N3 and N4. The admixture rate 
ra was drawn from a uniform prior distribution bounded between 
0.05 and 0.95.

2.7.2  |  Pseudo-observed data sets

Our prediction targets correspond to four pseudo-observed data 
sets that were generated using the “Synthetic data file generation” 
module of DIYABC Random Forest v1.0 under the (admixed) sce-
nario 3 or the (nonadmixed) scenario 6 using the following parameter 
values: N1 = 7,000, N2 = 2,000, N3 = 4,000, N4 = 3,000, t1 = 200, 
t2 = 300, t3 = 500, and ra = 0.3 for scenario 3. The short divergence 
times and large effective population sizes values correspond to a 
situation of low level of genetic differentiation among populations 
(cf. parwise FST values ranging from 3% to 7%) and hence to a dif-
ficult case study. The four pseudo-observed data sets correspond 
to a PoolSeq read count data set and an IndSeq allele count data set 
generated under scenario 3 and under scenario 6, each with 30,000 
SNPs. They represent similar sequencing efforts: a 100X coverage 

https://diyabc.github.io
https://diyabc.github.io
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for each population of the PoolSeq data sets (with 100 individuals 
per population pool) and 10 individuals sequenced per population 
for the IndSeq data sets with a 10X coverage for each sequenced 
individual (the latter parameter being not explicitly indicated in the 
program as individual SNP genotypes are considered to be inferred 
without errors). Analyses were processed on a subset of 5,000 SNPs 
with a MRC = 5 for the PoolSeq data sets and a MAF = 5% for the 
IndSeq data sets.

2.7.3  |  Scenario choice

We processed scenario choice analyses grouping scenarios based 
on the presence or absence of an admixed origin of population 4, 
and then considered all six scenarios separately. The training sets 
which included a total of 12,000 simulated data sets (i.e., 2,000 per 
scenario) were generated using the “Training set simulation” module 

of DIYABC Random Forest v1.0, drawing parameter values into the 
prior distributions described above and summarizing SNP data using 
130 statistics (see Table S1) plus one LDA axis or five LDA axes (i.e., 
the number of scenarios minus 1; see Pudlo et al., 2016) computed 
when comparing the two groups of scenarios or individual scenarios, 
respectively. We then used the “Random Forest analyses” module of 
DIYABC Random Forest v1.0 to process RF treatments on the train-
ing sets. Following Pudlo et al. (2016), we checked that 12,000 data 
sets in the training set was sufficient by evaluating the stability of 
prior error rates and posterior probabilities estimations of the best 
scenario on subsets of 10,000, 11,000 and 12,000 data of the train-
ing set (results not shown). The number of trees in the constructed 
Random Forest was fixed to 1,000, as this number was large enough 
to ensure a stable estimation of the global error rate (Figure S1). We 
predicted the best scenario and estimated its posterior probability, 
as well as the global and local error rates, over ten replicate RF analy-
ses based on the same training set.

F I G U R E  1  Evolutionary scenarios compared. The target population (pop 4) has three possible single (i.e., nonadmixed) population 
sources (pop 1, pop 2 or pop 3) composing a group of three scenarios without admixture (group 2 in the figure) and three possible admixed 
pairwise population sources (i.e., admixture between pop1& pop2, pop 1& pop3 and pop 2 & pop3) composing a group of three scenarios 
with admixture (group 1 in the figure). Demographic and historical parameters include four effective population sizes N1, N2, N3 and N4 
(for populations 1, 2, 3, and 4, respectively) and three divergence or admixture time events (t1, t2 and t3), For the scenarios with admixture, 
the parameter ra corresponds to the proportion of genes of a given source population entering into the admixed population 4. See text for 
details about prior distribution of parameters
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For comparative purposes, we used the R package abc v2.1 to 
process scenario choice on the same data sets using two traditional 
ABC methods: the ABC rejection method and the ABC mnlog method 
based on a simple rejection and a multinomial regression algorithm, 
respectively (Blum, 2018; Csilléry et al., 2012). For all analyses, we 
used a tolerance rate of 5% and hence the 600 simulated data sets 
closest to the observed data set. The leave-one-out cross-validation 
method implemented in abc v2.1 was used to compute global error 
rates from a sample of 10,000 data sets.

2.7.4  |  Parameter estimation

Following Raynal et al. (2019), we conducted independent RF treat-
ments for each parameter of interest. For the sake of concision, we 
focused our estimations on four parameters involved in the admix-
ture event in scenario 3 (i.e., the selected scenario after processing 
scenario choice for the pseudo-observed data sets generated under 
the admixed scenario 3): the founding/admixture time for the target 
pop 4 (t1), the admixture rate (ra corresponding to the proportion of 
genes originating from pop 1), the effective population size of pop 
4 (N4), and the compound parameter corresponding to the ratio t1/
N4. The same parameters, except ra, were estimated for the pseudo-
observed data sets generated under the nonadmixed scenario 6. 
Considering ratios (or products) of parameters - here the admix-
ture time scaled by the effective population size as drift parameter 
- allows reducing parameter identifiability issues of some scenarios 
(e.g., Beaumont, 2010). The training sets included 10,000 data sets 
simulated under scenario 3 or scenario 6, and summarized using the 
same 130 statistics (Table S1) plus 4 to 24 PLS axes depending on 
the parameter estimated and the training set analysed. For each pa-
rameter, we inferred point estimates and computed global and local 
accuracy metrics corresponding to global and local NMAE (with the 
mean and the median as point estimates), as well as the 90% cover-
age, using out-of-bag estimators from a sample of 10,000 data. We 
checked that 10,000 data sets in the training set were sufficient by 
evaluating the stability of the global accuracy metrics (i.e., NMAE 
using the mean as point estimates) on subsets of 8,000, 9,000 and 
10,000 data of the training set (results not shown). The number of 
trees in the constructed random forest was fixed to 1,000, as this 
number wase large enough to ensure a stable estimation of the 
global accuracy metrics (Figure S1). For each parameter, we con-
ducted ten replicate RF analyses based on the same training set.

For comparative purposes, we used the R package abc v2.1 to 
process parameter estimation on the same data sets using the ABC 
rejection method and the ABC logRidge method based on a simple 
rejection and a regression with a Ridge regulation algorithm, respec-
tively (Blum, 2018; Csilléry et al., 2012). For all analyses, we used a 
tolerance rate of 5% and hence the 500 simulated data sets closest 
to the observed data set. We used an independent test data set in-
cluding 1,000 data sets obtained from prior distributions to compute 
the global NMAE (with the mean and the median as point estimate) 
and the 90% coverage as accuracy metrics.

2.8  |  Illustration using a real IndSeq SNP data 
set of human populations

We analysed an IndSeq real data set including 5,000 SNP mark-
ers genotyped in four human populations by The 1000 Genomes 
Project Consortium (2012). The four populations include Yoruba 
(Africa), Han (East Asia), British (Europe) and American individuals 
of African ancestry. Our intention is not to bring new insights into 
human population history, but to illustrate the potential of DIYABC 
Random Forest in this context. We compared six scenarios of evolu-
tion of the four human populations and focused on the estimation 
of the admixture rate associated to American individuals of African 
ancestry. The scenarios and prior distribution, the real and simulated 
IndSeq data sets, and the statistical methods used for inferences, 
including Random Forest and traditional ABC methods, were simi-
lar to those described for the analyses of the pseudo-observed data 
sets in section 2.7 (Figures S3 and S4). See Appendix S2 for details.

3  |  RESULTS

For both scenario choice and parameter estimation, we illustrate 
the inferential power and functionalities of DIYABC Random Forest 
v1.0 through the analysis of four pseudo-observed SNP data sets 
corresponding to PoolSeq and IndSeq data. We first processed RF 
analyses grouping scenarios based on the presence or absence of an 
admixed origin of the target population 4, and then considered all 
six compared scenarios separately. We then estimated parameters 
of interests under the selected (best) scenario. We contrasted our 
inferential results with and without adding LDA axes (for scenario 
choice) or PLS axes (for parameter estimation) to the RF feature vec-
tor initially composed of 130 summary statistics. Finally, for com-
parative purposes, we present results obtained using two traditional 
ABC methods. In the following sections 3.1, 3.2 and 3.3, we detail 
results for the two pseudo-observed data sets generated under the 
(admixed) scenario 3. Similar results were indeed obtained for the 
two pseudo-observed data sets generated under the (nonadmixed) 
scenario 6 (see Tables S2 and S3).

3.1  |  Scenario choice

The projection of the data sets of the training set on a single (when 
analysing the two groups of scenarios) or on the first two LDA axes 
(when analysing the six scenarios considered separately) provides a 
first visual indication about our capacity to discriminate among the 
compared scenarios (Figure 2). Simulations under the two groups of 
scenarios moderately overlapped suggesting a substantial power to 
discriminate among them. When considering the six scenarios indi-
vidually, the projected points overlapped in a more marked way, at 
least for some of the scenarios, suggesting an overall lower power to 
discriminate among scenarios considered separately than when con-
sidering the two groups of scenarios. As a first inferential clue, the 
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location of the observed data set (indicated by a vertical line and a 
star symbol in Figure 2a,b, respectively) suggests, albeit without any 
formal quantification, a marked association with the scenario group 
1 and with the scenario 3.

The RF classification votes and posterior probabilities estimated 
for both the PoolSeq and IndSeq pseudo-observed data sets (with or 
without adding LDA axes to the feature vector) were the highest for 
the scenario group 1, which includes an admixture event (Table 1). 
When considering the six scenarios separately, the highest classifi-
cation votes and posterior probabilities were for scenario 3, which 
congruently includes an admixture event between the pop 1 & 3 as 
sources of the target pop 4. The posterior probabilities of scenario 
group 1 and scenario 3 were relatively high (from 0.657 to 0.891), 
which is satisfactory when considering the difficulty of the example 
case study (cf. low level of genetic differentiation among popula-
tions). We found that including LDA axes in the RF vector feature 
substantially improved scenario choice predictions (e.g., global prior 
error rates were 3% to 12% lower when including LDA axes; Table 1). 
The levels of errors were considerably different at the global and 
local scales, with lower levels at the local scale for analyses of the 
PoolSeq data set, and a trend for higher levels at the local scale for 
analyses of the IndSeq data set.

Finally, we obtained better prediction levels (with or without 
LDA axes) for the PoolSeq data set than the IndSeq data set (e.g., 
global prior error rates were 14% to 27% lower for the PoolSeq data 
set; Table 1). This indicates that, for a similar sequencing effort, a 

PoolSeq strategy is preferable to an IndSeq strategy, at least when 
a substantially large number of individual samples are available. This 
result, which might basically stem from a more accurate estimation 
of allele frequency when using PoolSeq data, echoes theoretical re-
sults in the comparative study by Gautier et al. (2013).

Traditional ABC methods provide qualitatively similar results, 
but precision metrics were poorer compared to those obtained using 
ABC Random Forest (Table S4).

3.2  |  Parameter estimation

NMAE values show that estimations were substantially more accu-
rate both at the global and local scales for the admixture rate ra and 
the compound parameter t1/N4 (cf. the low NMAE values for these 
parameters) than for t1 and N4 (Table 2). This result is also illustrated 
for the two pseudo-observed data sets by point estimates close to 
the true values and narrow 90% CI for ra and t1/N4. NMAE values 
computed from median point estimates were systematically smaller 
(albeit sometimes only to a small extent) than those computed from 
mean point estimates, indicating that the median is globally a better 
point estimate of the parameter than the mean. As expected when 
considering point estimates for the two pseudo-observed data sets, 
this trend did not translate for all parameters.

We found that including PLS axes in the RF feature vector im-
proved parameter estimation in a heterogeneous way. The accuracy 

F I G U R E  2  Projection of the PoolSeq data sets from the training set on a single LDA axis when analysing the two groups of scenarios (a) 
or on the first two LDA axes when analysing the six scenarios separately (b). The six compared scenarios and the two groups of scenarios 
are detailed in Figure 1. The location of the PoolSeq pseudo-observed data set in the LDA projection is indicated by a vertical line and a star 
symbol in panels a and b, respectively. The pseudo-observed data sets was simulated under the (admixed) scenario 3 (belonging to the group 
1) using the following parameter values: N1 = 7,000, N2 = 2,000, N3 = 4,000, N4 = 3,000, t1 = 200, ra = 0.3, t2 = 300 and t3 = 500
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gain of including PLS axes ranged from negligible (e.g., IndSeq global 
NMAE for t1/N4 based on median of 0.220 and 0.221 with and with-
out PLS, respectively) to substantial (e.g., PoolSeq global NMAE for 
N4 based on median of 0.380 and 0.421 with and without PLS, re-
spectively). The accuracy levels were always lower at the global than 
local scale, sometimes to a large extent (Table 2). In the present case 
study, the pseudo-observed data sets are hence located in a favour-
able part of the prior space. Finally, like scenario choice analyses, 
we obtained considerably higher accuracy (i.e., lower NMAE values 
with or without PLS axes) for the PoolSeq data set than the IndSeq 
data set. In accordance with this, point estimates for all parameters 
of the two pseudo-observed data sets were closer to the true values 
with narrower ranges of 90% CI for PoolSeq than IndSeq data sets. 
This reinforces our previous conclusion that, for a similar sequencing 
effort, it is preferable to use a PoolSeq strategy than an IndSeq strat-
egy when a large number of individual samples are available.

Similar trends were observed when using traditional ABC meth-
ods, but the later type of methods were generally characterized by 
poorer accuracy metrics when compared to those obtained using 
ABC random forest (Table S5).

3.3  |  Contribution to random forest inferences of 
components of the feature vector

Learning more about how various summary statistics relate to sce-
narios or parameters would be useful for population genetics going 
forward. In the realm of traditional ABC methods, it is not clear 
which summary statistics are responsible for a signal. By contrast, 
many SML methods including RF allow direct measurement of the 
contribution of each component included in the feature vector. 
RF hence offer direct ways to assess which features of the input 
are driving inferences, information which can yield insights about 
the underlying processes. Figure 3 illustrates how RF automati-
cally ranks the components of the feature vector according to their 
level of information when building trees of the forest. Figure 3 and 
Figure S2 show that informative statistics are different depending 
on the comparisons (individual scenarios or groups of scenarios) and 
the analysed parameter in a given scenario. Four- and three-sample 
f-statistics, as well as the related three-sample coefficients of ad-
mixture (i.e., AML statistics), were among the most informative to 
discriminate scenarios (Figure 3a). In accordance with this, such 
statistics are by construction highly sensitive to the topology con-
necting populations and including or not an admixture event (Estoup 
et al., 2018; Patterson et al., 2012). A typical feature of RF scenario 
choice is that one or several LDA axes always correspond to the best 
informative statistics.

For parameter estimation, the most informative summary 
statistics were different depending on the parameter of interest 
(Figure 3b and Figure S2). Figure 3b shows that for the (well-
estimated) compound parameter t1/N4, the most informative sta-
tistics included three-sample f-statistics and AML statistics with 
the pop 4 as target, the population-specific FST, ML1p (proportion 

of monomorphic loci) and heterozygosity - all for pop 4 -, and 
pairwise-population statistics (FST and Nei's distance) that in-
cluded pop 4. For other parameter values, the set of informative 
statistics differed among parameters, but always included a large 
number of four-sample and three-sample f-statistics, as well as 
three-sample AML statistics (Figure S2). In contrast to LDA axes 
(used for scenario choice), only a subset of PLS components were 
ranked among the 30 most informative statistics and they were 
never ranked at first position

We added five noise variables (corresponding to values ran-
domly drawn into uniform distributions bounded between 0 and 
1) to the feature vector processed by RF in order to evaluate the 
threshold of variable importance metrics below which compo-
nents of the vector were not informative anymore. We found that 
for both scenario choice and parameter estimation, a substantial 
proportion of summary statistics was not informative. We found 
that 28% to 38% and 20% to 65% of the summary statistics were 
informative for scenario choice and parameter estimation, respec-
tively. It is worth stressing that noninformative components of the 
feature vector are simply not or seldom chosen when constructing 
each individual trees of the forest, and hence do not alter RF in-
ferences (Breiman, 2001; Marin et al., 2018; Raynal et al., 2019). 
In agreement with this, removing noise variables from the feature 
vector did not impact the levels of errors in scenario choice and 
of accuracy in parameter estimation in the present case study (re-
sults not shown).

3.4  |  Illustration using a real IndSeq SNP data 
set of human populations

We analysed an IndSeq real data set including 5,000 SNP markers 
genotyped in four human populations, including Yoruba (Africa), 
Han (East Asia), British (Europe) and American individuals of 
African ancestry. We compared six scenarios of evolution of these 
populations and focused on the estimation of the admixture rate 
associated with American individuals of African ancestry (Figure 
S3). The scenarios and prior distributions, the real and simulated 
IndSeq data sets, and the statistical methods used for inferences, 
including Random Forest and two standard ABC methods, are de-
tailed in Appendix S2.

Regarding scenario choice, ABC Random Forest using the LDA 
axes provides the best results. The RF algorithm selects (according 
to the number of votes) the group of scenarios including an ad-
mixture event and more specifically scenario 2 as the forecasted 
scenario, an answer suggested visually on the LDA projections 
of Figure S5 in Appendix S2. The posterior probability of the se-
lected group of scenarios was 1.000 with LDA axes in the feature 
vector (global prior error rate  =  0.0008) and 1.000 without LDA 
axes (global prior error rate  =  0.0011). The posterior probability 
of the (admixed) scenario 2 was 0.997 with LDA axes (global prior 
error rate = 0.042) and 0.995 without LDA axes (global prior error 
rate  =  0.061). Considering previous population genetics studies 
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in the field, it is not surprising that scenario 2, which includes a 
single out-of-Africa colonization event giving an ancestral out-of- 
Africa population with a secondary split into one European and 
one East Asian population lineage and a recent genetic admixture 
of Americans of African origin with their African ancestors and 
European individuals, was selected (e.g., Bryc et al., 2015). LDA 
axes, four-sample and three-sample f-statistics, and three-sample 
coefficients of admixture (i.e., AML statistics) were among the most 
informative statistics of the feature vector to discriminate scenarios 
(Figure S6). Traditional ABC methods provided qualitatively similar 
results, but precision metrics were poorer compared to those ob-
tained using ABC Random Forest. The posterior probability of the 
selected admixture group of scenarios was 0.663 with the ABC re-
jection method (global prior error rate = 0.162) and 1.000 with the 
ABC multinomial logistic method (global prior error rate = 0.016). 
The posterior probability of scenario 2 was 0.369 with the rejec-
tion method (global prior error rate  =  0.321) and 1.000 with the 
multinomial logistic method (global prior error rate  =  0.125). We 
observed substantial instability of the posterior probability of the 
best scenario as we found that, when using different threshold for 
selecting the closest simulated data sets, the posterior probability 
was always equal to 1.000 but was sometimes associated to a dif-
ferent scenario than scenario 2 (results not shown).

We then focused on scenario 2 under which we estimated the 
admixture rate (ra) associated to American individuals of African 
ancestry. Using DIYABC Random Forest and including two PLS 
axes, the estimations for ra were equal to 0.230 (median) and 0.229 
(mean), with 95% CIs of 0.201 and 0.261. Without PLS axes, similar 
estimations were obtained (median = 0.230, mean = 0.231, and 95% 
CIs [0.203, 0.264]). The latter estimates lay well within previous esti-
mates of the mean proportion of genes of European ancestry within 
African American individuals, which typically ranged from 0.070 to 
0.270 (with most estimates around 0.200), depending on individual 
exclusions, the population samples and sets of genetic markers con-
sidered, as well as the evolutionary models assumed and inferential 
methods used (reviewed in Bryc et al., 2015). Global (prior) NMAE 
values were equal to 0.025 for all types of ABC-RF computation 
(i.e., with or without PLS axes and when computed on both median 
and mean). Local (posterior) NMAE were slightly smaller with PLS 
axes (0.030 and 0.032 with and without PLS axes, respectively). 
The 90% coverages were equal to 0.994 with and without PLS axes. 
The most informative statistics included the first PLS component, 
three-sample AML statistics with the population ASW as target, the 
pairwise-population statistics (FST and Nei's distance) including the 
population ASW, and MLp (proportion of monomorphic loci) statis-
tics (Figure S6).

F I G U R E  3  Contributions for the PoolSeq data analyses of the 30 most informative statistics to the random forest when choosing among 
scenarios considered separately (a) and when estimating the parameter t1/N4 under scenario 3 (b). The variable importance of each statistics 
is computed as the mean decrease of impurity across the trees, where the impurity measure is the Gini index and the residual sum of squares 
for scenario choice and parameter inference, respectively. For each variable, the sum of the impurity decrease across every tree of the forest 
is accumulated every time that variable is chosen to split a node. The sum is divided by the number of trees in the forest to give an average. 
The scale is irrelevant: only the relative values matter. The variable importance was computed for each of the 130 summary statistics 
provided by DIYABC Random Forest, plus the LDA axes for scenario choice (denoted LD) or the PLS components for parameter estimation 
(denoted Comp.) that were added to the feature vector. The higher the variable importance the more informative is the statistic. Population 
index(s) are indicated at the end of each statistics and correspond to those in Figure 1. More details about summary statistics can be found 
in Table S1. See Figure S3 for an illustration of the contributions of the most informative statistics when choosing among the two groups of 
scenarios and when estimating the parameters ra, t1 and N4.
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Traditional ABC methods provided estimations of ra close 
to those obtained with ABC random forest: (i) median  =  0.240, 
mean = 0.253 and a large 95% CIs (0.078, 0.445) for ABC rejection, 
and (ii) median = mean = 0.241 and a very narrow 95% CIs = (0.240, 
0.243) for ABC logRidge. NMAE values were large for ABC rejection 
(0.276 and 0.299 for NMAE on median and mean, respectively) and 
small for ABC logRidge (0.023 for both NMAE on median and mean). 
The 90% coverage was equal to 0.96 for ABC rejection and was par-
ticularly narrow (i.e., 0.71) for ABC logRidge.

4  |  DISCUSSION

Population genetics is now poised for an explosion in the use of SML 
approaches (Schrider & Kern, 2018). In this context, any effort to 
create self-contained, efficient, and user-friendly software packages 
capable of performing the entire workflow associated to SML meth-
ods would streamline such methods and make them more accessible 
to researchers, especially for nonspecialist users. For this purpose, 
we developed the package DIYABC Random Forest v1.0 which inte-
grates, within a user-friendly interface, a set of methods to simulate 
training sets for various types of molecular data under custom evo-
lutionary scenarios, encode both the simulated and observed (tar-
get) data as large size feature vectors (summary statistics), train RF 
algorithms, apply them on observed data point(s), and assess their 
performance in term of prediction (using various metrics to evaluate 
error and accuracy). We illustrate the main potentialities and func-
tionalities of DIYABC Random Forest v1.0 through the treatments of 
pseudo-observed and real data sets corresponding to PoolSeq and 
IndSeq SNP data sets. Our results indicate that SML methods such 
as RF show great promise in scenario selection and demographic es-
timation using genetic data and we argue that they may soon be the 
preferred choice over alternative methods based on traditional ABC.

The first advantage of RF is that, given a pool of different metrics 
available (here various nonindependent summary statistics and their 
linear combinations), the method extracts the maximum informa-
tion from the entire set of the proposed component of the feature 
vector. This avoids the arbitrary choice of a subset of components, 
which is often applied in ABC analyses. It also minimizes the curse 
of dimensionality whereby accuracy of inferences decreases as the 
number of summary statistics grows. As a matter of fact, SML meth-
ods such as RF can handle many statistics, even if they are strongly 
correlated and/or unnecessary (i.e., virtually noninformative), with a 
limited impact on the performance of the method (Marin et al., 2018; 
Raynal et al., 2019). In practice, and in contrast to traditional ABC 
methods, SML methods perform better when the input data have a 
large number of features, in what is commonly called the “blessing 
of dimensionality” (e.g., Anderson et al., 2014; Breiman, 2001). In 
agreement with this, inputs that consist of thousands of variables 
have been used with great success (e.g., Amit & Geman, 1997; Chen 
et al., 2013; and unpublished results obtained using feature vectors 
of >10,000 summary statistics to treat SNP data sets under complex 
evolutionary scenarios with DIYABC Random Forest v1.0).

Regarding the composition of the feature vector, defining in-
formative statistics to be included in this vector remains an im-
portant issue of any SML method. We have implemented a new 
set of summary statistics to better extract the genetic information 
contained in the selectively neutral and independent SNP markers 
simulated in DIYABC Random Forest v1.0. For both scenario choice 
and parameter estimation, our results show, at least in the evolu-
tionary contexts we explored, the high level of information content 
of four-populations and three-populations f-statistics (Patterson 
et al., (2012), as well as the related three-sample AML statistics 
(Cornuet et al., 2014). We found that inferences were more accu-
rate with this new set of SNP summary statistics than with the one 
previously proposed in DYABC v2.1.0 (Cornuet et al., 2014). For 
instance, comparative treatments based on the pseudo-observed 
IndSeq data set generated under scenario 3, show that error levels 
were substantially lower and accuracy higher with the new set of 
SNP summary statistics (results not shown). The addition into the 
feature vector of linear combinations of statistics (LDA and PLS 
axes for scenario choice and parameter estimation, respectively) 
also globally improved our statistical inferences. While the infer-
ential gain was systematic and substantial for LDA axes, we found 
that including PLS axes in the RF vector feature improved param-
eter estimation in a heterogeneous way, with a negligible gain in 
some cases.

The second advantage of SML methods such as RF is that they 
naturally use all of the simulations to learn the mapping of data to 
scenarios and/or parameters. This contrasts to the rejection step 
of ABC methods which precludes an optimal use of the data sets 
that are not retained. This advantage remains although work has 
been done to retain more of the simulations in ABC, for instance 
by weighing their influence on parameter estimation according to 
their similarity to the observed data (e.g., Blum & François, 2010). 
Consequently, the computing effort is considerably reduced for RF, 
as the method requires a substantially smaller training set compared 
to ABC methods (e.g., a few thousand simulated data sets versus 
hundreds of thousands of simulations per scenario for most ABC ap-
proaches; Blum & François, 2010; Fraimout et al., 2017; Pudlo et al., 
2016; Raynal et al., 2019). Given the ever-increasing dimensionality 
of modern genetic data generated using NGS technologies, this is 
a particularly appealing property of SML methods. Moreover, it is 
worth noting that DIYABC Random Forest v1.0 relies on out-of-bag 
prediction to evaluate the error and accuracy of inferences, so that 
no additional potentially costly simulations of test data sets are nec-
essary for this purpose.

RF is often considered as a “tuning-free” method in the sense 
that it does not require meticulous calibrations. This represents an 
important advantage of this method, especially for nonexpert users. 
On the opposite, ABC methods require calibration to optimize their 
use, such calibration being time consuming when different levels of 
tolerance are tested and/or used. In practice, we nevertheless advise 
users to consider several check points, before finalizing inferential 
treatments using DIYABC Random Forest v1.0. These are detailed 
in Appendix S3.
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Various SML methods have been recently developed (e.g., 
Schrider & Kern, 2018; Wang et al., 2021). In particular, neural net-
works are machine learning methods which are used increasingly in 
population genetics, often under the term “deep learning” (Sheehan 
& Song, 2016), and sometimes using an ABC framework (Mondal 
et al., 2019). Deep learning, with its incredibly flexible input and 
output structure, is expected to be an important area of future re-
search in many different fields including population genetics (e.g., 
Angermueller et al., 2016; Flagel et al., 2018; Schrider & Kern, 2018; 
Sheehan & Song, 2016). In contrast to RF, deep learning methods 
are not tuning-free and often require meticulous calibrations, in-
cluding the specification of the number of layers composing the 
neural network, as well as thorough investigation of the regular-
ization parameter of the cost function. Moreover, deep learning 
methods require data sets of larger size and substantially larger 
computing resources than RF. We hence believe that RF remains 
one of the most competitive SML methods when no tuning of pa-
rameters is desired. The RF method remains particularly attractive 
for nonexpert machine-learning users, especially when it is em-
bedded in an integrative user-friendly interfaced program such as 
DIYABC Random Forest 1.0.

In conclusion, although SML approaches are revolutionizing 
many fields, their use in population genetics inference is still in its 
infancy (Schrider & Kern, 2018). However, the recent successes of 
SML approaches in the latter scientific field demonstrate that they 
have the potential to revolutionize the practice of population genetic 
data analysis. In particular, SML methods such as RF may soon be 
the preferred choice over ABC method in scenario selection and de-
mographic estimation, especially when analysing multiple complex 
scenarios and large-size data sets. In this context, DIYABC Random 
Forest v1.0 provides an integrative operational solution streamlin-
ing the entire workflow to applying RF methods to various types 
of population genetic data. We believe that because of the general 
properties of the implemented RF methods and the large set of sum-
mary statistics available for SNP data, DIYABC Random Forest v1.0 
represents a useful resource to make efficient inferences about pop-
ulation genetic history from high dimensional genetic data sets, as 
typically obtained from NGS technologies.
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