Consistent vortex initialization for the athermal lattice Boltzmann method
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A barotropic counterpart of the well-known convected vortex test case is rigorously derived from the Euler equations along with an athermal equation of state. Starting from a given velocity distribution corresponding to an intended flow recirculation, the athermal counterpart of the Euler equations are solved to obtain a consistent density field. The present initialization is assessed on a standard lattice Boltzmann solver based on the D2Q9 lattice. Compared to the usual isentropic initialization, a much lower spurious relaxation toward the targeted solution is observed, which is due to the spatial resolution rather than approximated macroscopic quantities. The amplitude of the spurious waves can be further reduced by including an off-equilibrium part in the initial distribution functions.

I. INTRODUCTION

The lattice Boltzmann (LB) method has recently emerged as a powerful approach for computational fluid dynamics (CFD) [1–3]. During the past decade, its automatic mesh generation allowing us to easily deal with complex geometries [4], together with a low-dissipative scheme [5] and an efficient easily parallelizable algorithm [6], has made it very attractive for aeronautical applications. Yet, the use of LB solvers to simulate compressible flows and flows with large temperature fluctuations is still challenging, for two main reasons: (1) increasing the physical behavior of a LB method requires the use of more and more discrete velocities [7,8], which may hamper computational efficiency, and (2) the LB scheme is subject to strong numerical instabilities, especially when the Mach number and the temperature fluctuations increase [9]. These instabilities are sometimes attributed to mode coupling [10–12], the occurrence of negative distribution functions [13,14], the nonexistence of a H-theorem for the LB scheme [15,16], or an insufficient numerical accuracy [17]. Even though some strategies were proposed to tackle these issues, such as multispeed LB [8,18–20], double distribution function [21–23], or hybrid approaches [24–27], numerical instabilities still restrict these methods to the fields of academic research. However, performing an athermal assumption leads to considerable gains in numerical stability, which is usually adopted in the so-called standard lattice Boltzmann methods. It basically consists in assuming the temperature field of the Maxwell-Boltzmann equilibrium distribution function as constant in space and time. As a consequence, this standard LBM is inherently restricted to simulations of isothermal and weakly compressible flows.

The standard athermal LB method (LBM) is nowadays widely popularized for industrial purpose, e.g., for computational aeroacoustics [28,29] or in the automotive industry [30]. However, it is still subject to many research topics. First, the numerical robustness of the common Bhatnagar-Gross-Krook (BGK) [31] collision model in the zero-viscosity limit (for high Reynolds number flows) is still delicate. Many more sophisticated collision models have been designed to extend their stability range, among which multiple relaxation time (MRT) models [10,32,33], two-relaxation-time (TRT) models [34], the regularized [19,20,35–37], cascaded [38], cumulant [39,40], entropic [16,41–43] models, etc. Understanding the origins of the numerical instabilities, as well as the numerical behavior of these collision models, is an important matter of academic research. Furthermore, local behaviors arising, e.g., at open or closed boundaries [11,44] or at a transition between different mesh resolutions [45], can induce spurious phenomena that may affect the whole simulation domain. These issues are not clearly understood yet and remain within the framework of academic research.

In this context, the simulation of very simple test cases is of paramount importance to assess new LB methods. Periodic cases, such as the double shear layer of Minion and Brown [46] are often preferred in the validation of collision models, so that spurious effects of boundary conditions can be avoided. A reference case for the validation of CFD solvers is the convected vortex test case, which is usually initialized as the analytical Lamb-Oseen vortex [47–49], demonstrated from the isentropic Euler equations. The simplicity of this case has made it very appealing for the assessment of numerical schemes in the fluid core since it can reveal its dissipation, dispersion and isotropy properties [50–52]. Moreover, the convection of a vortex towards a (nonreflecting) boundary [11] or a transition between different mesh resolutions [45] can highlight the aforementioned spurious phenomena in a reduced simulation.
Unfortunately, in the athermal assumption of the standard LBM, concepts of energy and entropy are meaningless from a physical viewpoint. Instead of obeying the standard ideal gas law \( p = \rho RT \), where \( p \), \( \rho \), \( R \), and \( T \), respectively, refer to pressure, density, heat gas constant, and temperature), an athermal fluid flow obeys a so-called barotropic equation of state \( p = \rho RT_0 \), where \( T_0 \) is a constant [53]. Hence, the usual isentropic vortex test case is not consistent with the athermal equations solved by the LBM. The inconsistence between the flow initialization and the macroscopic equations solved by the LB method is known to induce a physical transient adaptation at the origin of spurious waves that may corrupt the study of the phenomena of interest [11,45]. Because of these difficulties, the convected vortex is not usually assessed with the standard LB method, while it is very common for NS based solvers. Gendre et al. [45] have partially got rid of spurious phenomena with a so-called pseudo-isentropic vortex, obtained thanks to a Taylor expansion of the isentropic one for low temperature variations. But there is still a dependency of the heat capacity ratio \( \gamma \), which has no meaning in an athermal solver. The aim of this article is to provide a proper initialization of the convected vortex test case in agreement with the barotropic equation of state of the standard LBM and to investigate its dependency on Mach number and spatial resolution. For this reason, it will be referred to as the barotropic vortex test case.

Section II is dedicated to a brief review of the origins of the standard athermal assumption and its consequences on the fluid behavior. In Sec. III, starting from a given velocity field corresponding to an intended recirculation, the Euler equations will be written in cylindrical coordinates and thermodynamic fields in agreement with the equation of state will be obtained for the (1) isentropic and (2) barotropic cases. Relations between the derived density fields will be drawn. In Sec. IV, a numerical validation of the barotropic density field corresponding to an intended recirculation, the Euler gas law \( \rho = \frac{p}{RT} \).

\[ \rho = \sum_{i=1}^{V} f_i, \quad \rho u = \sum_{i=1}^{V} \xi_i f_i, \]

\[ \rho e = \rho c_v T = \sum_{i=1}^{V} \frac{|\xi_i - u|^2}{2} f_i, \]

where \( c_v = (D/2)R \) is the heat capacity ratio at constant volume of a monatomic gas, \( D \) is the spatial dimension and \( R \) is the heat gas constant.

A macroscopic interpretation of the DVBE, thanks to, e.g., a Chapman-Enskog expansion [54], allows showing that the underlying physics is completely driven by the statistical moments of the equilibrium distribution functions \( m_{eq}^{(n)} \), defined for a discrete velocity space as

\[ m_{eq}^{(n)} = \sum_{i=1}^{V} \xi^n_i f_i, \]

where \( \xi^n_i \) denotes the \( n \)-th rank tensor built by \( n \) tensor products of \( \xi \). A general way to build a set of \( (f_{eq}^{(n)})_{n \in [1,V]} \) satisfying the equilibrium distribution function \( \mathcal{H}^{(n)}(\xi) \) for the \( n \)-th order Hermite polynomial defined as

\[ \mathcal{H}^{(n)}(\xi) = \left( -\frac{c_s^2}{w(\xi)} \right)^n \exp \left( -\frac{\xi^2}{2c_s^2} \right). \]

Finally, in Eq. (5), \( N \) stands for the higher-order Hermite equilibrium moment that can be recovered with such a polynomial expansion. It should obey \( 2N \leq Q \), where \( Q \) is the order of quadrature of the lattice (cf. the Appendix).
B. Standard athermal LBM

The most common lattices introduced in the Appendix have an order of quadrature $Q = 5$, meaning that the Hermite polynomial expansion of Eq. (5) cannot theoretically exceed $N = 2$. Only equilibrium moments up to the second order can therefore be prescribed. Because of this limitation, macroscopic errors arise at the Navier-Stokes level. They can be attributed, e.g., thanks to a Chapman-Enskog expansion, to discrepancies with the continuous moments of the Maxwell-Boltzmann equilibrium Eq. (8):

1. $\epsilon_{\text{eq}}^{(3) \rho} = 0$ yields a cubic error in Mach number in the momentum equation,

2. incorrect third- and fourth-order equilibrium moments yield errors in the transport and diffusive terms of the energy equation.

More details on these error terms can be found in Ref. [20]. The large errors arising in the energy equation are usually circumvented by imposing an *athermal* flow, i.e., $T = T_0$ in the expression of the Maxwell-Boltzmann distribution function Eq. (8). With this assumption, the macroscopic equations obtained at the Navier-Stokes level are

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \quad (9)
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) + \nabla \cdot (\rho c_s^2 \mathbf{S}) = 2 \mu \nabla \cdot \mathbf{S} + O(\mathbf{u}^3). \quad (10)
\]

where “$\nabla$” stands for the divergence operator, $\mu = \tau \rho c_s^2$ is the dynamic viscosity, and $\mathbf{S} = [\nabla \mathbf{u} + (\nabla \mathbf{u})^T]/2$ is the strain rate tensor. Note that Eqs. (9) and (10) form a closed set of equations without involving any notion of energy nor temperature. They are usually considered suitable for isothermal and weakly compressible flows. Notwithstanding the $O(\mathbf{u}^3)$ error which is due to an incorrect third-order equilibrium moment, the mass and momentum equations differ from the well-known form of compressible Navier-Stokes equations in several ways. First, a pressure gradient can be identified in Eq. (10), where pressure $p$ is defined as

\[
p = \rho c_s^2 = \rho R T_0. \quad (11)
\]

It differs from the usual ideal gas equation of state ($p = \rho R T$) by the fact that $T_0$ does not obey any evolution equation, it is rather kept constant. Equation (11) is sometimes referred to as a *barotropic* equation of state, rather than an ideal gas one [53]. An important consequence is that the speed of sound is equal to the Newtonian sound speed $c_s = \sqrt{RT_0}$ which is the sound speed at constant temperature rather than at constant entropy. In particular, it does not account for temperature variations nor heat capacity ratio $\gamma$, which have no meaning with the athermal flow assumption. In addition, a shear stress can be identified in Eq. (10) as

\[
\sigma = 2 \mu S. \quad (12)
\]

Contrary to its Navier-Stokes counterpart, this shear stress is not traceless: it contains a normal stress which is not held by the thermodynamic pressure. This error is usually referred to as a compressibility error [56]. It can be viewed as an add of bulk viscosity $\mu_b$ [56], since

\[
\sigma = \mu \left(2S - \frac{2}{D} \nabla \cdot \mathbf{u}\right) + \mu_b(\nabla \cdot \mathbf{u}) I, \quad (13)
\]

with $\mu_b = 2 \mu/D$.

The LB methods for which a fifth-order quadrature imposes a second-order expansion of the equilibrium distribution function are usually referred to as *standard* LB methods. Note that, regarding the D2Q9 and D3Q27 lattices, the discrete equilibrium can be improved by including higher-order Hermite polynomials that are second-order *per direction* [36], i.e.,

D2Q9 lattice:

\[ H_{xx}, H_{xy}, H_{yy}, H_{xyy}. \]

D3Q27 lattice:

\[ H_{xx}, H_{xy}, H_{yy}, H_{xyy}, H_{xxy}, H_{xyy}, H_{yyx}, H_{xyy}, H_{xyy}, H_{xxy}. \]

However, even if it may reduce error terms in some specific directions [12], these models are still restricted to isothermal weakly compressible flows.

To circumvent the limitation to athermal flows, several strategies can be adopted:

1. lattices with a higher order of quadrature can be used, so that the energy equation can be solved without error [7,8,18],

2. a second set of distribution functions can be introduced so that energy or temperature can be defined as its zeroth-order moment [21–23],

3. a hybrid approach can be adopted, where the energy equation is solved by finite-differences [25,27].

However, either these solutions do not actually introduce an ideal gas coupling (but, e.g., a Boussinesq coupling), or they lead to severe numerical instabilities after time & space discretizations [9]. For these reasons, the development of stable thermal LB models is still a topic of research, and the standard athermal LB method is more mature to handle many industrial applications.

The isentropic convected vortex test case, which is one of the academic reference test cases to assess the behavior of Navier-Stokes-based solvers, is not consistent with the athermal assumption done in standard LB methods, where the notion of entropy has no meaning. The purpose of the next section is to provide convected test cases in agreement with both the barotropic equation of state Eq. (11) and the ideal gas one.

III. DERIVATION OF THE CONVEXTED VORTEX

Let us start writing the (initial) velocity field of an intended convected vortex. In two-dimensional Cartesian coordinates, it reads as

\[
u_x = U_0 - \epsilon \left(\frac{y - y_c}{R_c}\right) \exp \left[-\frac{(x-x_c)^2 + (y - y_c)^2}{2R_c^2}\right], \quad (14)
\]

\[
u_y = \epsilon \left(\frac{x - x_c}{R_c}\right) \exp \left[-\frac{(x-x_c)^2 + (y - y_c)^2}{2R_c^2}\right], \quad (15)
\]
where $U_0$ is a constant advection velocity, $\epsilon$ is the (constant) strength of the vortex, $R_c$ is the characteristic radius and $(x_c, y_c)$ is the position of its center. The velocity field can eventually be re-written in cylindrical coordinates in the moving frame of the vortex as

$$u = \epsilon \frac{r}{R_c} \exp \left( -\frac{r^2}{2R_c^2} \right) e_\theta,$$  \hspace{1cm} (16)

where $r$ is the radius starting from the center of the vortex and $e_\theta$ is the unitary azimuthal vector. The purpose is now to derive the thermodynamic variables ($\rho$ only in the athermal case) corresponding to this velocity field so that the initialization can be in agreement with the equations solved by the standard LBM. To this extent, as for the derivation of the isentropic vortex, the Euler equations are used. Moreover, for an inviscid fluid in the co-moving frame, a steady flow is assumed.

In cylindrical coordinates, by denoting, respectively, $u_r$ and $u_\theta$ the radial and azimuthal components of $u$, the Euler equations for a steady-state flow can be written as

$$\nabla \cdot (\rho u) = 0,$$  \hspace{1cm} (17)

$$u_r \frac{\partial u_r}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_r}{\partial \theta} - \frac{u_\theta^2}{r} = -\frac{1}{\rho} \frac{\partial p}{\partial r},$$  \hspace{1cm} (18)

$$u_r \frac{\partial u_\theta}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_\theta}{\partial \theta} + \frac{u_r}{r} = \frac{1}{\rho r} \frac{\partial p}{\partial \theta}.$$  \hspace{1cm} (19)

Using the mass conservation Eq. (17), and knowing that the velocity field Eq. (16) has a null divergence, one obtains

$$u \cdot \nabla \rho = 0.$$  \hspace{1cm} (20)

Knowing then that the velocity field has an azimuthal component only, the above equation leads to

$$\frac{\partial \rho}{\partial \theta} = 0 \Rightarrow \rho = \rho(r).$$  \hspace{1cm} (21)

Moreover, injecting the velocity field Eq. (16) into Eq. (19) leads to

$$\frac{\partial p}{\partial \theta} = 0 \Rightarrow p = p(r).$$  \hspace{1cm} (22)

Finally, injecting Eq. (16) into Eq. (18) yields

$$\frac{1}{\rho} \frac{dp}{dr} = \frac{u_\theta^2}{r},$$  \hspace{1cm} (23)

which is the main equation that has to be resolved. In the following, this equation will be solved for two cases:

1. for the standard compressible Euler equations with the ideal gas law, the standard isentropic vortex will be recovered,
2. for the athermal form of the Euler equations, a so-called barotropic vortex that may be used as initialization for the standard LBM will be obtained.

### A. Solution for the compressible Euler equations: Isentropic vortex

First, in the compressible case, three thermodynamic variables are unknown: the pressure $p$, density $\rho$, and temperature $T$. Three equations are then required. A first equation is given by Eq. (23). The second equation is provided by the ideal gas equation of state:

$$p = \rho RT.$$  \hspace{1cm} (24)

The third equation linking the thermodynamic variables is the Laplace law for an isentropic flow:

$$\frac{p}{\rho^\gamma} = \frac{p_0}{\rho_0^\gamma},$$  \hspace{1cm} (25)

where $\gamma$ is the heat capacity ratio $[\gamma = (D + 2)/D$ for a monatomic gas]. $T_0$, $p_0$, and $\rho_0$, the reference thermodynamic variables, can be chosen as uniform reference values far away from the vortex. Manipulating Eq. (24) with Eq. (25) leads to

$$\frac{1}{\rho} \frac{dp}{dr} = c_p \frac{dT}{dr},$$  \hspace{1cm} (26)

where $c_p = \gamma R/(\gamma - 1)$. Hence, Eq. (23) becomes

$$\frac{dT}{dr} = -\frac{u_\theta^2}{rc_p} = \frac{\epsilon^2 r}{c_p R_c^2} \exp \left( -\frac{r^2}{R_c^2} \right).$$  \hspace{1cm} (27)

The integration of this equation is straightforward and gives

$$T(r) = T_0 - \frac{\epsilon^2}{2c_p} \exp \left( -\frac{r^2}{R_c^2} \right).$$  \hspace{1cm} (28)

The density field can then be computed thanks to the Laplace law:

$$\rho = \rho_0 \left[ 1 - \frac{(\gamma - 1)}{\gamma} \left( \frac{\epsilon^2}{2c_p^2} \exp \left( -\frac{r^2}{R_c^2} \right) \right)^{1/(\gamma - 1)} \right],$$  \hspace{1cm} (29)

and then the pressure thanks to the ideal gas equation of state. This solution corresponds to the usual isentropic Lamb-Oseen [47,49] vortex.

### B. A barotropic vortex for the standard athermal LBM

As discussed in Sec. II, in the standard lattice Boltzmann solvers, an athermal form of the Navier-Stokes equations is obtained. Pressure and density fields are linked with each other through the barotropic equation of state Eq. (11) instead of the ideal gas equation of state Eq. (24). Directly inserting Eq. (11) into Eq. (23) leads to

$$\frac{1}{\rho} \frac{d\rho}{dr} = \frac{u_\theta^2}{rc_s^2}$$  \hspace{1cm} (30)

This single equation is sufficient to obtain the density field. It can be rewritten as

$$\frac{d}{dr} \left[ \ln \rho \right] = \frac{\epsilon}{c_s^2} r \exp \left( -\frac{r^2}{R_c^2} \right).$$  \hspace{1cm} (31)

The integration of this equation is straightforward and gives

$$\rho(r) = \rho_0 \exp \left[ -\frac{\epsilon^2}{2c_s^2} \exp \left( -\frac{r^2}{R_c^2} \right) \right],$$  \hspace{1cm} (32)

which is the expression that will be further referred to as the density field for a barotropic vortex.

Note that this expression of the density field can be approximated thanks to a Taylor expansion if $\epsilon/c_s \ll 1$. At the second order in $\epsilon/c_s$, it leads to the following vortex:

$$\rho(r) = \rho_0 \left[ 1 - \frac{\epsilon^2}{2c_s^2} \exp \left( -\frac{r^2}{R_c^2} \right) \right] + O \left( \frac{\epsilon^4}{c_s^4} \right).$$  \hspace{1cm} (33)
This expression corresponds to the so-called pseudoisentropic vortex used in Ref. [45] for the numerical assessment of a vortex convected across a mesh transition.

C. Relations between the isentropic and the barotropic vortices

A direct link can be drawn between the density distributions obtained for the isentropic and the barotropic vortices by noticing that the athermal flow assumption is equivalent to the ideal gas modeling in the limit of adiabatic exponent \( \gamma = 1 \). This is in disagreement with a monatomic gas modeling, for which \( \gamma = (\mathcal{D} + 2)/\mathcal{D} \). Indeed, in the compressible case, the internal energy conservation of the Navier-Stokes equations reads

\[
\frac{\partial (\rho e)}{\partial t} + \nabla \cdot (\rho eu) = -p \nabla \cdot u + \nabla \cdot q + \sigma : u, \tag{34}
\]

where \( q \) is the heat flux. Noticing that \( \rho e = \rho c_v T = p/(\gamma - 1) \), this equation can equivalently be rewritten as

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = (1 - \gamma)(p \nabla \cdot u + \nabla \cdot q + \sigma : u). \tag{35}
\]

In the particular case \( \gamma = 1 \), compressibility effects driven by the \( p \nabla \cdot u \) term of the above equation have no influence on the evolution of pressure, as well as heat conduction and viscous effects. Pressure rather obeys a simple transport equation, exactly like \( \rho \) in the mass conservation Eq. (9). Hence, if pressure is initialized as proportional to the density field and since they both obey the same evolution equation, then \( p \) will be nothing more than a density by a constant factor. Using the ideal gas law, this constant factor can be identified as \( RT_0 \), so that the barotropic equation of state of Eq. (11) is obtained.

The exact behavior of the athermal assumption of Sec. II is therefore recovered. In this limit, the isentropic sound speed \( \sqrt{\gamma RT} \) is reduced to the Newtonian one \( (c_s = \sqrt{RT_0}) \).

Let us now compute the density distribution of the isentropic vortex in the limit \( \gamma \rightarrow 1 \). To this extent, one can compute the log of Eq. (29) and perform an asymptotic expansion about \( \gamma = 1 \):

\[
\log(\rho/\rho_0) = \frac{1}{\gamma - 1} \log \left[ 1 - \frac{(\gamma - 1)}{2} \frac{\epsilon^2}{2 c_s^2} \exp \left( -\frac{r^2}{R_c^2} \right) \right] = \frac{1}{\gamma - 1} \left[ \frac{(\gamma - 1)}{\gamma} \exp \left( -\frac{r^2}{R_c^2} \right) + O((\gamma - 1)^2) \right] \xrightarrow{\gamma \rightarrow 1} - \exp \left( -\frac{r^2}{R_c^2} \right) \tag{36},
\]

so that

\[
\rho \xrightarrow{\gamma \rightarrow 1} \rho_0 \exp \left[ -\frac{\epsilon^2}{2 c_s^2} \exp \left( -\frac{r^2}{R_c^2} \right) \right] \tag{37}.
\]

The density distribution of Eq. (32) is recovered, so that the barotropic vortex is the limit of the isentropic one in the limit \( \gamma \rightarrow 1 \).

IV. NUMERICAL VALIDATION

Let us now assess the consistency of the barotropic density field by setting it as the initial solution of a standard athermal LB solver. In the following, considering the initial velocity field given in Eqs. (14) and (15), four initial density fields are studied:

1. the “standard” isentropic vortex of Eq. (29),
2. the first-order Taylor expansion of Ref. [45], cf. Eq. (33),
3. a second-order Taylor expansion of Ref. [45]:

\[
\rho = \rho_0 \left[ 1 - \frac{\epsilon^2}{2 c_s^2} \exp \left( -\frac{r^2}{R_c^2} \right) + \frac{\epsilon^4}{8 c_s^4} \exp \left( -\frac{2r^2}{R_c^2} \right) \right] \tag{38},
\]

4. the barotropic vortex of Eq. (32).

To impose initial distribution functions from known macroscopic conditions, two strategies will be adopted in the following. The first one consists in initializing the distribution functions to their equilibrium value \( f_{eq} \). In the second-one, an off-equilibrium part is included by computing the velocity gradients, as proposed, e.g., in Refs. [57,58]. It can be computed thanks to the first-order term of the Chapman-Enskog expansion, truncated up to its second-order term in Hermite polynomials:

\[
f_i = f_{eq} + f_{(1)}^1, \quad f_{(1)}^1 = \frac{w_i}{2c_s^2} a^{eq}_{(1)} : \mathbf{H}^{(2)}_{i}, \tag{39}
\]

with

\[
a^{eq}_{(1)} = \sigma = 2 \rho \tau c_s^2 S, \quad \mathbf{H}^{(2)}_{i} = \xi_{ij} \xi_{ij} - c_s^2 \delta_{ij}, \tag{40}
\]

where the velocity gradients in the strain rate tensor \( S \) can be computed analytically.

Two cases will be investigated:

1. a static vortex, to highlight an eventual adaptation in the form of acoustic waves and decrease in the vortex amplitude,
2. a convected vortex, to possibly highlight the effects of nonhydrodynamic modes that would not be convected in the static case.

All the cases are performed with the D2Q9 lattice [2] and a BGK collision model. In the following, \( f_{eq} \) is chosen as a “complete” expansion of the Maxwell-Boltzmann equilibrium distribution function onto the Hermite polynomial basis of the D2Q9 lattice of nine elements [18,20,36]:

\[
f_{eq} = w_i \rho \left[ 1 + \frac{\xi_i \cdot u}{c_s^2} + \frac{(\xi_i \cdot u)^2}{2 c_s^4} - \frac{||u||^2}{2 c_s^2} \right] + \frac{w_i}{2 c_s^4} \mathcal{H}^{(3)}_{i,xyy} a_{eq,xyy}^{(3)} + \mathcal{H}^{(3)}_{i,xyy} a_{eq,xyy}^{(4)} \tag{41} + \frac{w_i}{4 c_s^4} \mathcal{H}^{(4)}_{i,xyyy} a_{eq,xyyy}^{(4)}
\]

with

\[
a_{eq,xyy}^{(3)} = \rho u_x u_y u_y, \quad a_{eq,xyyy}^{(4)} = \rho u_x^2 u_y^2, \tag{42}
\]

\[
\mathcal{H}^{(3)}_{i,xyy} = \xi_{i,x} \xi_{i,y} - c_s^2 (\delta_{i,y} \xi_{i,y} + \delta_{i,y} \xi_{i,x} + \delta_{i,x} \xi_{i,x} + \delta_{i,x} \xi_{i,y}), \tag{43}
\]

\[
\mathcal{H}^{(4)}_{i,xyyy} = \xi_{i,x}^2 \xi_{i,y} - c_s^2 (\xi_{i,x}^2 + \xi_{i,y}^2) + c_s^2. \tag{44}
\]

This choice is done to increase the robustness of the BGK-LB scheme [9,36,59].
minimize viscous damping and the convective velocity is set to $U_0 = 0$ to simulate a stationary vortex. In all the results presented below, only the results obtained with an initialization at equilibrium will be shown. The effect of adding an off-equilibrium part in the initial distribution functions will be investigated in the next section. Finally, two values for the parameter $\epsilon$ are studied: (1) $\epsilon = 0.5c_s$, (2) $\epsilon = c_s$. The first case leads to a maximal Mach number of 0.3, and the second one to 0.6. The choice of the second case can be discussed regarding the coherence of an athermal model with a local Mach number of 0.6, notwithstanding the stability issues encountered with the BGK model at this Mach number. However, here, only the consistency of the initialization is investigated (rather than whether the behavior is physical or not), and no growing instabilities are observed during the transient time studied below. This second case is only chosen to better highlight the phenomena of interest.

A comparison of the density profiles for the four initializations and the two values of $\epsilon$ after 150 iterations is shown on Fig. 1. An adaptation, which behaves as an acoustic wave starting from the center of the vortex, is observed for the isentropic initialization and for the two kinds of Taylor expansions given in Ref. [45]. As expected, and as noticed by Gendre et al. [45], the adaptation is all the more reduced as the order of the Taylor expansion is increased. Yet, it is still visible on Fig. 1. On the contrary, with the barotropic initialization, this adaptation does not seem to present any more.

Ratios between the maximal value of $\rho$ (linked to the amplitude of the generated acoustic wave) and the minimal value of $\rho$ (linked to the amplitude of the vortex) are compiled in Table I. It allows quantifying the amplitude of the generated acoustic wave relative to the density fluctuations induced by the vortex. Two meshes are investigated: (200 $\times$ 200) and (400 $\times$ 400) voxels. In the second case, $R_c = 40$ voxels per characteristic radius.

With the isentropic initialization, the amplitude of the generated acoustic wave is of the same order of magnitude whatever the mesh resolution and relatively large compared to the vortex amplitude (about 10%). As expected, for both the first- and second-order Taylor expansions, the acoustic adaptation is all the more important as the value of $\epsilon/c_s$, a fortiori the local Mach number, increases. Moreover, like for the isentropic one, the mesh size has no real effect on the adaptation. With the barotropic initialization, two observations can be made. First, the amplitude of the adaptation does not depend on the strength of the vortex $\epsilon/c_s$. This means that the accuracy of the barotropic initialization does not depend on the strength of the vortex, contrary to the Taylor expansion proposed in [45]. Secondly, when refining the mesh size from

![FIG. 1. Dimensionless density profile of the static vortex test case after 150 iterations. (a) $\epsilon = 0.5c_s$, (b) $\epsilon = c_s$.](image)

| TABLE I. Ratio $\max(\rho - \rho_0)/\max(\rho_0 - \rho)$ characterizing the amplitude of the acoustic wave generated by the initialization relative to the amplitude of the vortex. Maximal and minimal values are computed on the full computational domain between 0 and 150 iterations for (200 $\times$ 200) voxels and between 0 and 300 iterations for (400 $\times$ 400) voxels. |
|---------------------------------|-----------------|-------------------|------------------|------------------|-------------------|
| $(N_x \times N_y)$              | Isentropic      | Taylor first-order [45] | Taylor second-order [45] | Barotropic       |
| $\epsilon = 0.5c_s$            | (200 $\times$ 200) | 9.9%              | 0.51%            | 0.14%            | 0.0098%          |
|                                | (400 $\times$ 400) | 10%               | 0.50%            | 0.13%            | 0.0016%          |
| $\epsilon = c_s$              | (200 $\times$ 200) | 9.2%              | 2.9%             | 0.55%            | 0.0093%          |
|                                | (400 $\times$ 400) | 9.2%              | 2.8%             | 0.54%            | 0.0017%          |
be mistaken with a dissipative behavior of the numerical scheme in the first transient steps of a simulation. On the contrary, no oscillations seem to be observed with the barotropic initialization for which the vortex amplitude stay constant.

**B. Convected vortex**

Apart from spurious acoustic waves, an inconsistent initialization of the lattice Boltzmann distribution functions may result in the excitation of nonhydrodynamic modes that can be advected in the whole computation domain [53, 59–62]. Previous works have highlighted the fact that these modes have a phase velocity close to $\pi$, so that their amplitude is reversed at each iteration [59]. Moreover, in absence of mean flow, they can have a null group velocity [59], which makes them undetectable in the stationary test cases of the previous section. To highlight the effect of the vortex initialization on the generated nonhydrodynamic modes, convected vortex simulations at different Mach numbers $M_{a0} = U_0/c_s$ are carried out in this section. Note that thanks to the Galilean invariance of the Euler equation, the macroscopic initialization of the density field is not affected by the mean flow Mach number.

Test cases similar as in the previous section are performed on a periodic two-dimensional square domain of size $(600 \times 600)$ Cartesian cells, with a convected vortex initially placed at its center, i.e., $(x_c, y_c) = (300 \times 300)$. Since the aim of the present work is not to assess the behavior of a particular collision model, the very standard BGK approximation is adopted here, with an equilibrium distribution function expanded up to the fourth-order and $\tau = 10^{-5}$. The horizontal convective Mach number is set to $M_{a0} = 0.3$. For reasons of numerical stability, only the $\epsilon = 0.5c_s$, case will be presented below. The characteristic radius of the vortex is set to $R_c = 5$ voxels. This rather coarse case is adopted to exhibit the nonhydrodynamic behaviors presented below.

Figure 3 displays the horizontal velocity distribution (in lattice units) along the cut $y = 300$. The four kinds of density initializations [isentropic Eq. (29), first-order Taylor Eq. (33), second-order Taylor Eq. (38), and barotropic Eq. (32)] are represented, as well as the two kinds of distribution initializations [at equilibrium or with an off-equilibrium part Eq. (39)] at different instants: $t = 0$, $t = 350$ and $t = 351$ iterations. Several observations are worth noting. First, while $u_x - U_0 = 0$ along the $(y = 300)$-line at $t = 0$, it is no more the case after convecting the vortex. It is probably a simple effect of the dispersion properties of the LB scheme, which may shift the central position of the vortex. Moreover, two spurious acoustic waves (denoted by boxes B and C) can be, as previously, identified. As for the stationary vortex case, their amplitude is decreased when adopting the more adapted barotropic vortex. Note that adding an off-equilibrium part also helps decreasing the amplitude of these spurious waves. For instance, with the second-order Taylor initialization of Eq. (38), when initializing $f^{(III)}$, the amplitudes of the acoustic waves are in the same order of magnitude as with the barotropic initialization Eq. (32). Finally, an upstream convected nonhydrodynamic wave can be observed in all the cases of Fig. 3 (cf. box A). It can be clearly identified thanks to its amplitude inversion between $t = 350$ and $t = 351$ iterations, which is the evidence of a phase velocity close to $\pi$. This wave is not physical...
FIG. 3. Horizontal velocity distribution of a vortex convected at $Ma_0 = 0.3$. From top to bottom: Isentropic Eq. (29), Taylor first-order Eq. (33), Taylor second-order Eq. (38), and barotropic (32) initializations. Left: initialization with equilibrium distribution function, right: with an off-equilibrium part. $\ldots$: $t = 0$; $\cdots$: $t = 350$; $\cdots$: $t = 351$ iterations. (A) Spurious nonhydrodynamic wave, (B, C) spurious acoustic waves.
since it is advected at a higher group velocity than the speed of sound. Moreover, it could not be observed on the static vortex test case, for which its group velocity is probably null, as already stated in Ref. [59]. The shape and the amplitude of this wave is exactly the same whatever the density field initialization. In fact, only the way of initializing the distribution functions seems to impact this wave. Adding an initial off-equilibrium part helps reducing its amplitude, even if only a slight positive effect is observed. Although its amplitude is, in any case, smaller than that of the spurious acoustic waves, the behavior of this kind of nonhydrodynamic wave at a mesh boundary should be treated with care, especially because of its amplitude inversion at each iteration.

To summarize these observations, two effects can be clearly distinguished:

1. a change in the initial macroscopic fields affects the generation of spurious acoustic waves, but not the nonhydrodynamic ones,

2. initializing the distribution functions with an off-equilibrium parts reduces the amplitude of any spurious wave.

Ratio of the amplitudes of the emitted acoustic wave with respect to that of the vortex $\Delta_{\rho}\Delta_{\rho_{covo}}$ [with $\Delta_{\rho} = \max(\rho - \rho_0)$ and $\Delta_{\rho_{covo}} = \max(\rho_0 - \rho)$] are displayed on Fig. 4 for the four initial density fields and the two kinds of distribution initializations. Five vortex resolutions are compared ($R_c = 2.5, R_c = 5, R_c = 10, R_c = 20, \text{and} R_c = 40$) for three convective Mach numbers: $M_0 = 0, M_a = 0.3 \text{ x-aligned, and} M_0 = 0.3 \text{ with an angle } \theta_0 = 45^\circ$. For each case, the size of the computational domain in terms of number of voxels is 20 times larger than the vortex radius. Moreover, the simulation time is set to $10R_c$ iterations to ensure that spurious waves are well separated from the vortex and to avoid their superposition at the periodic boundaries. In all the computations, the spurious nonhydrodynamic waves do not have a significant amplitude compared to the acoustic ones. Overall, a similar behavior can be noticed whatever the Mach number and the orientation of the mean flow, and the following conclusions can be drawn.

1. With the isentropic, the first- and second-order Taylor initializations, mesh refinement only has an effect on the spurious adaptation for $R_c < 5$. With finer spatial resolutions, the inconsistency error dominates, which explains the observation of a plateau in the mesh convergence.

2. In any case, the effect of initializing the off-equilibrium part is similar to a mesh refinement. It can be viewed as an increase in the precision order of the initialization.

3. With the barotropic initialization, increasing the spatial resolution reduces the amplitude of spurious waves even for the finer cases, and no plateau is observed. Moreover, an asymptotic behavior with a slope $-2$ is obtained, in agreement with the spatial error of the LB numerical scheme [21,53,63]. This means that the residual adaptation is only due to the vortex resolution, further confirming the consistency of the initialization.

V. CONCLUSION

Density distributions of the standard isentropic vortex and the barotropic one have been derived from the Euler equations with the ideal gas equation of state Eq. (24) and the barotropic one Eq. (11), respectively. Relations between both vortexes have been established by noticing that the athermal fluid assumption of the standard LBM can be recovered from the compressible equations in the limit of a heat capacity ratio $\gamma \to 1$. Numerical assessment has been performed on stationary and convected vortexes with the aim of highlighting the consistency of the barotropic vortex initialization for the standard athermal LBM. For this reason, it has been compared with other initializations of density field, several mesh resolutions, two values of vortex strengths and two kinds of
initializations of the LB distribution functions: at equilibrium or with an analytically computed off-equilibrium part. Results highlight the good consistency of the barotropic vortex with the athermal LBM. It minimizes the spurious adaptation that can pollute an academic simulation in the aim of validating a LB model. The remaining acoustic adaptation is independent of the vortex strength, contrary to previous solutions based on a Taylor expansion of the isentropic vortex [45], for which a plateau has been obtained in the mesh convergence. It can be further reduced, either by refining the mesh, or by including the off-equilibrium part in the initial distributions which increases the precision of the initial condition. Moreover, the presence of a nonhydrodynamic wave, advected at a larger velocity than the speed of sound, has been identified, especially when the vortex is convected. Damping the amplitude of this wave has only been possible by a change of initial distribution functions or spatial resolution, rather than their macroscopic value. Even if its amplitude seems much lower than that of the spurious acoustic ones, this wave can be problematic because of its unphysical phase shift at each iteration. Further work may focus on the behavior of this particular wave, e.g., how to effectively reduce its initial contribution or how do more sophisticated collision models behave with nonhydrodynamic phenomena.
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APPENDIX: STANDARD LATTICES

Two- and three-dimensional lattices commonly used in the so-called standard lattice Boltzmann method are described below. For a sake of clarity, all velocities obtained by cyclic permutations with respect to each Cartesian axis are omitted, the number of velocities belonging to a same group (=same velocity norm) being denoted by $p$. Note that $e_i = \xi_i \Delta t / \Delta x$ and $c_s$ is here the nondimensional Newtonian sound speed: $c_s = \sqrt{RT_0 / \Delta_1} \Delta t / \Delta x$.

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Quadrature order</th>
<th>$e_i$</th>
<th>Group</th>
<th>$p$</th>
<th>$w_i$</th>
<th>$c_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D2Q9</td>
<td>$Q = 5$</td>
<td>(0, 0)</td>
<td>1</td>
<td>1</td>
<td>4/9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 0)</td>
<td>2</td>
<td>4</td>
<td>1/9</td>
<td>$1/\sqrt{3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 1)</td>
<td>3</td>
<td>4</td>
<td>1/36</td>
<td></td>
</tr>
<tr>
<td>D3Q19</td>
<td>$Q = 5$</td>
<td>(0, 0, 0)</td>
<td>1</td>
<td>1</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 0, 0)</td>
<td>2</td>
<td>6</td>
<td>1/18</td>
<td>$1/\sqrt{3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 1, 0)</td>
<td>3</td>
<td>12</td>
<td>1/36</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0, 0, 0)</td>
<td>1</td>
<td>8</td>
<td>27/8</td>
<td></td>
</tr>
<tr>
<td>D3Q27</td>
<td>$Q = 5$</td>
<td>(1, 0, 0)</td>
<td>2</td>
<td>6</td>
<td>2/27</td>
<td>$1/\sqrt{3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 1, 0)</td>
<td>3</td>
<td>12</td>
<td>1/54</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 1, 1)</td>
<td>4</td>
<td>8</td>
<td>1/216</td>
<td></td>
</tr>
</tbody>
</table>