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ABSTRACT

In this paper, the energy efficiency of a two-user downlink
non-orthogonal multiple access (NOMA) system is investi-
gated. We consider a stochastic time-varying channel that
is unknown at the transmitter side (in state and distribution)
and propose an online learning method that is energy effi-
cient and relies only on a 1-bit feedback, of high relevance in
IoT networks. Our adaptive NOMA scheme draws on multi
armed bandits (MAB) to learn the optimal policy in terms
of which user should perform successive interference can-
cellation (SIC) and the power allocation at the transmitter.
Our simulation results reveal fundamental tradeoffs between
performance, complexity and available feedback information,
and also show that our scheme can remarkably outperform
OMA without CSIT/CDIT.

Index Terms— Adaptive NOMA with no CSIT/CDIT, en-
ergy efficiency, dynamic IoT networks, multi-armed bandits

1. INTRODUCTION

Non-orthogonal multiple access (NOMA) is a very promising
technology for IoT and future generation networks due to its
massive connectivity and spectrum efficiency potential [1]. In
addition, IoT devices will have to cope with the network dy-
namics under stringent power and computational constraints
[2, 3]. Hence, low-complex and energy-efficient learning ca-
pabilities relying on machine learning need to be integrated
within the network’s architecture in order to overcome these
challenges.

The majority of works investigating NOMA [4–10] rely
on strong assumptions regarding the channel knowledge at
the transmitter side: either perfect channel state information
at the transmitter (CSIT) or channel distribution information
at the transmitter (CDIT). Under such assumptions, the order
under which the messages are decoded by SIC is based on the
quality of channels (either the ordering of the channel gains,
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or some channel statistical characteristics) and by carefully al-
locating the transmit powers, NOMA is shown to outperform
OMA.

Assuming perfect CSIT or CDIT might not be realistic
because of the extensive overhead and computational cost of
CSI/CDI estimation and feedback, which is especially prob-
lematic in IoT networks composed of low-cost devices with
low power and computational capabilities. In our previous
work [11], we proposed an adaptive NOMA scheme exploit-
ing reinforcement learning and relying only on a single bit
of feedback that minimizes the outage probability in a time-
varying two-user downlink network with no CSIT/CDIT.

In this paper, we focus on the energy efficiency maximiza-
tion in a stochastic time-varying two-user downlink NOMA
network with no CSIT/CDIT. Although the probability of
outage is an important measure, energy efficiency becomes
crucial especially for IoT networks with limited battery life-
time or low-power capability devices. We propose to use the
multi-armed bandits (MABs) toolbox allowing to cope with
the network dynamics and leading to low-complexity NOMA
schemes relying on a 1-bit feedback mechanism, relevant to
IoT networks.

Although we exploit the MAB-toolbox as in [11], the
problem under study in this work is completely different.
First, as opposed to minimizing the outage probability, we
focus on maximizing the energy efficiency defined as the
ratio between the long-term average goodput (i.e., amount of
successfully transmitted information, which meets the QoS
minimum rate constraints) and the power consumption. For
this different objective, transmitting at full power is no longer
optimal as in [11]. This leads to a different feasible set than
in [11], which adds a significant challenge to our MAB for-
mulation: our power allocation policy has to be quantized,
leading to a non-trivial tradeoff between performance and
complexity.

Our numerical results show that our energy-efficient adap-
tive NOMA scheme can outperform its OMA counterpart
with no CSIT/CDIT. Moreover, we evaluate the compromise
between performance vs. complexity along with the compro-



mise between performance and available feedback.

2. SYSTEM MODEL

We consider a downlink NOMA wireless system composed
of one base station (BS) or access point and two users or
IoT nodes that are multiplexed on the same resource block.
The channels are assumed to follow a stochastic time-varying
small-scale fading model as in [12]. Regarding the available
information, we assume that only the receivers know their
own channels, whereas perfect CSIT or CDIT is not avail-
able at the transmitter side. At each time instant t, the trans-
mitter broadcasts the two-user superimposed message x(t) =√
p
(t)
1 x

(t)
1 +

√
p
(t)
2 x

(t)
2 , where x(t)k ∼ CN (0, 1), k ∈ {1, 2}

denotes the instantaneous message intended for user k and pk
is its allocated power.

The received signal at each user k writes as
y
(t)
k = h

(t)
k x(t) + z

(t)
k , where h(t)k represents the instanta-

neous channel gain unknown to the transmitter and z
(t)
k ∼

CN (0, σ2) is the additive white Gaussian noise at user k. We
further denote by Pmax the power budget of the BS or access
point such that p1 + p2 ≤ Pmax. Also, each user k is re-
quired to meet a quality of service (QoS) constraint expressed
in terms of a minimum achievable rate of Rth

k bps.
We discuss below two particular cases before delving into

the stochastic channels case with no CSIT/CDIT.
A. Static and known channels at the transmitter: the user

with the best channel conditions carries out successive inter-
ference cancellation (SIC) and the other performs single user
detection (SUD). Assuming equal QoS constraints, the user
performing SIC is allocated less power than the other user
at the optimal solution. The optimal power allocation policy
maximizing the energy efficiency defined as the tradeoff be-
tween the sum rate and power consumption has been provided
in closed form in [6].

B. Stochastic channels and CDIT: the channels are not
known so the decoding techniques of the users have to be
chosen differently. One solution is to consider it as an op-
timization variable. More precisely, we use indices i ∈ {1, 2}
and j ∈ {1, 2} \ {i} to denote the user performing SIC and
the one performing SUD, respectively. The discrete variable
i ∈ {1, 2} assigning the users’ decoding techniques is a con-
trol variable that has to be optimized at the transmitter along-
side the power allocation vector p = (pi, pj).

Following the NOMA principle, user i first decodes the
message of user j with the data rateR(t)

j→i = log
(

1 + Γ
(t)
j→i

)
,

where Γ
(t)
j→i =

|h(t)
i |

2pj

|h(t)
i |2pi+σ2

denotes the instantaneous signal-

to-interference-plus-noise ratio (SINR) at user i when de-
coding user j’s message. User i then removes this message
and decodes its own message with the data rate R

(t)
i =

log(1 + Γ
(t)
i ), where Γ

(t)
i =

|h(t)
i |

2pi
σ2 denotes the signal-to-

noise ratio (SNR) at user i. User j treats user i’s message as

additional noise, with the data rate R(t)
j→j = log(1 + Γ

(t)
j→j),

where Γ
(t)
j→j =

|h(t)
j |

2pj

|h(t)
j |2pi+σ2

is the signal to interference plus

noise ratio (SINR) at user j.

An energy efficient measure in the stochastic small-scale
fading channels is defined as follows [13, 14]

GEE(i,p) =
(Rth

1 +Rth
2 )(1− Pout(i,p))

pi + pj + Pc
, (1)

where Pc denotes the circuit power and (1 − Pout) is the
success probability or the probability that the QoS constraints
are met. On the opposite side, the outage probability is
Pout(i,p) = P

[
Γ
(t)
i ≤ Γth

i ∪ min(Γ
(t)
j→j ,Γ

(t)
j→i) ≤ Γth

j

]
,

with Γth
i , 2R

th
i − 1 and Γth

j , 2R
th
j − 1.

The energy efficiency measure in (1) is relevant in small-
scale fading channels as the numerator (Rth

1 +Rth
2 )(1−Pout)

represents the long-term average sum rate of the system.
Also, GEE incorporates the QoS constraint in the objective,
simplifying the feasible set of the problem as follows:
P = {(i,p) | i ∈ {1, 2}, pi ≥ 0, pj ≥ 0, pi + pj ≤ Pmax} .

When CDIT is available, the closed-form expressions of
the outage probability are known [9] for Rayleigh distributed
channels. Hence finding the optimal policy maximizing
GEE(i,p) reduces to solving two continuous optimization
problems (one for each value of i) with respect to p and then
choosing the best value of i.

In the absence of CDIT, we propose here to exploit multi-
armed bandits (MABs) similarly to [11]. Nevertheless, the
problem under study is entirely different: we maximize the
energy efficiency as opposed to minimizing the outage prob-
ability; also, transmitting at full power is no longer optimal
here leading to a different feasible set.

3. MULTI-ARMED BANDITS FOR ENERGY
EFFICIENT NOMA WITH NO CSIT/CDIT

In order to exploit the MAB framework, we first need to quan-
tize the feasible set P . Given that transmitting at full power
as in [11] is not energy-efficient in general, we consider that
only a fraction of the maximum budget Pmax is exploited
with β ∈ B ⊂ [0, 1] such that B = {β1, β2, . . . , βB} is
discrete. In order to maintain fairness among users, user i
carrying out SIC is allocated less power than user j; and fo-
cus on the special choice of power allocation policy pβ =
(0.25βPmax, 0.75βPmax). Of course, the quantization set B
and the 0.25 − 0.75 power split between the two users will
both incur an optimality loss which will be evaluated and
analysed throughly via numerical simulations.

A possible action or arm at the BS is defined by the pair
a , (i, β) ∈ A = {1, 2} × B which will dictate both the de-
coding schemes of the two users via i and the discrete transmit
power allocation policy pβ via β as described above.

At last, another important ingredient is the energy-
efficient instantaneous reward:



u(t)(a)=


Rth

1 +Rth
2

pi,β+pj,β+Pc
, if Γ

(t)
i ≥ Γth

i and

min(Γ
(t)
j→j ,Γ

(t)
j→i) ≥ Γth

j ,

0, otherwise,

(2)

chosen such that its expectation equals precisely the energy
efficiency measure in (1), E[u(t)(a)] = GEE(i,pβ). There-
fore, maximizing the energy efficiency amounts to maximiz-
ing the expectation of the reward
µ∗ , max

a∈A
E[u(t)(a)] ≡ maxi∈{1,2},β∈BGEE(i,pβ).

We are now ready to describe our online energy-efficient
NOMA approach: at time instant t, the BS selects an arm
a(t) = (i(t), β(t)). Then it informs both users of their decod-
ing techniques dictated by i(t) via 1-bit broadcast (e.g., 1 if
i(t) = 1 and 0 otherwise) and it transmits the superimposed
signal using the p(t)

β power allocation policy described above.
After the transmission, each user decodes his message follow-
ing the policy assigned by the BS (either SIC or SUD) and
feeds back a single bit indicating whether his QoS require-
ment was met or not. Based on the two feedback bits, the BS
computes its reward defined in (2) and updates the choice of
the next arm a(t+1). This online process is summarized in
Algorithm 1.

Algorithm 1 MAB for NOMA with no CSIT or CDIT

Initialize: t = 1, a(1) = (1, 0.5) arbitrarily
repeat
• choose policy a(t) = (i(t), β(t)): inform users of

their decoding schemes (i(t)) and transmit with power pol-
icy p

(t)
β = (0.25 β(t) Pmax, 0.75 β(t) Pmax)
• receive 1-bit ACK feedback from each user
• compute reward u(t)(a(t)) given in (2)
• update policy a(t+1) ← a(t) via UCB or EXP3
• t← t+ 1

until end of transmission

The performance of such an online learning algorithm is
measured by the regret [15] defined as:
Reg(T ) = Tµ∗ −

∑T
t=1 u

(t)(a(t)), which represents the gap
between the optimal energy efficiency GEE(i,pβ) and the
overall performance of the online algorithm a(t) over a fixed
horizon of time T . A desirable property is that of no regret,
i.e., lim supT→∞Reg(T ) ≤ 0, which implies that the online
algorithm has to perform at least as good as the optimal arm
maximizing the energy efficiency.

In the following, we analyze two among the most pop-
ular MAB algorithms, namely UCB and EXP3[16–18],
that have the property of no regret in the stochastic case.
More precisely, by optimally tuning the learning parameters
which tradeoff between past reward exploitation and arm
exploration, the regret of UCB and EXP3 decays to zero as
O(log T/T ) and O(

√
T ) [16–18], respectively. Regarding

their complexity, both are fairly simple algorithms as each
update or iteration scales linearly with the number of arms:
O(|A|).

For the sake of completeness, we briefly present the up-
dating rules for both UCB and EXP3, but kindly refer the
interested reader to [11] for details.

Under UCB, the updating rule is deterministic and given

as a(t+1) = arg max
a∈A

(
µ̂(t)
a +

√
α log t

2n
(t)
a

)
, where n(t)a is the

number of times arm a was selected up to iteration t, µ̂(t)
a

denotes the empirical mean reward of arm a up to time t and
α is the learning parameter.

Under EXP3, the arm a(t+1) ∈ A is drawn randomly
following the updated probability distribution
q(t+1)(a) = q(t)(a) exp(η û(t)(a))∑|A|

b=1 q
(t)(b) exp(η û(t)(b))

, ∀a ∈ A, where

û(t)(b) = u(t)(a(t)) 1[b=a(t)]/q
(t)(b) is the estimated re-

ward of arm b and η is the learning parameter.
Notice that our low-power feedback mechanism is espe-

cially relevant for IoT networks connecting low-power wire-
less sensors. Moreover, via this simple online process, the BS
is capable of learning the best decoding scheme (SIC/SUD)
for each user and the best power allocation in the discretized
set maximizing the energy efficiency in (1), without requiring
CSIT nor CDIT and only a 1-bit feedback.

4. SIMULATION RESULTS

Let us now investigate the energy efficiency of our proposed
adaptive NOMA scheme with no CSIT/CDIT. Three cases
based on the quantization set B are considered: a) 5-element
B1 = {0.2, 0.4, . . . 1}; b) 10-element B2 = {0.1, 0.2, . . . , 1};
and c) 20-element B3 = {0.05, 0.1, . . . , 1} such that B1 ⊂
B2 ⊂ B3. The considered arm sets are thus given as Ai =
{1, 2} × Bi of 10, 20 and 40 arms respectively.

Our adaptive scheme is evaluated in a downlink NOMA
setup where we assume Rayleigh fading channels, i.e, h(t)k ∼
CN (0, 1), and consider the following system parameters:
σ2 = 0.1, Γth

1 = 1 (Rth
1 = 1 bpcu), Γth

2 = 10 (Rth
2 ' 3.5

bpcu), Pc = 1 W and Pmax = 100 W (unless stated other-
wise). The time horizon is set to T = 5000 for both UCB
and EXP3 algorithms and the illustrated curves are averaged
over 103 horizon realizations. The learning parameters were
carefully tuned in order to provide the best performance and
were set as α = 0.1 and η = 0.08.

To benchmark the performance of our proposed adap-
tive NOMA scheme, we consider OMA where each of
the two users is served in a time-sharing manner. The
achievable rate and energy efficiency of user k write as

R
(t),OMA
k = 1

2 log

(
1 +

|h(t)
k |

2βPmax

σ2

)
and GEEOMA(β) =

(Rth
1 +Rth

2 )(1−POMA
out (β))

βPmax+Pc
. The optimal β∗,OMA is obtained of-

fline with the help of CDIT.
In Fig. 1, we compare the energy efficiency of our NOMA

scheme with UCB and EXP3 using A3 (40 arms), with the
fixed optimal arm a∗ computed offline with the use of CDIT.
Note that both algorithms reach the energy efficiency of a∗,



the best fixed offline policy, by requiring only one bit of
feedback and no CSIT/CDIT. Further, our proposed NOMA
scheme significantly outperforms OMA after a few iterations.
UCB outperforms EXP3 in the stochastic case [18].
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Fig. 1. Energy efficiency of our adaptive NOMA (via UCB or
EXP3) compared to the best offline arm and OMA.

In Fig. 2 and Fig. 3, we investigate the impact of the num-
ber of arms and the sub-optimality caused by the discretiza-
tionB and the split 0.25−0.75 for two scenarios: Pmax = 100
W and Pmax = 10 W, respectively. For this, we include the
following benchmarks: a) sub-optimal energy efficiency ob-
tained with the user power split 0.25−0.75, but for an optimal
choice of β; b) the optimal energy efficiency obtained over the
entire set P .

Both figures show a vanishing gap between the above sub-
optimal and optimal schemes, showing hence the efficiency of
our heuristic 0.25−0.75 power split between the two users. In
the large transmit power regime of Fig. 2, the optimality loss
of our adaptive NOMA scheme decreases with the number
of arms. However, the gap remains large (more than 50% at
low Γth

2 ), highlighting the tradeoff between energy efficiency
and available feedback. On the other hand, in the low power
regime of Fig. 3, the optimality gap is negligible for 20 arms.
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Fig. 2. Impact of the number of arms on the GEE for Pmax =
100 W: tradeoff performance vs. available information.

In Fig. 4, we study how the number of arms affects the
regret performance of our adaptive NOMA. We focus only on
UCB, since it is known to have a better decay rate than EXP3
in the stochastic case, and plot the number of iterations re-
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Fig. 3. Impact of the number of arms on the GEE for Pmax = 10 W.

quired to reach a regret level of 10%. We see that the larger
the number of arms, the more iterations are needed. Hence,
even if a better energy efficiency performance can be achieved
by increasing the number of arms, additional time is needed
to explore and exploit all arms. This highlights another fun-
damental tradeoff between energy efficiency and complexity
and a larger amount of time is required to reach better perfor-
mance.
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5. CONCLUSIONS AND PERSPECTIVES

In this paper, we maximize the energy efficiency of a dynamic
two-user downlink NOMA system with no CSIT/CDIT. Ex-
ploiting multi-armed bandits (MABs) and the well-known
UCB and EXP3 algorithms, we propose an adaptive enegy-
efficient NOMA scheme relying only on a 1-bit feedback,
relevant for IoT networks. Our simulation results show
that our adaptive NOMA scheme can outperform OMA in
stochastic environments with no CSIT/CDIT. The fundamen-
tal tradeoffs between performance, feedback information and
complexity are highlighted, indicating that the number of
arms for MABs needs to be carefully tuned depending on the
specific application requirements and constraints.

Future works may include non stationary channels (e.g,
adversarial environments), in which EXP3 is expected to out-
perform UCB, and continuous sets of arms to reduce the op-
timality gap, etc.
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