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Abstract Based upon a novel control-based dynamic modelling framework, this paper proposes 

two new indicators, i.e., resilience by mitigation and resilience by recovery, for the resilience 

analysis of interdependent critical infrastructures (ICIs) under disruptions. The former is built 

from the protection activities before and during the mitigation phase of a disruptive event, and 

the latter is the result of the restoration efforts which take place at the recovery phase. The to-

tal resilience of ICIs combines both of these two aspects by taking into account the preferences 

of the decision-makers. We demonstrate the applicability of the proposed modelling framework 

and metrics in a case study involving ICIs made of a power grid and a gas distribution system. 

Owing to the new resilience indicators, the priorities of subsystems and links within ICIs at dif-

ferent phases can be ranked, therefore different resilience strategies at different phases of disrup-
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tive events are compared. The results show that proposed metrics can be used by stakeholders of 

ICIs on improving the effectiveness of system protection measurements.  

Keywords: Critical infrastructure, System resilience, Resilience metrics, Dynamic mod-

elling, Model Predictive Control, Importance measure, Global sensitivity analysis 

1. Introduction 

Critical infrastructures (CIs) are complex systems that provide essential commodities, e.g., ener-

gy, natural gas, water, etc., and services e.g., telecommunication, banking, healthcare, etc., for 

the welfare of modern society and life quality of people. These CIs are exposed to various types 

of hazards, e.g., cyber incidents, natural disasters, technical failures and acts of terrorism [1–3].  

With the increasing complexity of the system functions, physical and functional dependencies 

among diverse CIs are simultaneously growing. These dependency relationships improve the 

operation efficiency of interdependent CIs (ICIs), but also increase system vulnerability, e.g., 

provoking cascading failures, which is the situation where an initial failure originated in one CI 

propagates to other CIs and finally results in efficiency reduction, function loss or destruction of 

the entire system-of-systems [4–7]. In recent years, diverse severe disruptive events occurred to 

ICIs around the world and caused immense economic losses and serious casualties, e.g., 9/11 

terrorist attack, 2003 country-wide blackout in Italy, 2010 Chilean earthquake and tsunami, 

2011 Tohoku earthquake in Japan, 2017 Harvey hurricane in North America, etc. Facing these 

catastrophic events, great emphasis has been placed on studies of system resilience [8–10].  

Many definitions of system resilience have been proposed from various perspectives [11]. Alt-

hough there is still vagueness regarding the concept of system resilience, its two main aspects 

are universally recognized: 1) the resistance capacity, or the complement of vulnerability, which 

is the capacity of the system to maintain the nominal operations and mitigate the negative im-

pacts of disruptions, and 2) the recovery capacity, or recoverability, which is the capacity of a 

system to bound back to the operational state following a risk source or an adverse event. 

Therefore, we define the system resilience for ICIs as the capacities of a system to resist to and 
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to recover from disruptive events. 

In order to enable the development of resilient systems, many system resilience metrics have 

been proposed [11, 12]. Relying on the application of interest, the system resilience metrics could 

be classified according to different criteria, such as deterministic/probabilistic, dynamic/static, 

and/or integration-based/ratio-based, etc. [13, 14]. One classical resilience metric is an integra-

tion-based method introduced in [15]. This method takes into account both the magnitude and 

duration of deviation of actual system performance from targeted system performance during a 

disruptive event. It is effective to assess and compare system resilience in different situations, 

e.g., system resilience design, system resilience improvement, system resilience examination, and 

inspire the development of other resilience assessment and analysis approaches [14]. For example, 

Ouyang et al. [16] introduced a probabilistic and static annual resilience measure, which pro-

vides a statistical result of estimated system resilience under multiple potential disruptions with-

in a suitable length of time. Fang et al. [17] proposed a dynamic resilience metric that takes into 

account the lowest level of system performance and is able to monitor the evolution of system 

resilience at each time step. In the context of ICIs, Nan and Sansavini [18] presented an inte-

grated metric for interdependent system resilience quantification that considers multiples phases 

of disruptive events. Kong and Simonovic [19] proposed a probabilistic metric based on the ex-

pansion of a single hazard deterministic resilience model to multiple hazard scenarios.  

Unlike ecological systems, whose resilience is an inherent and spontaneous feature, the resilience 

of engineering systems, e.g., ICIs, is the result of appropriate protection activities, i.e., planning 

and resource allocation [11, 20]. The protection activities are implemented in different phases 

during the disruptive events, for different purposes and executed by different operators [21]. 

Before the onset of an adverse event or activated at the beginning of the failure propagation 

phase, i.e., the mitigation phase, pre-event preparedness or mitigation activities are arranged to 

minimize the impacts of the disruption and extenuate the consequences of failure [22], such as 

enhancing the strength of elements, implementing redundancies, adjusting system topology and 

other self-healing mechanisms [16]. Recovery activities are post-event measures, such as repair-
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ing malfunctioned elements, replacing damaged elements, retrofitting structures, etc. They are 

implemented after the disruptive event, sometimes when system performance reaches a stable 

disrupted level, such as repair or replacement of failed components, retrofitting and reconstruc-

tion [23, 24].  

Many existing works of system resilience focus on the recovery aspect [11, 25, 26]. Although 

some resilience analysis and measurement approaches attempt to include the entire failure-

recovery process of the disturbed system, few of them differentiate the contributions of mitiga-

tion activities and recovery activities. In fact, there is the necessity to measure both two aspects 

of system resilience as the results of resilience assessment affect the effectiveness of resilience 

improvement strategies. For example, resilience metric is combined into the importance measure 

approach to prioritize the system elements [17]. However, the priorities of important system 

elements and key activities affecting system resilience may evolve during the disruptive event. 

For example, failure mitigation of a nuclear power plant within an energy system should have 

very high priority, as its failure leads to severe consequences, but in the recovery phase, once 

the core components are well protected, the less prioritized components in the first phase be-

come important, i.e., the electrical links connected to users also should be highly prioritized, in 

order to resume electricity supply rapidly. Nevertheless, with the current system resilience as-

sessments, it is difficult to capture the change on the criticality of system elements and to pro-

vide specific insights on resilience actions in the different phases of a disruptive event. 

To address the above issue, this paper proposes generic resilience metrics which highlights the 

contributions of both mitigation and recovery aspects. Taking into account the characteristics of 

ICIs, we first evaluate the system performance based on the resilience analysis framework pro-

posed in [27]. The failure-recovery model of system elements and system parameters affecting 

system resilience are then defined. We propose a set of resilience indicators, including: 1) resili-

ence by mitigation 𝑅ֈ, which corresponds to the capacity of resistance of the system after the 

disruptions; this depends on the protective measures implemented; and 2) resilience by recovery 

𝑅֍, which refers to the capacity of recovery and it is due to the timeliness and rapidity of resto-

Acc
ep

te
d 

Man
us

cr
ip

t N
ot

 C
op

ye
di

te
d

ASCE-ASME Journal of Risk and Uncertainty in Engineering Systems Part B: Mechanical Engineering. Received November 27, 2020; 
Accepted manuscript posted May 15, 2021. doi:10.1115/1.4051196 
Copyright (c) 2021 by ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/risk/article-pdf/doi/10.1115/1.4051196/6697564/risk-20-1118.pdf by Ecole C

entralesupelec, yiping.fang@
centralesupelec.fr on 15 M

ay 2021



5 
 

ration actions, and 3) total resilience 𝑅֏, which evaluates the overall resilient performance of a 

system with the preference of decision-makers on mitigation and recovery aspects. A global sen-

sitivity analysis-based importance measure approach is chosen to identify the most critical sys-

tem parameters with respect to system resilience and to suggest the system resilience strategies 

in different phases of a disruptive event. Finally, this approach is illustrated by a case study, 

which consists of two interdependent CIs: a gas network and an electric power system. We com-

pare the improvements of system resilience under the guidelines gained from the proposed ap-

proach and from a classical approach. The advantages and limitations of the proposed resilience 

metric are discussed. 

The rest of the paper is organized as follows. Section II introduces the ICI modelling framework, 

discusses the failure-recovery mechanisms on ICI and defines related system parameters. In Sec-

tion III, the generic resilience indicators are proposed and represented in terms of the system 

dynamic performance function. The operative steps of the distribution-based global sensitivity 

analysis are also introduced. Section IV applies the proposed resilience assessment and im-

portance measures on a case study. The results obtained from the proposed approach and from 

a classical approach are compared. Section V concludes the work and future perspective.  

2. Optimization-based modelling framework 

In this Section, we introduce a modelling framework for ICIs, which is able to address the diversity of 

flows within different types of CIs and handle the constraints on system states. In the modelling frame-

work, the system behaviour in the nominal operation mode and the failure mode is supposed to be under 

control and described by a set of dynamic equations. The flow distribution on ICIs is formulated and 

solved by Model Predictive Control (MPC) algorithm. Then we discuss the failure-recovery mechanism of 

system elements and introduce the system parameters affecting system resilience. 

2.1 Network representation of ICIs 

The functionality of ICIs relies on the exchanges of the different types of resources, which is 

tangible commodities or intangible services within it. Taking advantage of network theory, we 
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represent the structure of the ICIs by a directed graph, as shown in Fig. 1. The nodes in the 

graph represent the subsystems in ICIs, which are components or groups of components [28]. 

Various flows within ICIs are produced, consumed, stored and transformed by the subsystems. 

The links in the network are tangible connections, i.e., gas pipelines, or intangible connections, 

i.e., logical dependency, between the nodes. 

 

Fig. 1. A classical structure of ICIs 

Fig. 1 shows a classical structure of ICIs. The subsystems within ICIs are classified into five 

common roles, i.e., suppliers, users, transporters, converters, and buffers. Suppliers are the 

sources of resource or service, e.g., renewable energy generators, water treatment plants, natural 

gas processing facilities. Users are the sinks in the networks, which consume the resources and 

absorb the flow, e.g., end-users of electricity, gas, water, etc. Transporters are the subsystems 

distributing the flows received from the precedent subsystems, e.g., substations of the power 

grid, compressor stations of a gas transmission network, etc. Converters are the subsystems 

transforming one type of resource or service to another, e.g., fossil-fuel power station, etc. Buff-

ers are the subsystems with storage, e.g., batteries in power grids, gas reservoirs in the gas 

transmission network, etc. 

2.2 Control-based dynamic model 

Depending on the roles of each node, we consider input flow, output flow and/or storage level 

for them and the links associated with them. The output flow of the links downstream buffer 

nodes and the system driver nodes [29] are designated as system control inputs to guarantee 

system controllability. The following state-space model is used to model the evolution of system 
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response under control: 

              𝑥(𝑡 + 1) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝑑(𝑡)

𝑦(𝑡) = 𝐶𝑥(𝑡)
,                  (1) 

where 𝑥 = ॅ𝑥φ …𝑥կ՝
ॆ஥ ∈ 𝑅կ՝ is the vector of the system states, which include the storage levels 

of buffer nodes, and output flow levels of links. 𝑢 = [𝑢φ …𝑢կ ֐
]′ ∈ 𝑅կ՚ is the vector of the con-

trol variables. 𝑦 = [𝑦φ … 𝑦կ՞
]′ ∈ 𝑅կ՞ is the vector of the system outputs, which is the actual 

level of the flows received by users. 𝑑 = [𝑑φ …𝑑կՉ
]′ ∈ 𝑅կՉ is the vector of disturbance variables 

associated with the losses of the system states due to the disruptions. The 𝑁֓ × 𝑁֓ matrix 𝐴 

and the 𝑁֐ × 𝑁֓ (𝑁֐ ≤ 𝑁֓) matrix 𝐵 contains the information of the system’s connectivity and 

the transmission coefficients of flows.  

The values of system states and control variables are typically limited by the capacities of the 

nodes and the links. The constraints are formulated as follows: 

0 ≤ 𝑥(𝑡) ≤ 𝐶𝑃֓, (2) 

0 ≤ 𝑢(𝑡) ≤ 𝐶𝑃(3) ,֐ 

where the elements in 𝐶𝑃֓ and 𝐶𝑃֐ take values of the capacities of corresponding nodes or links. 

More details will be introduced in the next subsection. 

The readers requiring more information about ICIs modelling framework please refer to [27]. 

2.3 Failure-recovery mechanism and system parameters 

To describe the response of a system in the failure scenarios, we conclude a typical microscopic 

process of failure and recovery, i.e., failure-recovery mechanism of a system element (a node or a 

link), and define some system parameters in both time and system elements capacities dimen-

sions in the aftermath of disruption. Fig. 2 shows the failure-recovery curve of a failed element 𝑖.  

In nominal operation mode, the capacity of an element, which is the maximum of its states, 

remains as a fixed value. We denote 𝐶𝑃ք
կ  as the nominal capacity of 𝑖. 

Acc
ep

te
d 

Man
us

cr
ip

t N
ot

 C
op

ye
di

te
d

ASCE-ASME Journal of Risk and Uncertainty in Engineering Systems Part B: Mechanical Engineering. Received November 27, 2020; 
Accepted manuscript posted May 15, 2021. doi:10.1115/1.4051196 
Copyright (c) 2021 by ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/risk/article-pdf/doi/10.1115/1.4051196/6697564/risk-20-1118.pdf by Ecole C

entralesupelec, yiping.fang@
centralesupelec.fr on 15 M

ay 2021



8 
 

 

Fig. 2. The evolution of the capacity of a failed component in ICIs. 

At time 𝑡ց , the stress of an initiating disruptive event hits element 𝑖 and results in the failure of 

element 𝑖 of the ICIs, i.e., a subsystem or a link. As a consequence of the element failure, its 

nominal capacity, e.g., 𝐶𝑃ք
կ , turns to a degradation state with reduction level 𝐹ք. Note that 𝐹ք 

could be as large as 𝐶𝑃ք
կ , i.e., element 𝑖 is failed completely. The failure process at component 

level is usually very short compared to the time required for its restoration, and therefore it is 

regarded as instantaneous in Fig. 2. Then, we define response time 𝐻֍ to reflect the rapidity of 

the failure detection and preparedness of emergency actions of the system [30]. After the re-

sponse time, i.e., at time instant 𝑡֍ = 𝑡ց + 𝐻֍, element 𝑖 starts to be recovered. In some system 

models, the component state is a binary, i.e., it is in either function mode or failure mode, a 

failed component is supposed to be able to restore immediately after the execution of recovery 

activities. Owing to the continuous component state in our model, we are able to consider a 

more complex failure and recovery process for the elements in ICIs. For example, the recovery 

process of a failed element 𝑖 follows a linear function with a maintenance rate 𝜇ք, which relies on 

the effectiveness of recovery activities. Therefore, the capacity of element 𝑖 during the disruptive 

event, 𝐶𝑃ք, can be represented as: 

 𝐶𝑃ք(𝑡) = 𝐶𝑃ք
կ − 𝐹ք + 𝜇ք(𝑡 − 𝑡֍).   (4) 

where 

𝐹ք = অ
0

magnitude of failure
 for  0 ≤ 𝑡 < 𝑡ց

for  𝑡 ≥  𝑡ց
 , (5) 
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𝜇ք = অ
0

recovery rate
 for  0 ≤ 𝑡 < 𝑡֍

for  𝑡 ≥  𝑡֍
 . (6) 

The capacities of system elements are expected to reach their original levels after the restoration 

activities, i.e., 𝐶𝑃ք(𝑡) ≤ 𝐶𝑃ք
կ . In fact, depending on the applications we can consider more 

complex recovery functions to describe the component recovery process under the current mod-

elling framework. In fact, the performance restoration speed of some complex components varies 

with time, for example, the recovery speed of components in freight system goes slower as slow-

er, as the easy part will be recovered at first and the hard part will be recovered later [31]. De-

pending on the application and complexity of modelling, nonlinear functions can also be taken 

into account and accommodate to our modelling framework. For the sake of simplicity, we use a 

linear form for the recovery function of failed devices in the following of this work. 

Once the restoration actions are implemented in the failed elements, i.e., from the instant 𝑡֍, the 

system performance will gradually increase. We define the time interval 𝐻փ as the maximum 

time interval considered acceptable to restore the entire system, i.e., the system is expected to 

return to the nominal state before the instant 𝑡փ = 𝑡ց + 𝐻փ. 

In the case of disruption, the disturbances result in malfunction or damage of some elements. 

Due to the physical connections and functional dependencies among the elements, there are two 

possible types of propagated failures that occurred in ICIs: 1) the incapability or incapable fail-

ure, that is caused by the structural or functional damages of elements, due to external disturb-

ance or dependency on others. In this case, the capacity of the element reduces; 2) the inopera-

bility, or inoperable failure, that results from the stop of upstreaming flow supply. In this case, 

the capacity of the element remains in a nominal level. 

Hereafter, we focus on incapable failure cases, as the restoration activities are implemented on 

the incapable elements, and not on the inoperable elements. For the latter, they continue func-

tioning immediately after the restoration of the elements that they depend on. 

2.4 Solution by MPC algorithm 

Taking into account the evolution in resource supplies due to renewable energy technologies and 
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variances in user demands, different control strategies can be applied to distribute the resources. 

We embrace the Model Predictive Control (MPC) algorithm, which has been widely applied in 

CIs, such as in traffic control, resources dispatching and energy scheduling problems [32]. The 

classical MPC approach realizes a finite-horizon optimization by determining sequences of sys-

tem states and control operations over a prediction horizon 𝑁֌ for the minimization of the ob-

jective function at each time step within 𝑁֌, and, then, implementing only the first control ac-

tion [33]. If 𝑁֌ is large enough, the varying demands of users can be fulfilled, as the allocation of 

resources is regulated in advance. Notice that many variants exist in the literature besides the 

classical MPC scheme. For instance, nonlinear MPC can be used for multi-variable nonlinear 

systems with large delays and strong perturbations, although at the expense of computational 

complexity [34]; explicit MPC is able to compute the optimal control action offline by exploiting 

the parametric programming technique and is suited to control systems with fast dynamics re-

quiring fewer run-time computations [35]; robust variants of MPC [36] seek to design controllers 

that maintain stability and performance despite model inaccuracies or uncertainties, e.g., by 

adopting the min-max MPC formulation. Interested readers can refer to [37] for a comprehen-

sive discussion and review on the developments of MPC. In this study, we use the classical 

MPC method for the sake of conceptual simplicity and computational efficiency. 

Considering that the units of the resources in ICIs are different, we represent the level of rela-

tive insufficiency of user 𝑖֔, by a normalized and non-dimensional variable : 

𝑌ք֔
(𝑡) =

𝐷ք֔
(𝑡) − 𝑦ք֔

(𝑡)

𝐷ք֔
(𝑡)

. 
(7) 

Based on our dynamic model, the objective function is formulated to minimize the weighted 

sum of insufficiency function 𝑌ք՞
(𝑡) of users 𝑖֔ ∈ 𝑉֐, within a predictive horizon 𝑁֌: 

min ంৃ ం 𝜔ք՞
𝑌ք՞

(𝑡 + 𝑞|𝑡)
ք՞∈կ՞

ৄ

կՖ

֌=Ј

, 
(8) 

where, 𝜔ք՞
 is the weight assigned to the user 𝑖֔, and ∑ 𝜔ք՞ք՞∈շ՞

= 1. The objective function is 

Acc
ep

te
d 

Man
us

cr
ip

t N
ot

 C
op

ye
di

te
d

ASCE-ASME Journal of Risk and Uncertainty in Engineering Systems Part B: Mechanical Engineering. Received November 27, 2020; 
Accepted manuscript posted May 15, 2021. doi:10.1115/1.4051196 
Copyright (c) 2021 by ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/risk/article-pdf/doi/10.1115/1.4051196/6697564/risk-20-1118.pdf by Ecole C

entralesupelec, yiping.fang@
centralesupelec.fr on 15 M

ay 2021



11 
 

subject to the constraints in Section 2.2. 

By solving the optimization problem with MPC, the control action 𝑢(𝑡|𝑡) is obtained from the 

control sequence: 

 𝑢 ≜ {𝑢(𝑡|𝑡), 𝑢(𝑡 + 1|𝑡), . . . , 𝑢ि𝑡 + 𝑁֌ − 1ੵ𝑡ी}                               (9) 

as a result of the optimization problem. Then, only the first control action 𝑢(𝑡|𝑡) will be intro-

duced in the recursion to calculate the system states at 𝑡 + 1. 

3. Resilience metric and importance measure 

3.1 Generic resilience metric with three indicators 

As introduced before, there are various metrics proposed in the literature for the quantification 

of infrastructure system resilience. The main differences in the various resilience definitions and 

metrics stand in the way the capability to face adverse events is considered and measured, e.g., 

with respect to the time needed to recover system functionalities, to the down time during 

which urban services are not provided, to the number of citizens reallocated, to the urban effi-

ciency loss, and so forth [18–20, 24]. Nevertheless, all represent aspects directly related to sys-

tem functionality and to the ability to guarantee continuity of service, even when the global 

situation is compromised. 

The system performance curve in relation to the system resilience property is typically triangu-

lar [15, 38, 39] or trapezoid [12, 16, 40], the former being representative of a system failure pro-

cess which is almost instantaneous (e.g., following an earthquake) and the latter explicitly repre-

senting the process of gradual system performance degradation. Here we adopt the latter repre-

sentation for ICIs as shown in Fig. 3, where the y-axis represents the performance function of a 

system, 𝑃(𝑡) and its level in nominal conditions is represented by a reference function 𝑃𝑅(𝑡) 

(usually regarded as constant). Notice that Fig. 3 is different from the component level capacity 

degradation illustrated in Fig. 2. 
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Fig. 3. System performance curves following the occurrence of an adverse event.  

A representative method to evaluate system resilience based on the system performance curve is 

performance-integration resilience metrics [18, 41, 42]. The essence of this method is to evaluate 

the difference between the two system performance curves, i.e., expected system performance 

and actual system performance, or the system performance with original resilience strategies and 

with improved resilience strategies, over the time horizon of a disruptive event. This method is 

suitable for various applications and able to include the statistical properties of the randomness 

on the disruptions and system parameters [14].  

In this work, we following the line of [8] and extend the basic performance-integration resilience 

metric to a set of resilience indicators for ICIs including: 1) resilience by mitigation 𝑅ֈ, which 

corresponds to the capacity of resistance of the system after the disruptions and depends on the 

protective activities implemented; and 2) resilience by recovery 𝑅֍, which refers to the capacity 

of recovery and it is due to the restoration strategies.  

The resilience by mitigation is quantified as the proportion of the total area between actual sys-

tem performance function 𝑃(𝑡) and the time axis (the area shaded with upward diagonal stripes 

in Fig. 3), to the total area between performance reference function 𝑃𝑅(𝑡) and the time axis, for 

the time period 𝑡ց ≤ 𝑡 ≤ 𝑡֍, which corresponds to the response time 𝐻֍ = 𝑡֍ − 𝑡ց , i.e., within the 

mitigation phase: 

𝑅ֈ =
∫ 𝑃(𝑡)

֏՗

֏Ջ

𝑑𝑡

∫ 𝑃𝑅(𝑡)
֏՗

֏Ջ

𝑑𝑡
 . 

(10)   
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Similarly, the resilience by recovery is the proportion of the total area between actual system 

performance function 𝑃(𝑡) and the time axis (the area shaded with downward diagonal stripes 

in Fig. 3), to the area between performance reference function 𝑃𝑅(𝑡) and the time axis, for the 

time period 𝑡֍ ≤ 𝑡 ≤ 𝑡փ with 𝑡փ ≥ 𝑡֍, i.e., from the start of restoration to the end of time horizon, 

𝐻փ − 𝐻֍ = 𝑡փ − 𝑡֍, i.e., within the recovery phase: 

𝑅֍ =
∫ 𝑃(𝑡)

֏Ս

֏՗

𝑑𝑡

∫ 𝑃𝑅(𝑡)
֏Ս

֏՗

𝑑𝑡
 . 

(11)   

Besides the two resilience indicators above, the overall level of system resilience, i.e., the total 

resilience 𝑅֏, is illustrated as the combination of two aspects, i.e., the weighted sum of resilience 

by mitigation and resilience by recovery: 

 𝑅֏ = 𝜔ֈ𝑅ֈ + 𝜔֍𝑅֍ (12)  

with both 𝜔֍ and 𝜔ֈ nonnegative and 𝜔ֈ + 𝜔֍=1. The definition of the weights depends on the 

preference of decision-makers [43].  

In this work, we consider the proportion of the time period of two phases, as the weights:   

𝜔ֈ =
𝐻֍

𝐻փ

=
𝑡֍ − 𝑡ց
𝑡փ − 𝑡ց

 , (13)  

𝜔֍ =
𝐻փ − 𝐻֍

𝐻փ

=
𝑡փ − 𝑡֍
𝑡փ − 𝑡ց

 . (14)   

 Therefore, the total resilience 𝑅֏ is represented as:  

𝑅֏ =
𝑡֍ − 𝑡ց
𝑡փ − 𝑡ց

∫ 𝑃(𝑡)
֏՗

֏Ջ

𝑑𝑡

∫ 𝑃𝑅(𝑡)
֏՗

֏Ջ

𝑑𝑡
+

𝑡փ − 𝑡֍
𝑡փ − 𝑡ց

∫ 𝑃(𝑡)
֏Ս

֏՗

𝑑𝑡

∫ 𝑃𝑅(𝑡)
֏Ս

֏՗

𝑑𝑡
 . 

(15) 

In some cases where the preference system performance is fixed or approximately fixed over time, 

i.e., 𝑃𝑅(𝑡) = 𝑃𝑅, the function of 𝑅֏ are simplified as: 

𝑅֏ =
∫ 𝑃(𝑡)

֏Ս

֏Ջ

𝑑𝑡

∫ 𝑃𝑅(𝑡)
֏Ս

֏Ջ

𝑑𝑡
=

∫ 𝑃(𝑡)
֏Ս

֏Ջ

𝑑𝑡

𝑃𝑅(𝑡փ − 𝑡ց)
 , 

(16) 
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which is the proportion of the total area between the actual system performance function 𝑃(𝑡) 

and the time axis (the dark area in Fig. 3), to the square area between the performance refer-

ence function 𝑃𝑅(𝑡) and the time axis, for the time period 𝑡ց ≤ 𝑡 ≤ 𝑡փ with 𝑡փ ≥ 𝑡ց , as shown in 

Fig. 3. 

By definition, the indicators of the resilience by mitigation, the resilience by recovery and the 

total resilience are measured as the proportion of lost area, so that take value in the interval [0, 

1]. When the system remains fully operable under the disruptive event, 𝑅ֈ = 𝑅֍ = 𝑅֏ = 1. The 

cases of 𝑅ֈ = 0, 𝑅֍ = 0, or 𝑅֏ = 0 indicate extreme situations where the mitigation activities, 

restoration activities, or both of them are lacked or fail completely and the functionalities of 

ICIs are entirely interrupted from the moment where the initial failure occurs to the end of the 

time horizon. 

3.2 Resilience metric within ICIs dynamic modelling framework 

Note that in the generic resilience metric, the performance function 𝑃(𝑡) of a system can be any 

quantity of interest. For ICIs, the system performance can be defined from different viewpoints 

(reliability, availability, safety, economics, etc.), e.g., counting the number of operating compo-

nents [38], the economic loss associated with the components and the casualties of people during 

the disaster [16]. The ICIs aim at providing stable and reliable services to users, and the meas-

ure of infrastructure resilience is how they enable and enhance daily life [11]. Given these goals 

of ICIs, we evaluate time-dependent system performance for ICIs in terms of the relative satis-

factory level of users.  

Based on the system dynamic model previously introduced, the actual performance function of 

ICIs, 𝑃(𝑡), is characterized directly in terms of the weighted sum of the complement of insuffi-

ciency function 𝑌ք՞
: 

𝑃(𝑡) = ం 𝜔ք֔

ք՞=կ՞

ք՞

(1 − 𝑌ք՞
(𝑡)) = ం 𝜔ք֔

ք՞=կ՞

ք՞

𝑦ք֔
(𝑡)

𝐷ք֔

, 
(17) 

where, 𝜔ք֔
 with 𝑖֔ = 1,… , 𝑁֔ is the weight of the iЄth user. 
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The nominal system performance of ICIs, 𝑃𝑅(𝑡), is the normalized performance reference func-

tion under nominal operating conditions, which is the normalized total demand of resources or 

service by the users, therefore it is fixed value 1: 

𝑃𝑅(𝑡) = ం 𝜔ք֔

𝐷ք֔

𝐷ք֔

ք՞=կ՞

ք՞

= 1. 
(18) 

The resilience metric for ICIs are obtained: 

𝑅ֈ =

∫ ∑ 𝜔ք֔

ք՞=կ՞

ք՞

𝑦ք֔
(𝑡)

𝐷ք֔

֏՗

֏Ջ

 𝑑𝑡

𝑡֍ − 𝑡ց  
 , 

(19)   

𝑅֍ =

∫ ∑ 𝜔ք֔

ք՞=կ՞

ք՞

𝑦ք֔
(𝑡)

𝐷ք֔

֏Ս

֏՗

 𝑑𝑡

𝑡փ − 𝑡֍  
 , 

(20)   

𝑅֏ =

∫ ∑ 𝜔ք֔

ք՞=կ՞

ք՞

𝑦ք֔
(𝑡)

𝐷ք֔

֏Ս

֏Ջ

 𝑑𝑡

𝑡փ − 𝑡ց  
 . 

(21)   

3.3 Global sensitivity analysis-based importance measure 

To identify the priorities of the protection and recovery strategies, we evaluate the impacts of 

the system parameters, i.e., failure magnitude and recovery rate of vulnerable elements by a 

distribution-based global sensitivity analysis (SA) method [44] that allows us to identify the 

most important factors affecting system resilience. Global sensitivity analysis approaches are 

used to analyse how the uncertainty in the output of a model can be apportioned to different 

sources of uncertainty in the inputs of the model [45]. Within the proposed ICIs modelling 

framework, the uncertainty of system parameters is the scope of the effects of the resilience ac-

tivities implemented on failed elements. This approach can be used to identify the most im-

portant resilience protection and recovery activities affecting the system resilience at different 

stages, during a disruptive event. Choosing this global sensitivity analysis approach is because 

that comparing to traditional variance-based indicators and other moment independent sensitiv-

ity indicators, this approach is able to address the issues such as the presence of input variable 

correlations, loss of information in the distribution, etc., therefore to response to more complex 
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situations, e.g., negative correlation between two repair actions due to a defined limited budget. 

We refer to [44] for a discussion of the advantages of this method.  

The operative steps to perform such SA are given in the following. The core of the distribution-

based global sensitivity analysis method is to consider the whole probability distribution of fac-

tors and to evaluate their impacts on the system outputs (e.g., the system resilience, in this pa-

per) by an indicator with respect to the entire output distribution. 

For a system model: 

  𝑌 = 𝑚 (𝑋), 𝑚 (𝑋):𝐸 ⊆ ℝ։ → ℝ,                                  (17) 

where 𝑌  is the output of the model, e.g., the resilience value in our case, and 𝑋 =

(𝑋φ,𝑋ϵ,… , 𝑋։) ∈ 𝑅։ is the set of uncertain input variables, e.g., the failure magnitude and the 

recovery rate of vulnerable elements.  

The importance measure (IM) for factor 𝑋ք is: 

 𝛿ք = φ
ϵ
𝐸չք

[𝑠(𝑋ք)], (18) 

where,  

 𝑠(𝑋ք) = ∫ੵ𝑓պ (𝑦) − 𝑓պ |չՎ
(𝑦)ੵ𝑑𝑦,    (19) 

which is the shift between the unconditional density distribution 𝑓պ (𝑦) and the conditional den-

sity distribution 𝑓պ |չՎ
(𝑦) on fixed value of 𝑋ք. 

The following algorithm is carried out to obtain the IM for the factor 𝑋ք: 

Step 1. Define the ranges and probability distributions for 𝑋ք, 𝑓ք(𝑥ք) with 𝑖 = 1, … , 𝑛.  

Step 2. Compute numerically the unconditional density distribution 𝑓պ (𝑦) by setting all 

variables as random. 
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Step 3. Take a realization of 𝑋ք: 𝑥ք = ख़𝑥ք
φ, … , 𝑥ք

օ, … , 𝑥
ք

։Վग़, 𝑗 = 1,… , 𝑛ք, and 𝑃ॕ𝑋ք = 𝑥ք
օॖ 

can be obtained from 𝑓ք(𝑥ք). 

Step 4. Compute the conditional probability distribution of 𝑋ք: 

4.1) For each value in the realization of 𝑋ք, i.e., 𝑥ք
օ with 𝑗 = 1,… , 𝑛ք, sample 𝑛ք஬ 

sets of random values of all other parameters 𝑋ք஬ with 𝑖஥ ≠ 𝑖: 𝑥ք஬
ֆ  𝑘 = 1, … , 𝑛ք஬ ; 

4.2) Compute the 𝑛ք஬ outputs of system, i.e., 𝑦օֆ with 𝑘 = 1, … , 𝑛ք஬ , then obtain 

its distribution 𝑓պ |չՎ=֓Վ
Տ(𝑦); 

4.3) Then, compute the value of 𝑠ॕ𝑥ք
օॖ = ∫ ੼𝑓պ (𝑦) − 𝑓պ |չՎ=֓Վ

Տ(𝑦)੼ 𝑑𝑦, for 𝑋ք = 𝑥ք
օ. 

Step 5. Calculate the value of indicator for the factor 𝑋ք: 𝛿ք = φ
ϵ
𝐸չք

[𝑠(𝑋ք)] =

φ
ϵ
[∑ 𝑃ॕ𝑋ք = 𝑥

ք
օॖ𝑠(𝑥

ք
օ)։Վ

օ=φ
]. 

 

The SA indicator can be used to rank the variables of the model. The higher the value of its SA 

indicator is, the higher the contribution of this variable to system output. With this method, 

system parameters in the ICIs model, which are associated with system protection or recovery 

activities, are sorted. The key resilience strategies and the most important elements are then 

identified in different phases of the disruptive event. 

4. Case study and results 

4.1 Interconnected natural gas distribution network and power grid 

We consider a case study taken from [46] consisting of two interconnected CIs: a natural gas 

distribution network and a power grid (Fig. 4, solid and dash-dotted lines, respectively). The 

objective of this system is to provide the necessary amount of gas and electricity to the demand 

nodes. In particular, the gas distribution network supplies gas to two users, 𝐷φ and 𝐷ϵ, and to 

two electric power generators, 𝐸φ and 𝐸ϵ, that provide electricity to two users of electricity, 𝐿φ, 
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and 𝐿ϵ. 

 

Fig. 4. Interconnected natural gas-power systems. S: supplier, DS: buffer/gas reservoir, D: gas users. E: 

electrical power generator, G: electrical transporters, L: electricity users. The vulnerable elements (nodes 

and links) are marked in red and bold. 

The natural gas distribution network has two suppliers, 𝑆φ and 𝑆ϵ, whose outputs are assumed 

to be equal to 90 thousand cubic feet (MCF) and 180 MCF, respectively; two buffers (gas reser-

voirs), 𝐷𝑆φ and 𝐷𝑆ϵ; five transporters 𝑎, 𝑏, 𝑐, 𝑑 and 𝑒; and two users 𝐷φ and 𝐷ϵ, whose de-

mands, 𝐷եφ and 𝐷եϵ, are equal to 100 MCF and 80 MCF, respectively. The electric power 

network has two converters (electric power generators), 𝐸φ and 𝐸ϵ, that transform gas into elec-

tricity with a constant coefficient 𝛽, where 𝛽=10 megawatt-hours (MWh) per MCF, i.e., 1 MCF 

of natural gas produces 10 MWh of electricity; two transporters, 𝐺φ and 𝐺ϵ; and two users 𝐿φ 

and 𝐿ϵ, whose demands, 𝐷խφ and 𝐷խϵ, are equal to 500 MWh and 400 MWh, respectively.  

TABLE 1. Ranges of uncertain system parameters 

Element 𝑖 Failure magnitude 𝐹ք Recovery rate 𝜇ք 

Supplier 𝑆φ  [0, 90] MCF  [0, 1.8] MCF/hrs 

Supplier 𝑆ϵ  [0, 180] MCF [0, 3.6] MCF/hrs 

Link 𝐿ռ−ս  [0, 300] MCF [0, 6] MCF/hrs 

Link 𝐿ս−վ [0, 170] MCF [0, 3.4] MCF/hrs 

Link 𝐿վ−տ  [0, 100] MCF [0, 2] MCF/hrs 

Link 𝐿տ−ր  [0, 100] MCF [0, 2] MCF/hrs 

Link 𝐿զȯ−ըȯ
  [0, 800] MWh [0, 16] MWh/hrs 

Link 𝐿զɞ−ըɞ
  [0, 400] MWh [0, 8] MWh/hrs 
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Based on the data provided in [46], the vulnerable elements, i.e., the nodes and links, are 

marked in bold and in red as shown in Fig. 4. In the failure scenarios of the following simula-

tion, the response time and the time horizon of a disruptive event are 𝐻֍ = 15 (hours) and 𝐻փ 

= 85 (hours). The failure magnitudes and recovery rates of these elements are considered as 

uncertain variables following uniform distributions to reflect the flexibility of the decision on 

system resilience strategies. The magnitude of the failure of vulnerable element 𝑖, 𝐹ք, is limited 

by its capacity, i.e., 𝐹ք = [𝐹քֈք։
, 𝐹քֈռ֓

] = [0,𝐶ք], where 𝐶ք is the capacity of 𝑖, in units of MCF 

and MWh for the gas system and power grid, respectively. The recovery rate of a failed element 

𝜇ք can vary within ज़𝜇քֈք։
, 𝜇քֈռ֓

ड़ where 𝜇քֈք։
=

էՎՒՎՓ

(թՍ−թ՗)
 and 𝜇քֈռ֓

=
էՎՒՆ՝

(թՍ−թ՗)
, with the units 

MCF/hours and MWh/hours for the gas system and the power grid, respectively. The detailed 

ranges of system parameters, i.e., failure magnitudes and recovery rates of these vulnerable ele-

ments, are shown in Table 1. 

4.2 Importance measure in different phases of a disruptive event 

The evolution of system performance under the disruptive event can be evaluated within the 

ICIs modelling framework. The system resilience in different failure scenarios is then assessed 

with three resilience indicators proposed in Section 3. Subsequently, we adopt the IMs to identi-

fy the critical system elements in the mitigation and recovery phases and compare their effec-

tiveness. The first two IM approaches are both driven by the global sensitivity analysis intro-

duced in Section 3. The difference between them is that in the first approach, we use the indica-

tors resilience by mitigation and resilience by recovery, and the IM taken in the recovery phase 

is based on the results obtained in the mitigation phase. In the second approach, total resilience 

is the only indicator to consider. 

To test the effectiveness of the IM approaches, we design a resilience improvement scheme. A 

unitary increment 𝑑𝑣 ∈[0, 10] for system parameters is considered to indicate the effects of resili-

ence reinforcement strategies. The increment values of the system parameters rely on the priori-

ty of vulnerable elements. Based on the original level of a system parameter, e.g., the average, 
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the parameter increases or reduces 5𝑑𝑣 percent if it ranks first, 4𝑑𝑣 percent if it ranks second, 

3𝑑𝑣 percent if it ranks third, 2𝑑𝑣 percent if it ranks fifth, and 𝑑𝑣 percent for the rest cases. Co-

ordinating with the results from different IM approaches, this scheme is adopted in both the 

mitigation and recovery phases to improve the system resilience. 

4.2.1 Importance measure by SA with resilience by mitigation and resilience by recovery 

This IM approach is based on the proposed resilience metrics. With separate indicators in the 

mitigation and recovery phases, the global SA is performed sequentially on the mitigation phase 

and the restoration phase, so that the contributions of mitigation activities and recovery activi-

ties are differentiated. We consider the failure scenarios where all vulnerable elements are dis-

turbed by a disruptive event. 

In the mitigation phase, we evaluate the sensitivity of the resilience by mitigation, i.e., 𝑅ֈ on 

the failure magnitude of vulnerable elements. The recovery rates of elements are fixed to the 

average levels. The SA indicator values of the failure magnitudes of the system elements are 

shown in Table 2. The elements with high values of importance indicators have high priority in 

the mitigation phase.  

TABLE 2. Importance indicators of parameters in the mitigation phase 

Element 𝑖 Parameter 𝐹ք IM 𝛿
էՎ

ճՒ  Rank 

𝑆φ 𝐹մȯ
 0.0021 8 

𝑆ϵ 𝐹մɞ  0.0060 3 

𝐿ռ−ս 𝐹խՆ−Շ
 0.0217 1 

𝐿ս−վ 𝐹խՇ−Ո
 0.055 4 

𝐿վ−տ 𝐹խՈ−Չ
 0.0031 6 

𝐿տ−ր 𝐹խՉ−Պ
 0.0042 5 

𝐿զȯ−ըȯ
 𝐹խ԰ȯ−Բȯ

 0.0120 2 

𝐿զɞ−ըɞ
 𝐹խ԰ɞ−Բɞ

 0.0026 7 

 
The IM taken in the recovery phase is based on the results obtained in the mitigation phase. 

According to the results obtained from SA of resilience by mitigation, we improve all failure 

magnitude with 𝑑𝑣=10. Then, we evaluate the sensitivity of the resilience by recovery, i.e., 𝑅֍ 
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on the recovery rates of vulnerable elements with the update failure magnitudes. The SA indica-

tor values in the recovery phase are shown in Table 3. 

4.2.2 Importance measure by SA with total resilience 

TABLE 3. Importance measures of parameters in the recovery phase 

Element 𝑖 Parameter 𝐹ք IM 𝛿
էՎ

ճ՗   Rank 

𝑆φ 𝜇մȯ
 0.0063 2 

𝑆ϵ 𝜇մɞ  0.0238 1 

𝐿ռ−ս 𝜇խՆ−Շ
 0.0020 7 

𝐿ս−վ 𝜇խՇ−Ո
 0.0050 3 

𝐿վ−տ 𝜇խՈ−Չ
 0.0043 4 

𝐿տ−ր 𝜇խՉ−Պ
 0.0033 6 

𝐿զȯ−ըȯ
 𝜇խ԰ȯ−Բȯ

 0.0040 5 

𝐿զɞ−ըɞ
 𝜇խ԰ɞ−Բɞ

 0.0015 8 

 

In this approach, we also consider the failure scenarios where all vulnerable elements are dis-

turbed by a disruptive event. Supposing that only the total resilience 𝑅֏ is available, the global 

SA is adopted to evaluate the sensitivity of 𝑅֏ on all system parameters. The results of this IM 

method support the ranking of all system parameters (Column 3, Table 4). To implement the 

resilience improvement scheme in both the mitigation and recovery phases, we rank the failure 

magnitude and the recovery rate, respectively, according to the values of SA indicators. The 

priority order of system elements in the mitigation phase and recovery phase are then obtained 

(Column 4, Table 4).  

4.2.3 Importance measure by a classical method 

Then, we apply a traditional method to identify the most vulnerable elements in ICIs. Different 

from the previous two methods, this method combines failure occurrence probability and conse-

quence severity of the failure on vulnerable elements to evaluate their criticality. The system 

performance for each failure scenario is obtained through the simulation, assuming that as a 

certain vulnerable element 𝑖 is affected by disruptions, but under the worst condition: 𝐹ք =
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𝐹քֈռ֓
 and 𝜇ք = 𝜇քֈք։

. 

TABLE 4. Importance indicators of parameters in the mitigation phase 

Parameters IM 𝛿
էՎ

ճՙ  Rank Rank in M/R phases 

𝐹մȯ
 0.0047 6 5 

𝐹մɞ  0.0090 2 2 
𝐹խՆ−Շ

 0.0132 1 1 
𝐹խՇ−Ո

 0.0050 5 4 
𝐹խՈ−Չ

 0.0027 12 7 
𝐹խՉ−Պ

 0.0027 11 6 
𝐹խ԰ȯ−Բȯ

 0.0082 3 3 

𝐹խ԰ɞ−Բɞ
 0.0025 15 8 

𝜇մȯ
 0.0035 9 4 

𝜇մɞ  0.0045 7 2 
𝜇խՆ−Շ

 0.0053 4 1 
𝜇խՇ−Ո

 0.0037 8 3 
𝜇խՈ−Չ

 0.0027 13 6 
𝜇խՉ−Պ

 0.0026 14 7 
𝜇խ԰ȯ−Բȯ

 0.0033 10 5 

𝜇խ԰ɞ−Բɞ
 0.0025 16 8 

The probability of initial failure occurred on 𝑖, 𝑃𝐸ք, is computed based on the transition matri-

ces in the semi-Markov processes [46]. The sum of the steady-state probabilities of failure modes 

of each vulnerable element is denoted as its failure probability, 𝑃𝐸ք (Column 2, Table 5). The 

third column in Table 5 shows the values of the total resilience 𝑅֏ք
 in each failure scenario. 

TABLE 5. Failure scenario resilience indicators 

Element 𝑖 𝑃𝐸ք  𝑅֏ք
 

Supplier 𝑆φ  0.3000 0.7522 

Supplier 𝑆ϵ  0.0033 0.3819 

Link 𝐿ռ−ս  0.0847 0.1077 

Link 𝐿ս−վ 0.0847 0.3294 

Link 𝐿վ−տ  0.0847 0.7113 

Link 𝐿տ−ր  0.0847 0.7016 

Link 𝐿զȯ−ըȯ
  0.0011 0.5796 
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Link 𝐿զɞ−ըɞ
  0.0013 0.9372 

 

TABLE 6. Failure occurrence criteria 

Likelihood 
Occurrence 
indicator 𝐼ք

֊ 
Score of 

likelihood 𝑂ք 

Probable 

[0, 1) 10 

[1, 2) 9 

[2, 3) 8 

[3, 4) 7 

[4, 5) 6 

Remote 
[5, 6) 5 

[6, 7) 4 

Extremely Remote 
[7, 8) 3 

[8, 9) 2 

Extremely improbable [9, +∞) 1 
 

Then, we convert the failure occurrence probability and consequence severity of each vulnerable 

element 𝑖 into two criteria. The failure occurrence probability, 𝑃𝐸ք is used to calculate the indi-

cator of occurrence, 𝐼ք
֊, through 𝐼ք

֊ = −𝑙𝑜𝑔φЈ 𝑃𝐸ք, and then the score of likelihood 𝑂ք of the ele-

ment 𝑖 is obtained in Table 6. The total system resilience 𝑅֏ք
 is transformed into the indicator 

of the severity of scenario 𝑖, 𝐼ք
մ, with 𝐼ք

մ = 1 − 𝑅֏ք
, and then the score of likelihood 𝑆ք can be 

calculated as shown in Table 7. 

TABLE 7. Severity evaluation criteria 

Severity 
description 

Severity indi-
cator 𝐼ք

մ 
Score of 

severity 𝑆ք 

Catastrophic 
[0.9, 1) 10 

[0.8, 0.9) 9 

Hazardous 

[0.7, 0.8) 8 

[0.6, 0.7) 7 

[0.5, 0.6) 6 

Major 
[0.4, 0.5) 5 

[0.3, 0.4) 4 
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[0.2, 0.3) 3 

Minor 
[0.1, 0.2) 2 

[0, 0.1) 1 

No effect 0 0 
 

TABLE 8. Failure scenario resilience indicators 

Element 𝑖 𝑄
ք

ճՙ Rank 

Supplier 𝑆φ  21 5 

Supplier 𝑆ϵ  48 3 

Link 𝐿ռ−ս  81 1 

Link 𝐿ս−վ 54 2 

Link 𝐿վ−տ  18 6 

Link 𝐿տ−ր  18 6 

Link 𝐿զȯ−ըȯ
  32 4 

Link 𝐿զɞ−ըɞ
  8 7 

 

Based on the scores of failure likelihood and the scores of consequence severity for the vulnera-

ble elements, we calculate their priority indicators, 𝑄
ք

ճՙ = 𝑆ք ⋅ 𝑂ք. The results are shown in Ta-

ble 8. With this classical method, the rank of vulnerable elements is obtained. The four most 

important elements are: link 𝐿ռ−ս, link 𝐿ս−վ, supplier 𝑆ϵ and link 𝐿զȯ−ըȯ
, and this order will be 

considered in the resilience improvement scheme in both mitigation and recovery phases. 

4.3 Comparison of results 

We have obtained the ranks of vulnerable system elements by three IM approaches: 1) global 

SA-based IM considering mitigation and recovery aspects separately, 2) global SA-based IM 

with total resilience indicator, and 3) a classical method. We are interested in comparing the 

effects of their ranking results.  

TABLE 9. The rank of system parameters in the mitigation phase 

Rank Method 1 Method 2 Method 3 

1 𝐿ռ−ս 𝐿ռ−ս 𝐿ռ−ս 

2 𝐿զȯ−ըȯ
 𝐿զȯ−ըȯ

 𝐿ս−վ 
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3 𝑆ϵ 𝑆ϵ 
 𝑆ϵ 

4 𝐿ս−վ 𝐿ս−վ 𝐿զȯ−ըȯ
 

5 𝐿տ−ր 𝑆φ 𝑆φ 

6 𝐿վ−տ 𝐿տ−ր 𝐿վ−տ 𝐿տ−ր 

7 𝐿զɞ−ըɞ
 𝐿վ−տ 𝐿զɞ−ըɞ

 

8 𝑆φ  𝐿զɞ−ըɞ
  

 

TABLE 10. The rank of system parameters in the recovery phase 

Rank Method 1 Method 2 Method 3 

1 𝑆ϵ 𝐿ռ−ս 𝐿ռ−ս 

2 𝐿ս−վ 𝑆ϵ 
 𝐿ս−վ 

3 𝐿վ−տ 𝐿ս−վ 𝑆ϵ 

4 𝑆φ 𝐿զȯ−ըȯ
 𝐿զȯ−ըȯ

 

5 𝐿զȯ−ըȯ
 𝑆φ 𝑆φ 

6 𝐿տ−ր 𝐿վ−տ 𝐿վ−տ 𝐿տ−ր 

7 𝐿ռ−ս 𝐿տ−ր 𝐿զɞ−ըɞ
 

8 𝐿զɞ−ըɞ
 𝐿զɞ−ըɞ

  

 

The ranking order indicating the criticality of the vulnerable elements in the mitigation phase 

and the recovery phase are shown in Table 9 and Table 10, respectively. The results provided 

by method 1 show that the priority of system elements in the recovery phase is different from 

that in the mitigation phase. In the mitigation phase, the rank order obtained from method 1 is 

quite similar to method 2. All three approaches confirm the criticality of the link 𝐿ռ−ս. In the 

recovery phase, their results from the three methods are dissimilar.  

To test the effects of three sorting methods, we consider improving the system resilience accord-

ing to the sorting results from the three IM methods, under the same original failure scenario, 

i.e., failure magnitudes and recovery rates of the elements are equal to their average levels. The 

resilience improvement schema is applied: failure magnitudes and recovery rates of the elements 

are reduced or increased according to the ranking results in the mitigation phase and recovery 

phase, respectively. 
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Fig. 5 shows the evolvement of the curve of system resilience, 𝑅֏, with the increasing increment 

of system parameters, 𝑑𝑣. Notice that the y-axis representing 𝑅֏ is in the range of [0, 1] by its 

definition given in Eq. (21). When the increment is small, the classical method produces a better 

effect. But with the increase of increment, the first IM method, i.e., the method based on the 

proposed resilience indicators, shows its effectiveness.  

 

Fig. 5. Improvement of system resilience with different levels of increment 𝑑𝑣 

More precisely, we take a look at the case where 𝑑𝑣=10 to compare system performance of ICIs 

after different resilience improvement strategies are taken. As shown in Fig. 6, the lowest value 

of system performance with method 1 and method 2 is the same, as they have similar ranking 

results in the mitigation phase. With method 3, the failure propagation process is longer and the 

lowest value reached by the system performance curve is lower than others. In the recovery 

phase, the improved system performance with method 1 is the first to recovers back to the nom-

inal value. 

 
Fig. 6. The evolvement of system performance with three methods, 𝑑𝑣=10 

Comparing to the other two approaches, the IM approach with the proposed resilience metric is 
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more effective. That is because the proposed resilience indicators allow us to obtain updated 

priority of system elements in mitigation and recovery phases.  

The limitation of the IM approach with the proposed resilience metric is the relatively high 

computational cost. To calculate SA indicator of each system parameter in any of the two phas-

es requires 10ϩ iterations. Therefore, the computational cost of method 1 is two times of method 

2 and is much more expensive than method 3.  

5. Conclusion 

This paper proposed a generic system resilience metric, which evaluates separately the two as-

pects of system resilience, i.e., the capacity of resistance gained from protective measures im-

plemented and the capacity of recovery owing to the restoration actions. By taking into account 

the characteristics of ICIs, we evaluate the system performance in terms of users’ satisfaction 

within a control-based dynamic modelling framework. Then, we apply the proposed resilience 

metric to measure the criticality of system elements from the perspective of their contribution to 

system resilience in the mitigation and recovery phases. A global SA approach is used to evalu-

ate the level of dependencies of the system resilience on system parameters associating with the 

system elements.  

Three importance measure (IM) approaches are performed on a case study composing of a natu-

ral gas distribution network and a power grid. The first one is a global SA-based IM with resili-

ence by mitigation and resilience by recovery indicators, i.e., the proposed resilience metric. The 

second one is also global SA-driven, but only considers the total system resilience. The third one 

is a classical method combining the failure occurrence probability and consequence severity in 

the worst failure scenario of each vulnerable element. We obtained the ranks of system parame-

ters in different phases of a disruptive event and then conclude the priorities of vulnerable ele-

ments which should be protected and recovered. A system resilience improvement scheme is 

considered to compare the effectiveness of three IM methods. Comparing to the other two ap-

proaches, the IM approach with the proposed resilience metric shows higher effectiveness.  
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Note that the resilience assessment approaches in literature is not able to quantitatively differ-

entiate the contributions of the mitigation and recovery aspects, so that cannot provide deci-

sion-makers the separate priority of system elements in different phases. Instead, the proposed 

multiple resilience indicators and the corresponding IM approach provide more insights to deci-

sion-makers to increase the effectiveness of system resilience improvement strategies. Moreover, 

the generic resilience metric is also applicable to a variety of domains and many situations, such 

as system resilience design, system resilience improvement, and system resilience examination.  

The proposed IM approach is computationally costly compared to existing methods. Neverthe-

less, it should be mentioned that this is not necessarily a real concern due to the significant ad-

vancement in computing power. Actually, the proposed approach can be applied to both real 

time tactical emergency management and long-term strategic planning, for which computation is 

often done offline. For long-term strategic planning, historical failure data can be fed into the 

proposed approach for identifying the statistically most vulnerable and critical elements in ICIs, 

for protection and upgrading. Also, our approach is able to support pre-disruption preparedness 

activities when the most significant characteristics of the emergent hazard, and the associated 

failure scenarios of the system, can be postulated (e.g., for tropical storms and hurricanes, flood-

ing, blizzards, etc.) 

In real emergency scenarios, system operation parameters (such as the electricity and gas de-

mand) might be highly variable and uncertain and affect the system performance quantification. 

This should be taken into account in the robust application of the proposed method. Last but 

not least, this study has not considered the cost associated with the resilience reinforcement 

strategies, which requires detailed models of the protection and restoration actions of system 

components. Such developments will be investigated in future works. 
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