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Abstract

In this paper, input from an active camera is used for MPEG4 model based coding. First, the background is

compensated considering a moving camera (tilt or pan). Second, the talking face is segmented from the compensated

background using frame di�erences fusion. A morphological ®lter is then applied to make the system less sensitive to

noise. Third, Hough Transform and deformable template coupled with color information are exploited to detect the

facial features, e.g., eyes, mouth. Fourth, a wireframe model is adapted to the extracted face. The feasibility of the

proposed system is demonstrated using a real active video sequence. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The emerging MPEG4 standard provides a
fundamental framework for multimedia applica-
tions at low bit rates (MPEG Requirements, 1998;
MPEG Video & SNHC, 1998). However, MPEG4
does not specify the techniques to be used for
feature detection and tracking to realize an actual
implementation. This allows researchers to in-
vestigate alternative techniques for di�erent ap-
plications. Up to now, most work in MPEG4 (or
related areas) has been limited to the still camera
scenario (Choi et al., 1994; Essa et al., 1996;
Zhang, 1998; Aizawa and Huang, 1995; Kompat-
siaris et al., 1998; Meier and Ngan, 1998; Mo-
scheni et al., 1998; Reinders et al., 1995; MPEG
Requirements, 1998; MPEG Video & SNHC,
1998). In this paper, we address the problem
considering a talking face in front of an active

camera. The detection and tracking of the active
talking face is a fundamental step towards realiz-
ing an application of MPEG4 in real situations.

Various approaches to the segmentation and
feature detection of face images have been at-
tempted, mainly in the ®eld of face recognition.
From a large amount of previous work (Chellappa
et al., 1995), it has become obvious that face de-
tection and recognition is still a very di�cult
subject. Segmenting and tracking a talking face
from a background is a prerequisite when applying
model-based coding schemes (MPEG4-SNHC
(MPEG Video & SNHC, 1998)) to compress face-
to-face video communication data (Moscheni et
al., 1998; Gu and Lee, 1998; Meier and Ngan,
1998; Kompatsiaris et al., 1998; Zhang, 1998). For
this purpose, the region of interest (i.e., face re-
gion) must be detected and tracked temporally.
Detecting the moving part in an image reveals the
silhouette region of the speaker, which can be
relatively easily detected on the basis of frame
di�erences if the speaker is the only moving object
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within the scene in the case of a still camera.
However, in the situation of a movable camera,
the di�culties increase since the background
viewed is dynamically changeable.

In general, there are two approaches to tracking
a moving object, which are recognition-based
tracking and motion-based tracking (Murray and
Basu, 1994; Aizawa and Huang, 1995; Darrel et
al., 1996). Recognition-based tracking is really
based on the object recognition technique, the
performance of the tracking system is limited by
the e�ciency of the recognition method (Chellap-
pa et al., 1995; Aizawa and Huang, 1995). Motion-
based tracking relies on the motion detection
technique, which can be divided into the optical-
¯ow method and the motion-energy method. In
optical-¯ow method, determining a complete op-
tical ¯ow ®eld is ill-posed, the di�culties increase
with the active camera for searching and matching
feature points in successive images since the scene
viewed is dynamically changeable. The complexity
of this problem makes it unsuitable for real ap-
plication. Motion-energy tracking method can
segment an image into regions of motion and in-
activity by calculating the temporal derivative of
an image sequence and thresholding at a suitable
level to ®lter out noise. This method is relatively
simple and e�cient. However, it is not suitable for
application on an active camera system without
modi®cation. Since the active camera system can
induce apparent motion on the scenes they view,
compensation for camera motion must be made
before motion-energy detection technique can be
used.

In this paper, we present a system to track a
talking face with an active camera. After the
background compensation in successive frames
(Murray and Basu, 1994), the motion-energy
tracking approach is used coupled with a mor-
phological ®lter to reduce the noise. Evidence
about moving objects in the scene gathered from a
single frame di�erence may not su�ce to portray a
speaker entirely. It is necessary to recover the
speaker's silhouette by observing a number of
successive frame di�erences (called motion masks).
We believe that the motion masks are temporally
correlated if the motion of the speaker is assumed
to be slow with respect to the frame rate. We

propose a progressive silhouette generation meth-
od, to detect the motion of a talking head, in which
the consecutive motion masks are accumulated to
complete the silhouette estimation. After the face
region is detected, the deformable template tech-
nique coupled with color information and Hough
Transform can be used to extract the facial fea-
tures (e.g., eyes, mouth), then a model ®tting
procedure is applied to complete the facial model
adaptation and animation. Taking the input of an
active camera, our system can implement the face
detection, tracking, adaptation and animation
automatically.

In Section 2, a background compensation
technique with an active camera is explained. In
Section 3, a face motion detection algorithm is
described. Sections 4 and 5 introduce the facial
feature extraction and wireframe model adapta-
tion. Section 6 shows some experimental results.
Conclusion and ®nal remarks are given in Sec-
tion 7.

2. Background compensation

Before applying the motion detection tech-
nique, we must compensate for the apparent mo-
tion of the background of a scene caused by
camera motion. Our camera is mounted on a pan/
tilt device and hence is constrained to rotate only.
The objective in background compensation is to
®nd a relationship between pixels representing the
same 3D point in images taken at di�erent camera
orientations. For camera rotation, the only com-
ponents of the system that move are the camera
coordinate system and the image plane. An ex-
ample of this motion is shown in Fig. 1. The re-
lationship between every pixel position in two
images taken from di�erent position of rotation
about the lens center has been derived by Kanatani
(1987) and Murray and Basu (1994). For an initial
inclination (h) of the camera system and pan and
tilt rotation of a and c, respectively, this relation-
ship is

xtÿ1 � f
xt � a sinhyt � f acosh
ÿacoshxt � cyt � f

; �1�
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ytÿ1 � f
ÿa sinhxt � yt ÿ f c
ÿacoshxt � cyt � f

; �2�

where f is the focal length. With knowledge of
f ; h; c and a, for every pixel position (xt; yt) in the
current image we can calculate the position
(xtÿ1; ytÿ1) of the corresponding pixel in the pre-
vious image.

3. Moving head detection

The inaccuracies in the inputs to the compen-
sation algorithm and small amount of camera
translation may induce noise and corrupt the
compensation method. A single frame di�erence
may not su�ce to portray a speaker entirely. It is
necessary to recover the speaker's silhouette by
observing a number of successive frame di�eren-
ces. Fig. 2 shows a block diagram describing the
moving head detection algorithm, which consists
of the following steps.
· After the background is compensated in the

previous frame, the di�erence of the current

frame and the previous frame is calculated,
the absolute value is thresholded.

· To reduce the background noise, a morpholog-
ical ®ltering (opening operator) is applied. The
kernel size of erosion and dilation operations
depends on the noise characteristics caused by
compensation error (Murray and Basu, 1994),
the ®lter must be at least as wide as the error.
In our system, the kernel of ®ltering is set as
9� 9.

· To generate the head silhouette, a frame motion
fusion algorithm is developed in which the mul-
tiple frame di�erences are integrated to generate
the continuous motion areas.

· Progressive motion fusion. The output image of
the morphological ®ltering (opening) in Fig. 2 is
called motion mask (MM), denoted by mt�x� (t
stands for time and x for pixel position). The
successive MMs are processed with a spatiotem-
poral ®lter. The function of the spatiotemporal
®lter is to fuse a number of consecutive masks.
The temporal fusion in the consecutive N
MMs from time t0 to time T � t0 � N is imple-
mented as

for t � t0; t0 � 1; . . . ; t0 � N
f

It�x� � ADDfmt�x�; stÿ1�x�g
st�x� �MedianfIt�x�g
g

where mt�x� 2 f0; 1g and st0�x� � 0. To reduce
noise e�ects, the combined images are further
smoothed by a spatial median ®lter. The param-
eter N controls how long frame information is
integrated. For example, keeping N large will
tend to create connected and smooth fore-
ground blobs at the expense of smearing the sil-
houette, especially if the object motion is
excessive (in our experiment, N is set to 8 as a

Fig. 1. 3D point projected on two image planes with the same

lens center.

Fig. 2. Diagram of head detection.
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tradeo� of the motion mask integration and the
contour smearing). Finally, the temporally
fused image sT �x� is thresholded to reveal the
motion regions of the head. The threshold value
is set to one so that all the motion area re¯ected
in the fused image is taken into account.

· After obtaining the fused image sT �x�, a mor-
phological ®lter (closing operator) is applied to
make the image more smooth. Then, the edges
of motion areas are detected simply by a gradi-
ent operator. Although a few connected con-
tours are detected, the head silhouette is the
largest connected contour, and it can be extract-
ed by a region growing method.

4. Facial feature detection

Since the head region is detected by the above
work, we can continue to detect the facial features
(such as eyes and mouth) restricted in this area.
Our approaches to detecting eyes and mouth are
similar, both use deformable template matching
and exploit color information. In addition, eye
detection uses Hough transform to search the iris
position and size to determine the initial location
of the eyes. The detailed algorithm is described in
our previous work (Bernoegger et al., 1998).

The algorithm for eye detection can be outlined
as follows:
· Determine two coarse regions of interest for the

eyes.
· Search the iris of the eyes using a gradient based

Hough transform.
· Determine a ®ne region of interest for extract-

ing the boundaries of the eyes.
· Using color information (saturation) get an ini-

tial approximation for the eye lids.
· Localize the eye lids using deformable tem-

plates.
The algorithm for mouth detection can be outlined
as follows:
· Determine a coarse region of interest for the

mouth.
· Using color information (hue and saturation)

get an initial approximation for the lip. This is
done by minimizing the following energy

(EHueSat) which is similar to the valley energy
in (Yuille et al., 1992):

EHueSat � 1

jAwj
Z
Aw

Uhue�x~� dAÿ 1

jAwj
Z
Aw

Usat�x~� dA;

�3�
Aw is the total area inside the parabolas of upper
lip and lower lip, Uhue�x~� and Usat�x~� are the val-
ues of the hue-angle and the saturation of the
color image.

· Localize the mouth contour using deformable
templates.

5. Facial model adaptation

Based on the information extracted from head
motion and facial features (i.e. eyes, mouth), a 3D
wireframe model can be ®tted to the moving face.
Based on our previous work (Yin and Basu,
1997), an individual facial model of a person is
created from two image views. Since the individ-
ual facial model has been generated o�-line, so
the shape of a person's head is known. The po-
sitions of the eyes and mouth can determine the
position of the face, their shapes can determine
the facial expressions. We developed a so called
``coarse-to-®ne'' adaptation algorithm using the
dynamic mesh to implement the model adaptation
procedure, in which the features (eyes and mouth
contours) are the mesh boundaries, the adapta-
tion follows the energy minimization procedure to
converge the mesh to ®t the face image. Details
are available in a technical report (Yin and Basu,
1998).

6. Experimental results

We use a camera mounted on an active plat-
form (pan/tilt) to take an active video sequence,
which shows a talking person with an uncon-
strained background. The camera rotation is less
than �5�. Figs. 3 and 4 show the results of the
active head detection and the model adaption, re-
spectively.
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Fig. 3. 1st row: Original active video sequence (frame 10, 24, 41); 2nd row: Compensated frame di�erences; 3rd row: Noise remove

using morphological ®ltering (kernel � 9� 9); 4th row: Consecutive frames fusion; 5th row: Motion areas detected by smoothed fusion

frames (closing); 6th row: Contours of motion areas; 7th row: Detected silhouette of the motion head.
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7. Conclusion

In this paper we proposed a system for
tracking a face observed with an active camera
for an arbitrary background. Initial results show
that this approach is feasible in practical appli-
cations. More robust methods for face tracking
and expression detection are needed in future
work.
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