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We are interested in the time discretization of stochastic differential
equations with additive d-dimensional Brownian noise and Lq − Lρ drift
coefficient when the condition d

ρ + 2
q < 1, under which Krylov and Röck-

ner [30] proved existence of a unique strong solution, is met. We show weak
convergence with order 1

2 (1− (dρ + 2
q )) which corresponds to half the dis-

tance to the threshold for the Euler scheme with randomized time variable
and cutoffed drift coefficient so that its contribution on each time-step does
not dominate the Brownian contribution. More precisely, we prove that both
the diffusion and this Euler scheme admit transition densities and that the dif-
ference between these densities is bounded from above by the time-step to
this order multiplied by some centered Gaussian density.

1. Introduction. In the present paper, we are interested in the Euler-Maruyama dis-
cretization of the stochastic differential equation

(1.1) Xt = x+Wt +

∫ t

0
b(s,Xs)ds, t ∈ [0, T ],

where x ∈ Rd, (Wt)t≥0 is a d-dimensional Brownian motion on some filtered proba-
bility space (Ω,F , (Ft)t≥0,P), T ∈ (0,+∞) is a finite time horizon and the drift co-
efficient b : [0, T ] × Rd → Rd is measurable and satisfies the integrability condition :
‖b‖Lq([0,T ],Lρ(Rd)) =: ‖b‖Lq−Lρ <∞ for some ρ, q ∈ (0,+∞] such that

(1.2)
d

ρ
+

2

q
< 1,

which clearly implies that ρ > d and q > 2. When ρ and q are both finite,

‖b‖Lq−Lρ =

(∫ T

0

((∫
Rd
|b(t, y)|ρdy

)1/ρ
)q

dt

)1/q

and when ρ= +∞ then
(∫

Rd |b(t, y)|ρdy
)1/ρ is replaced by the essential supremum of y 7→

|b(t, y)| with respect to the Lebesgue measure on Rd while, when q = +∞, the power 1/q of
the integral of the q-th power of the function of the time variable over [0, T ] is replaced by
the essential supremum of this function with respect to the Lebesgue measure on [0, T ]. This
framework was introduced by Krylov and Röckner [30], who established strong existence
and uniqueness for the above equation under the integrability condition (1.2) when moreover
ρ≥ 2 (which is implied by (1.2) in dimension d≥ 2). Existence of a unique strong solution
in dimension d = 1 when ρ ∈ (1,2) and (1.2) holds is covered by Theorem 1.1 (i) [58],
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the hypothesis q <∞ in this theorem leading to no restriction since L∞([0, T ],Lρ(R)) ⊂
L

4ρ

ρ−1 ([0, T ],Lρ(R)). The critical case has recently been treated by Krylov [31] and Röckner
and Zhao [51], [52] who respectively addressed the strong well-posedness of (1.1) in the
time-homogeneous case (then q = +∞) when ρ= d, and the weak and strong well-posedness
when d

ρ + 2
q = 1 for a time dependent drift coefficient.

Let us emphasize that dynamics of type (1.1) appear in many applicative fields. In [30],
the authors discussed the connection with some models arising from statistical mechanics or
interacting particle systems, see [1]. Singular kernels appear as well in several domains re-
lated to mathematical physics like fluid dynamics or electro-magnetism. We can for instance
mention the Biot-Savart kernel behaving in y/|y|d near the origin. A similar singularity also
appears in the parabolic elliptic Keller-Segel equation. Let us emphasize that for such singu-
larity, the integrability conditions (1.2) are not met. However, in dimension d = 2, a kernel
behaving around 0 as |y|ε+1−d, ε > 0 could be considered. In this last setting we can refer
e.g. to the work by Jabin and Wang [21] for related applications. We can eventually quote the
important work of Zhang and Zhao [61] who established existence of a stochastic Lagrangian
path for a Leray solution of the 3d Navier-Stokes equation. In that case, d= 3, ρ= 2, q =∞
so condition (1.2) is not met but the drift has some additional properties, namely it is diver-
gence free.

It is therefore important to address the question of the approximation of (1.1). To this end,
the easiest, and maybe the most natural at first sight, way consists in introducing the Euler-
Maruyama scheme with step h > 0. Anyhow, in the current singular context it needs to be
tailored appropriately. Namely, we consider a cutoff with order related to the singularity of
the drift. The coefficient with cutoff is defined by
(1.3)

∀(t, y) ∈ [0, T ]×Rd, bh(t, y) =

b(t, y) if ρ= q =∞

I{|b(t,y)|>0}
|b(t,y)|∧(Bh

−( 1
q
+ d

2ρ
)
)

|b(t,y)| b(t, y) otherwise
.

for some constant B ∈ (0,+∞). Since, according to (1.2), 1
q + d

2ρ <
1
2 , the contribution of

the cutoffed drift on each time step does not dominate the Brownian contribution.
Furthermore, to get rid of any assumption stronger than mere measurability (and integra-

bility) concerning the regularity of the drift coefficient with respect to the time variable, we
choose to randomize the time variable.

The time randomization relies on independent random variables (Uk)k∈J0,n−1K, where
from now on we will denote by [[·, ·]] the integer intervals, which are respectively distributed
according to the uniform law on [kh, (k + 1)h] and independent from (Wt)t≥0. Notice that
this sequence is of course not needed when the drift coefficient is time-homogeneous. The
resulting scheme is initialized by Xh

0 = x and evolves inductively on the regular time-grid
(tk = kh)k∈J0,nK with h= T

n by:

(1.4) Xh
tk+1

=Xh
tk +

(
Wtk+1

−Wtk

)
+ bh

(
Uk,X

h
tk

)
h.

To illustrate the usefulness of the time randomization technique, let us remark that in dimen-
sion d= 1, for the bounded drift coefficient b(t, x) = 1− IQ(t/T ), Xh

T =XT = x+WT +T ,
while the replacement of bh

(
Uk,X

h
tk

)
by bh

(
tk,X

h
tk

)
in the above induction equation would

lead to Xh
T = x+WT .

We then consider the following continuous time interpolation of the scheme:

(1.5) Xh
t = x+Wt +

∫ t

0
bh

(
Ub s

h
c,X

h
τhs

)
ds, t ∈ [0, T ] where τhs = bs/hch.
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The cutoff threshold in (1.3) permits to get rid of the drift in the Gaussian estimates that we
will derive for the transition densities of the scheme : for all c > 0, s ∈ (tk, tk+1] and y ∈Rd,

exp

(
c
|bh(t, y)(s− tk)|2

s− tk

)
≤ exp(cB2h1−( 2

q
+ d

ρ
))

(1.2)−→
h→0

1.

For this sole purpose, the natural threshold would have been in h−1/2 rather than h−( 1

q
+ d

2ρ
).

The interest of the stronger cutoff is that it also permits to control in the proof of Theorem
1.1 the error on the first time-step when the drift coefficient is computed at the deterministic
initial position x, while it is computed at positions with densities satisfying some Gaussian
estimates at the subsequent steps. The error bound of Theorem 1.1 remains valid for the h−

1

2

cutoff scale provided we set the drift to zero on the first time step. The alternative scheme
writes:

(1.6) X̄h
tk+1

= X̄h
tk +

(
Wtk+1

−Wtk

)
+ b̄h

(
Uk, X̄

h
tk

)
h,

with

(1.7) b̄h(t, y) = I{t≥h,|b(t,y)|>0}
|b(t, y)| ∧ (Bh−

1

2 )

|b(t, y)|
b(t, y), (t, y) ∈ [0, T ]×Rd.

It can be convenient to choose one scheme or the other. One can wonder in view of (1.7)
why there is no cutoff in the definition of the drift coefficient (1.3) of the previous scheme
when ρ = q =∞. We point out that, in that case, Bh−( 1

q
+ d

2ρ
) = B, and choosing the alter-

native definition in (1.3) with B < ‖b‖L∞−L∞ would lead to a non vanishing error for the
difference between the true drift and the corresponding truncation. Such a problem does not
appear for the truncation in (1.7) which, is such that, when ρ= q =∞, for any fixed B > 0,
b̄h = b for h small enough. Let us stress that, apart from the contributions of the cutoff error
and the first time step (see in particular the analysis of the terms ∆2

t and ∆5
t in Section 2.2.2),

the choice of the scheme has a minimal impact on the proof of the error estimation since
both dynamics (1.4) and (1.6) satisfy the Gaussian estimates of Proposition 2.1. Note that our
choice to cutoff the drift rather than to tame it into b(t,x)

1+hβ |b(t,x)| with β ∈ {1
q + d

2ρ ,
1
2} avoids

some contribution to the error when the norm of the drift is smaller than the cutoff. Taming
has been considered in the literature to remedy the possible lack of strong convergence of the
standard Euler scheme for stochastic differential equations with non globally Lipschitz coef-
ficients [20, 53, 18]. In particular, when the drift coefficient is locally Lipschitz and one-sided
Lipschitz (and the diffusion coefficient Lipschitz), the standard strong order of convergence
1/2 is recovered for the tamed Euler scheme with β = 1 in the time-homogeneous case [20]
and with β ∈ (0,1/2] [53].

While the convergence properties of the Euler-Maruyama scheme are well understood for
SDEs with smooth coefficients, the case of irregular coefficients is still an active field of
research. Concerning the strong error, the additive noise case is investigated in [17] where
Halidias and Kloeden only prove convergence and in [8, 45] where rates are derived. Darei-
otis and Gerencsér [8] obtain root mean square convergence with order 1/2− (meaning
1/2− ε for arbitrarily small ε > 0) in the time-step for bounded and Dini-continuous time-
homogeneous drift coefficients and check that this order is preserved in dimension d = 1
when the Dini-continuity assumption is relaxed to mere measurability. In the scalar d = 1
case, Neuenkirch and Szölgyenyi [45] assume that the drift coefficient is the sum of a C2

b part
and a bounded integrable irregular part with a finite Sobolev-Slobodeckij semi-norm of index
κ ∈ (0,1). They prove root mean square convergence with order 3

4 ∧
1+κ

2 − for the equidis-
tant Euler-Maruyama scheme, the cutoff of this order at 3

4 disappearing for a suitable non-
equidistant time-grid. Note that an exact simulation algorithm has been proposed by Étoré
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and Martinez [9] for one-dimensional SDEs with additive noise and time-homogeneous and
smooth except at one discontinuity point drift coefficient.
More papers have been devoted to the strong error of the Euler scheme for SDEs with a non
constant diffusion coefficient : [14, 15, 62, 16, 46, 47, 4]. Recent attention has also been paid
to the Euler-Maruyama discretization of SDEs with a piecewise Lipschitz drift coefficient
and a globally Lipschitz diffusion coefficient which satisfies some non-degeneracy condition
on the discontinuity hypersurface of the drift coefficient : [34, 35, 36, 41, 44].

We will here focus on the so-called weak error between the diffusion and the Euler scheme
(1.4), namely the quantity

E (x,T,ϕ,h) := Ex[ϕ(Xh
T )]−Ex[ϕ(XT )],

for a suitable class of test functions ϕ which can even be a Dirac mass. In the additive noise
case considered in the present paper, Kohatsu-Higa, Lejay and Yasuda [24], prove that for
ϕ thrice continuously differentiable with polynomially growing derivatives, the convergence
holds with order 1/2− when d≥ 2 (resp. 1/3− when d= 1) and the drift coefficient is time
homogeneous, bounded and Lipschitz except on a set G such that ε−d times the Lebesgue
measure of {x ∈Rd : infy∈G |x− y| ≤ ε} is bounded. Suo, Yuan and Zhang [54] prove con-
vergence in total variation with order α2 for time-homogeneous drift coefficients with at most
linear growth and satisfying an integrated against some Gaussian measure α-Hölder type
regularity condition.

In the much more general multiplicative noise setting, when the diffusion and drift coeffi-
cients are smooth, from the seminal work of Talay and Tubaro [55] to the extensions to the
hypoelliptic setting, see e.g. the works by Bally and Talay [2], [3], it has been established
that the above weak error (with b

(
tk,X

h
tk

)
replacing bh

(
Uk,X

h
tk

)
in the right-hand side of

(1.4)) has order one w.r.t. the discretization parameter h. When ϕ is a Dirac mass we can also
refer to [26] or to [28] where non-degenerate bounded Hölder coefficients are considered
(see also [10] in the framework of skew diffusions). The common point in all these results is
the key role played by the Feynman Kac partial differential equation (PDE) associated with
(1.1) which permits to write the error as the expectation of a time integral of the sum of terms
with derivatives of the solution to this PDE multiplied by the difference between the drift and
squared diffusion coefficients at the current time and position of the Euler scheme and at the
last discretization time and corresponding position. This permits to exploit the regularity of
these coefficients to derive the order of convergence.

It is however clear that for rough coefficients, like in the current Lq − Lρ framework,
another strategy is needed. For a bounded measurable drift (ρ = q =∞), a new idea was
proposed in [5] consisting in comparing the expansions of the densities at time T of the
diffusion and its Euler scheme with randomized time variable along the solution of the heat
equation (in place of the Feynman-Kac PDE) with terminal condition ϕ equal to δy(dz).
This solution is (s, z) 7→ g1(T − s, y− z) where g1(t, .) denotes the Brownian density at time
t > 0.

We will check in Propositions 2.3 and 2.1 that both the SDE (1.1) and the scheme (1.5)
admit transition densities which can be expanded around this Gaussian density as expected
from a formal application of Itô’s formula. More precisely, for s ∈ [0, T ) and x ∈ Rd, the
solution to

(1.8) dXt = dWt + b(t,Xt)dt

started from x at time s admits at time t ∈ (s,T ] a density with respect to the Lebesgue
measure on Rd denoted by y 7→ Γ(s,x, t, y) and, as expected formally by computing dg1(T −
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s, y−Xs) by Itô’s formula and taking expectations,

∀y ∈Rd, Γ(0, x,T, y) = g1(T, y− x)−
∫ T

0
E [b(s,Xs) · ∇yg1(T − s, y−Xs)]ds.

In a similar way, for k ∈ J0, n− 1K and x ∈Rd, the solution to

(1.9) dXh
t = dWt + bh(Ub t

h
c,X

h
τht

)dt

(resp. the same dynamics with bh replaced by b̄h) started from x at time tk admits at time t ∈
(tk, T ] a density with respect to the Lebesgue measure on Rd denoted by y 7→ Γh(tk, x, t, y)
(resp. y 7→ Γ̄h(tk, x, t, y)) and

∀y ∈Rd, Γh(0, x,T, y) = g1(T, y− x)−
∫ T

0
E
[
bh(Ub s

h
c,X

h
τhs

) · ∇yg1(T − s, y−Xh
s )
]
ds

(1.10)

(resp. the same equation holds with Γh and bh replaced by Γ̄h and b̄h).
Taking the difference of the two expansions, we obtain

Γh(0, x,T, y)− Γ(0, x,T, y)

=

∫ T

0
ds[Γ(0, x, s, z)− Γh(0, x, s, z)]b(s, z) · ∇yg1(T − s, y− z)dz

+

∫ T

0
ds

∫
Rd

Γh(0, x, s, z)(b(s, z)− bh(s, z)) · ∇yg1(T − s, y− z)dz

+

∫ T

0
ds

∫
Rd

[Γh(0, x, s, z)− Γh(0, x, τhs , z)]bh(s, z) · ∇yg1(T − s, y− z)dz

+E
[∫ T

0
dsbh(Ubs/hc,X

h
τhs

) · (∇yg1(T −Ubs/hc, y−Xh
τhs

)

−∇yg1(T − s, y−Xh
s ))

]
.(1.11)

This formula actually emphasizes that, in order to give a convergence rate for the Euler
approximation, two preliminary results are needed:

- estimations on the heat kernel Γh of the Euler scheme in order to deal with the second (cutoff
error) and fourth terms in the right-hand side,

- estimations of its Hölder modulus w.r.t. to the forward time variable to deal with the third
term in the right-hand side.

These properties are established in Proposition 2.1 below using an approach inspired from
[38]. The first term in the right-hand side will be treated through a Gronwall type argument.

In [5], for q = ρ= +∞, starting from a similar decomposition (actually the term involving
the modulus of the heat kernel with respect to the forward time variable is written with the
transition density of the diffusion instead of that of the Euler scheme), the authors derived a
convergence rate of order 1/2 w.r.t. h for the total variation distance between the law of the
diffusion and its Euler scheme for a bounded drift.

In our main result, we extend this estimation in a specified way to the case b ∈ Lq−Lρ with
d
ρ + 2

q ∈ (0,1) by showing that the difference between the densities is bounded from above by

Ch
1

2

(
1−
(
d

ρ
+ 2

q

))
multiplied by some centered Gaussian density. In fact, in the case (d, q) =

(1,∞), ρ <∞, for the scheme (1.5), the estimation is perturbed by an extra logarithmic
factor.
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THEOREM 1.1 (Convergence Rate for the Euler-Maruyama approximation with Lq − Lρ
drift). Assume that (1.2) holds. Set:

(1.12) α := 1−
(
d

ρ
+

2

q

)
.

Then, for all c > 1 there exists a constant Cc <∞ s.t. for all h= T/n with n ∈ N∗, and all
t ∈ (0, T ], x, y ∈Rd

|Γh(0, x, t, y)− Γ(0, x, t, y)| ≤Cch
α

2

(
1 + I{d=1,q=∞,ρ<∞} lnn

)
gc(t, y− x),

|Γ̄h(0, x, t, y)− Γ(0, x, t, y)| ≤Cch
α

2 gc(t, y− x).

where gc(u, ·) stands for the density of the centered Gaussian vector in dimension d with
covariance matrix cuId, u > 0.

REMARK 1.2. Denoting by L(Y ) the law of the random vector Y , we easily deduce con-
vergence rates of L(Xh

t ) and L(X̄h
t ) to L(Xt) in total variation distance TV and Wasser-

stein distanceW1 with index 1. Indeed,

TV(L(Xh
t ),L(Xt)) =

1

2

∫
Rd
|Γh(0, x, t, y)− Γ(0, x, t, y)|dy

≤Cch
α

2

(
1 + I{d=1,q=∞,ρ<∞} lnn

)
,

and, in the same way, TV(L(X̄h
t ),L(Xt))≤Cch

α

2 . On the other hand, sinceW1(L(Xh
t ),L(Xt))

is equal to the supremum of |E[f(Xh
t )]− E[f(Xt)]| over 1-Lipschitz functions f : Rd→ R

and, for such a function,

|E[f(Xh
t )]−E[f(Xt)]|=

∣∣∣∣∫
Rd

(f(y)− f(0))(Γh(0, x, t, y)− Γ(0, x, t, y))dy

∣∣∣∣
≤
∫
Rd
|y||Γh(0, x, t, y)− Γ(0, x, t, y)|dy,

we deduce that W1(L(Xh
t ),L(Xt)) ≤ Cch

α

2 t1/2
(
1 + I{d=1,q=∞,ρ<∞} lnn

)
. In the same

way,W1(L(X̄h
t ),L(Xt))≤Cch

α

2 t1/2.

REMARK 1.3 (About the convergence rate). One can wonder whether the convergence
rate obtained in Theorem 1.1 is sharp. It seems rather natural to investigate the weak error
through the Duhamel or PDE approach as we do and we actually do not see any alternative.
With the Duhamel representation for the density which makes a gradient of the Gaussian
density appear, we believe that this is the best achievable rate for a general drift satisfying
condition (1.2). Numerical experiments could give some hints and will concern further re-
search.
Let us also mention that in specific cases the rate for the weak error can be improved. In [5],
the convergence rate in total variation distance improves to h√

t
ln(1/h) when the bounded

drift coefficient has a spatial divergence in the sense of distributions with p-th power inte-
grable with respect to the Lebesgue measure in space uniformly in time for some p ≥ d. In
dimension d = 1, uniform in time boundedness of the total variation in space of the spatial
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derivative is enough and for the drift b(s,x) = a1{x≤x0}+ b1{x>x0} (which satisfies this con-
dition and is such that an explicit formula is available for the transition density of the SDE),
the convergence rate in h for fixed t > 0 is confirmed by numerical experiments. For the dis-
cretization of a skew one-dimensional diffusion with additive Brownian noise and bounded
time-homogeneous drift coefficient, a weak rate of order h

1

2 is derived in [10] for an Euler
scheme with exact local time contribution.

REMARK 1.4 (About the positive exponent for the time in the error). We point out that,
since we are handling rough drifts, and therefore cannot proceed with the expansions of the
heat-kernels beyond orders greater than 2, there is no time singularity appearing in the final
bound for the error. We can refer to [26], [13] or more recently [11] for a specific description
of the time-singularity for the error expansion when the coefficients are smooth. In that case,
the convergence rate is h and the best upper bound for the time singularity comes from [11]
and has order t−1/2.

REMARK 1.5 (About the convergence rate for smoother coefficients). Let us mention
that the proof suggests that for drifts Hölder continuous with exponent β with respect to the
spatial variable and with exponent β2 with respect to the time variable, the convergence rate
of the Euler approximation for an additive noise should be in h

1

2
+ β

2 if β ∈ (0,1) and not in
h
β

2 as established in e.g. [40], [28] in which a multiplicative noise was anyhow also taken
into consideration. We plan to investigate this question in a future work. We can mention the
recent work by Dareiotis et al. [7], which investigates the strong error for the Euler scheme
with rough drifts, namely quantities of the form E[sups∈[0,T ] |Xs−Xh

s |p]
1

p , and in which are
also obtained error bounds of this order (see Theorem 1.5 therein which precisely gives this
convergence rate for a bounded drift in the homogeneous Sobolev-Slobodeckij space Ẇα

m,
m≥max(d,2), α ∈ (0,1) and an additive Brownian noise).

REMARK 1.6 ( About possible multiplicative Brownian noises). A natural question con-
cerns the possible extension of our main result to dynamics involving a multiplicative noise,
i.e.

dXt = b(t,Xt)dt+ σ(t,Xt)dWt where σ : [0, T ]×Rd→Rd×d.

Non degeneracy is needed according to Theorem 1.3 [19] which exhibits an example with
constant degenerate diffusion coefficient σ and bounded, time-homogeneous and infinitely
differentiable drift coefficient b, such that the Euler scheme converges weakly at a rate slower
than any power law. We expect that provided σ is s.t. σσ∗ is bounded and uniformly elliptic
and σ is Lipschitz continuous in space uniformly in time, then the convergence rate of Theo-
rem 1.1 should remain valid. Note that existence of a unique strong solution to the stochastic
differential equation in the indicated setting is ensured by Theorem 1.1 in [58], see also
Lemma 2.3 in [50] for related Gaussian estimates. Roughly speaking the Duhamel expres-
sion for the transition density of the diffusion would write in this setting

Γ(0, x, t, y) =gσ,y(0, t, y− x)−
∫ t

0
E [b(s,Xs) · ∇zgσ,y(s, t, z)|z=y−Xs ]ds

+
1

2

∫ t

0
E
[
Tr
((
σσ∗(s,Xs)− σσ∗(s, y)

)
D2
zgσ,y(s, t, z)|z=y−Xs

)]
ds,

where, for 0≤ s < t≤ T, y, z ∈Rd, gσ,y(s, t, z) stands for the density at point z of a centred
d-dimensional Gaussian vector with covariance matrix

∫ t
s σσ

∗(u, y)du, see e.g. [26] in the
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smooth setting. If the diffusion coefficient is Lipschitz continuous in space uniformly in time
and such that σσ∗ is bounded and uniformly elliptic, then the last term can easily be bounded
from above by

C

∫ t

0

E [gc(t− s, y−Xs)]√
t− s

ds.

In other words, it gives the same singular behavior for the analysis as a bounded drift. A
similar behavior will as well occur for the scheme. In terms of heat kernel estimates, this
should be enough to directly adapt the techniques described below. The same should remain
valid for the error as well .

REMARK 1.7 (About other driving noises). Another natural extension would concern
the class of noises considered. One might wonder e.g. if we could consider dynamics of the
form

(1.13) dXt = b(t,Xt)dt+ dZt,

with Z being a rotationally invariant stable process of index γ ∈ (1,2). We think that the
techniques used to prove Theorem 2.3 below, adapting somehow the strategy of [38], should
be sufficiently robust to obtain an error estimation with order h

α

γ for α= 1− d
(γ−1)ρ −

γ
(γ−1)q

when b ∈ Lq − Lρ with d
(γ−1)ρ + γ

(γ−1)q < 1. Let us mention that the well-posedness in a
strong sense and in a weak sense of (1.13) with singular drift coefficient has respectively been
addressed in [57] and [6] and that heat-kernel bounds for multiplicative stable noise and
unbounded drift have been obtained in [39] even in the super-critical case γ ∈ (0,1) through
the approach of [38]. The indicated thresholds can be derived following the procedure below
adapting Lemma 2.4 to the pure jump stable case.

The article is organized as follows. We will first prove our main result in Section 2. To
this end, we also state therein two propositions giving Gaussian heat kernel estimates and
Duhamel representations for the transition densities of the Euler scheme and the SDE (1.1).
Section 3 is dedicated to the proof of the estimates for the approximation scheme. In section
4, we deduce the estimates for the diffusion by letting the time-step h→ 0. Technical results
are gathered in the Appendix.

We denote from now on by C a generic constant that may change from line to line and
might depend on b, q, ρ, d,T . Other possible dependencies will be explicitly specified. We
reserve the notation c > 1 for the concentration constant, or variance, in the Gaussian kernels
gc. For a multi-index ζ ∈Nd, x ∈Rd, we denote∇ζx := ∂ζ1x1 · · ·∂

ζd
xd . If |ζ| :=

∑d
i=1 ζi = 0,∇ζx

then simply means that there is no differentiation. Also, for a, b > 0, B(a, b) =
∫ 1

0 u
a−1(1−

u)b−1du stands for the β-function.
Eventually, we will consider from now on that the condition (1.2) is met.

2. Proof of the convergence rate for the error. We prove in this section our main re-
sult, Theorem 1.1. To this end, we first give two auxiliary results about density/heat kernel
estimates for both the scheme and the diffusion.

2.1. Key results for the proof of Theorem 1.1. Using an approach inspired from [38], we
obtain the following estimations for the scheme.

PROPOSITION 2.1 (Density estimates for the Euler scheme). Assume (1.2). Set h =
T
n , n ∈ N∗. Then the Euler scheme Xh with dynamics (1.9) (resp. X̄h with dynamics
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(1.6)) admits for all 0 ≤ tk := kh < t ≤ T, k ∈ [[0, n]], (x, y) ∈ (Rd)2 a transition density
Γh(tk, x, t, y) (resp. Γ̄h(tk, x, t, y)) which enjoys the following Duhamel representation :

Γh(tk, x, t, y) = g1(t− tk, y− x)−
∫ t

tk

E
[
bh(Ub r

h
c,X

h
τhr

) · ∇yg1(t− r, y−Xh
r )
]
dr,(2.1)

resp. Γ̄h(tk, x, t, y) = g1(t− tk, y− x)−
∫ t

tk

E
[
b̄h(Ub r

h
c, X̄

h
τhr

) · ∇yg1(t− r, y− X̄h
r )
]
dr.

(2.2)

Furthermore, for each c > 1, there exists a finite constant C not depending on h = T
n such

that for all k ∈ [[0, n− 1]], t ∈ (tk, T ], x, y, y′ ∈Rd,

Γh(tk, x, t, y)≤Cgc(t− tk, y− x)(2.3)

and if α defined in (1.12) satisfies α< 1,

|Γh(tk, x, t, y
′)− Γh(tk, x, t, y)|

≤C |y− y
′|α ∧ (t− tk)

α

2

(t− tk)
α

2

(
gc(t− tk, y− x) + gc(t− tk, y′ − x)

)
.(2.4)

Also, for all 0≤ k < ` < n, t ∈ [t`, t`+1], x, y ∈Rd,

|Γh(tk, x, t, y)− Γh(tk, x, t`, y)| ≤C (t− t`)
α

2

(t` − tk)
α

2

gc(t− tk, y− x),(2.5)

and the same estimations hold with Γ̄h replacing Γh.

REMARK 2.2. Suppose that b ∈ L∞ − L∞ which corresponds to α = 1. Then b also
belongs to Lq̃ − L∞ for each q̃ ∈ (2,+∞) and the cutoff in (1.3) for (q, ρ) = (q̃,∞) does
not play any role if B ≥ ‖b‖L∞−L∞T 1/q̃ . As a consequence, (2.4) holds with α replaced by
α̌ ∈ (0,1) in the right-hand side with a multiplicative constant C possibly depending on α̌.
The same is of course true for Γ̄h.

In the limit h→ 0, we will deduce the following proposition.

PROPOSITION 2.3. Assume (1.2). Let (Xt)t∈[0,T ] denote the solution to the SDE (1.8).
Then for each t ∈ (0, T ], Xt admits a density y→ Γ(0, x, t, y) with respect to the Lebesgue
measure such that for each c > 1, there exists C <+∞ such that for all t ∈ (0, T ], x, y, y′ ∈
Rd,

Γ(0, x, t, y)≤Cgc(t, y− x)(2.6)

and if α defined in (1.12) satisfies α< 1,

|Γ(0, x, t, y)− Γ(0, x, t, y′)| ≤C |y− y
′|α ∧ t

α

2

t
α

2

(
gc(t, y− x) + gc(t, y

′ − x)
)
.(2.7)

This density enjoys the following Duhamel representation : for all t ∈ (0, T ], (x, y) ∈
(Rd)2:

Γ(0, x, t, y) = g1(t, y− x)−
∫ t

0
E [b(r,Xr) · ∇yg1(t− r, y−Xr)]dr.(2.8)
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Let us indicate the work [50] where estimates are derived for the gradient w.r.t. the initial
variable x of the transition density of an SDE with bounded non-degenerate and Hölder
continuous diffusion tensor and time inhomogeneous drift coefficient satisfying an isotropic
Krylov and Röckner type condition, i.e. q = ρ with d+2

ρ < 1 (see Lemma 2.3 therein). When
the drift is an Itô process enjoying suitable integrability properties, the representation (2.8)
is stated in [37] and two-sided Gaussian estimates are derived. But in this work, no time-
singularities are allowed for the drift and even in the time homogeneous Krylov and Röckner
setting, it seems delicate to recover our estimates from the approach therein.

In a more singular setting, let us mention [23] who derived two-sided Gaussian bounds
and a gradient bound w.r.t. the starting variable, for the transition density of Brownian mo-
tions drifted by functions in the Kato class Kd−1. We recall that an Rd-valued function f
belongs to the Kato class Kd−1 if supx∈Rd

∫
|x−y|≤r

|f(y)|
|x−y|d−1dy −→

r→0
0, which allows e.g. to

handle singularities of the form x 7→ |x|−β, β < 1 (possibly shifted in space). It can be noted,
as indicated in the introduction, that for time homogeneous drifts, the Krylov and Röckner
criterion also leads to the same kind of constraint on the exponent of the singularity .

Also, similar Gaussian estimates and gradient bounds were obtained for even rougher (ho-
mogeneous) drifts in Besov spaces with negative regularity index by Perkowski and Van
Zuijlen in [49] using Littlewood-Paley decompositions for the drift. For time-homogeneous
drifts, heat kernel estimates of the same type were obtained by Zhang and Zhao [60], see The-
orem 5.1 therein, under the condition ‖(I −∆)−

α

2 b‖ρ < +∞, α ∈ (0, 1
2), ρ ∈ ( d

1−α ,+∞)
through change of probability techniques. However, it seems that the Lq − Lρ case had not
been considered so far. Hence, to the best of our knowledge, the above heat-kernel estimates
are new and can be of interest independently of the approximation procedure.

2.2. Proof of the main Theorem for the discretization error. From the results of the pre-
vious subsection we are almost in position to prove our main result: the error bound of Theo-
rem 1.1 for the densities. We state in the next paragraph the additional technical lemmas also
needed.

2.2.1. Preliminary results. We state here three technical lemmas that turn out to be useful
for the error analysis. The first one is related to integrability properties of Gaussian kernels
integrating a function in Lq − Lρ. Such kind of integrals appear from the decomposition of
the error (1.11). The second one gives standard quantitative bounds for Gaussian kernels. The
last one is a Gronwall-Volterra lemma. Before stating our Gaussian lemmas, we recall that
for c,u > 0, gc(u, ·) denotes the centered Gaussian density with covariance matrix cuId.

LEMMA 2.4 (Singularities induced by an Lq
′ −Lρ′ drift in a Gaussian convolution). Let

ρ′, q′ ∈ [1,+∞], 0 ≤ s < t ≤ T , ϕ : [0, t] × Rd → R and f : [s, t]→ R+ be measurable,
β,γ ≥ 0 and x, y ∈Rd. There exists a finite constant Cρ′ such that∣∣∣∣∫

Rd
gc(u− s, z − x)|ϕ(u, z)|gc(t− u, y− z)dz

∣∣∣∣
≤Cρ′

‖ϕ(u, ·)‖Lρ′ (t− s)
d

2ρ′

(u− s)
d

2ρ′ (t− u)
d

2ρ′
gc(t− s,x− y),(2.9)

and a finite constant C :=C(ρ′, q′, d) such that

Iβ,γ,f,ϕ(s, t) :=

∫ t

s

duf(u)

(u− s)β(t− u)γ

∫
Rd
gc(u− s, z − x)|ϕ(u, z)|gc(t− u, y− z)dz
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≤C(t− s)
d

2ρ′ gc(t− s, y− x)

(∫ t

s
du

(
f(u)

(u− s)β+ d

2ρ′ (t− u)γ+ d

2ρ′

)q′′) 1

q′′

‖ϕ‖Lq′−Lρ′ ,

where 1
q′ + 1

q′′ = 1. When f is bounded, or in particular when f is constant, the time singu-
larities are integrable provided that (β + d

2ρ′ )∨ (γ + d
2ρ′ )<

1
q′′ = 1− 1

q′ . In that case,

Iβ,γ,f,ϕ(s, t)≤C‖f‖L∞‖ϕ‖Lq′−Lρ′gc(t− s, y− x)(t− s)1− 1

q′−(β+γ+ d

2ρ′ )

×
(
B

(
1− q′′(β +

d

2ρ′
),1− q′′(γ +

d

2ρ′
)

)) 1

q′′

.(2.10)

PROOF. SetGx,ys,t (u) :=
∫
Rd gc(u−s, z−x)|ϕ(u, z)|gc(t−u, y−z)dz. When ρ′ > 1, from

the Hölder inequality, we get that there exists a finite constant Cρ′ s.t.

|Gx,ys,t (u)| ≤Cρ′‖ϕ(u, ·)‖Lρ′
(∫

Rd

g c

ρ′′
(u− s,x− z)g c

ρ′′
(t− u, y− z)

(u− s)(ρ′′−1) d
2 (t− u)(ρ′′−1) d

2

dz

) 1

ρ′′

,
1

ρ′
+

1

ρ′′
= 1

≤Cρ′
‖ϕ(u, ·)‖Lρ′

(u− s)
d

2ρ′ (t− u)
d

2ρ′
× 1

(t− s)
d

2ρ′′
exp

(
− |x− y|

2

2c(t− s)

)

≤Cρ′
‖ϕ(u, ·)‖Lρ′ (t− s)

d

2ρ′

(u− s)
d

2ρ′ (t− u)
d

2ρ′
gc(t− s,x− y),

up to a modification of Cρ′ from line to line. Since

|x− z|2

u− s
+
|z − y|2

t− u
=
|x− y|2

t− s
+

1

t− s

∣∣∣∣∣
√
t− u
u− s

(x− z)−
√
u− s
t− u

(z − y)

∣∣∣∣∣
2

≥ |x− y|
2

t− s
,

(2.9) still holds when ρ′ = 1.
From the definition of Iβ,γ,f,ϕ(s, t) we derive the second statement from (2.9) and the

Hölder inequality (in time). Namely,

Iβ,γ,f,ϕ(s, t)

≤ Cρ′(t− s)
d

2ρ′ gc(t− s,x− y)

∫ t

s
duf(u)

‖ϕ(u, ·)‖Lρ′

(u− s)β+ d

2ρ′ (t− u)γ+ d

2ρ′

≤ C(t− s)
d

2ρ′ gc(t− s, y− x)

(∫ t

s
du

(
f(u)

(u− s)β+ d

2ρ′ (t− u)γ+ d

2ρ′

)q′′) 1

q′′

‖ϕ‖Lq′−Lρ′ .

The integrability conditions and the explicit control of (2.10) then readily follow when f is
bounded. The proof is complete.

For the computations to be performed, we will also often need quantitative bounds for
sensitivities of Gaussian kernels. We state the following result the proof of which is standard
and postponed to Appendix A for the sake of completeness.

LEMMA 2.5 (Gaussian Sensitivities). For each c > 1 there exists C <+∞ s.t. for each
multi-index ζ with length |ζ| ≤ 2, and for all 0< u≤ u′ ≤ T , x,x′ ∈Rd :

(2.11) |∇ζxg1(u,x)| ≤ C

u
|ζ|
2

gc(u,x) and |∂u∇ζxg1(u,x)| ≤ C

u1+ |ζ|
2

gc(u,x),



12 ∣∣∣∇ζxg1(u,x)−∇ζxg1(u,x′)
∣∣∣≤C |x− x′| ∧ u 1

2

u
1+|ζ|

2

(gc(u,x) + gc(u,x
′)),(2.12)

∣∣∣∇ζxg1(u′, x)−∇ζxg1(u,x)
∣∣∣≤C |u′ − u| ∧ u

u1+ |ζ|
2

(gc(u,x) + gc(u
′, x)).(2.13)

The next lemma, the proof of which is postponed to Appendix B roughly says that the
usual Gronwall inequality extends to integral inequalities involving integrable singularities.

LEMMA 2.6 (Gronwall-Volterra Lemma). (i) Let β1 < 1, β > β1 − 1 and η, δ,T > 0.
There exists some finite constant Cβ,β1,δ,T not depending on η such that supt∈[0,T ] f(t)≤
ηCβ,β1,δ,T for each measurable and bounded function f : [0, T ]→R+ satisfying

(2.14) ∀t ∈ [0, T ], f(t)≤ η+ δtβ
∫ t

0

f(s)ds

sβ1
.

(ii) Let β1, β2 < 1, β3 > β1 + β2 − 1 and a, b,T > 0. There exists some finite constant
Cβ1,β2,β3,b,T not depending on a such that supt∈[0,T ] f(t) ≤ aCβ1,β2,β3,b,T for each mea-
surable and bounded function f : [0, T ]→R+ satisfying

(2.15) ∀t ∈ [0, T ], f(t)≤ a+ btβ3

∫ t

0

f(s)ds

sβ1(t− s)β2
.

REMARK 2.7. Under the assumptions of (i), ∀t ∈ [0, T ], f(t)≤ η+ δtβ+1−β1

1−β1
sups∈[0,t] f(s)

so that sups∈[0,t] f(s)≤ η+ δtβ+1−β1

1−β1
sups∈[0,t] f(s) and when t <

(
1−β1

δ

) 1

β+1−β1 ,

sup
s∈[0,t]

f(s)≤ η(1− β1)

1− β1 − δtβ+1−β1
.

Similarly, under the assumptions of (ii), for t ∈ [0, T ] such that t < (bB(1 − β1,1 −
β2))

− 1

β3+1−β1−β2 , sups∈[0,t] f(s)≤ a
1−bB(1−β1,1−β2)tβ3+1−β1−β2 .

2.2.2. Final derivation of the error bounds. By (2.1) and (2.8), the discretization error
writes

Γh(0, x, t, y)− Γ(0, x, t, y)

=E
[∫ t

0

(
b(s,Xs) · ∇yg1(t− s, y−Xs)− bh(Ub s

h
c,X

h
τhs

) · ∇yg1(t− s, y−Xh
s )
)
ds

]
.

For s ∈ (t1, T ] \ {tk : k ∈ J2, n− 1K}, ϕ : Rd × Rd × R→ R measurable and bounded, we
have using Xh

s =Xh
τhs

+Ws−Wτhs + bh(Ub s
h
c,X

h
τhs

)(s− τhs ) and the independence of Xh
τhs

,
Ws −Wτhs and Ub s

h
c,

E
[
ϕ(Xh

τhs
,Xh

s ,Ub s
h
c)
]

=
1

h

∫ τhs +h

τhs

∫
Rd×Rd

ϕ(w,z, r)Γh(0, x, τhs ,w)g1

(
s− τhs , z −w− bh(r,w)(s− τhs )

)
dzdwdr.

We deduce that the error decomposes as
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Γh(0, x, t, y)− Γ(0, x, t, y) = ∆1
t + ∆2

t + ∆3
t + ∆4

t + ∆5
t + ∆6

t where

(2.16)

∆1
t =

∫ t

0
ds

∫
Rd

[Γ(0, x, s, z)− Γh(0, x, s, z)]b(s, z) · ∇yg1(t− s, y− z)dz,

∆2
t = I{t≥3h}

∫ τht −h

t1

ds

∫
Rd

Γh(0, x, s, z)(b(s, z)− bh(s, z)) · ∇yg1(t− s, y− z)dz,

∆3
t = I{t≥3h}

∫ τht −h

t1

ds

∫
Rd

[Γh(0, x, s, z)− Γh(0, x, τhs , z)]bh(s, z) · ∇yg1(t− s, y− z)dz,

∆4
t = I{t≥3h}

∫ τht −h

t1

dsE
[
bh(Ubs/hc,X

h
τhs

) · (∇yg1(t−Ubs/hc, y−Xh
τhs

)

−∇yg1(t− s, y−Xh
s ))

]
,

∆5
t =

1

h

∫ t1∧t

s=0

∫ h

r=0

∫
Rd
g1(s, z−x−bh(r,x)s) (b(s, z)−bh(r,x)) · ∇yg1(t−s, y−z)dzdrds,

∆6
t = I{t≥h}

1

h

∫ t

s=(τht −h)∨t1

∫ τhs +h

r=τhs

∫
R2d

Γh(0, x, τhs ,w)g1

(
s−τhs ,z−w−bh(r,w)(s−τhs )

)
× (b(s, z)− bh(r,w)) · ∇yg1(t− s, y− z)dzdwdrds.

In the same way,

Γ̄h(0, x, t, y)− Γ(0, x, t, y) = ∆̄1
t + ∆̄2

t + ∆̄3
t + ∆̄4

t + ∆̄5
t + ∆̄6

t ,

where, for i ∈ {1, · · · ,6}, ∆̄i
t is defined like ∆i

t with Γh, bh and Xh respectively replaced by
Γ̄h, b̄h and X̄h.

Let us first deal with the cutoff error terms ∆2
t and ∆̄2

t when t ≥ 3h (the contributions
∆1
t and ∆̄1

t will be handled at the end of the proof by a Gronwall type argument). When
ρ= q =∞, we recall, see (1.3), that bh = b and ∆2

t = 0. Let us then suppose that 2
q + d

ρ > 0,
choose α̃ ∈ [α,α+ 1

2) and set λ= 1 + α̃
2

q
+ d

ρ

. We have

|b− bh|=
(
|b| −Bh−( 1

q
+ d

2ρ
)
)+
≤ |b|I

{|b|≥Bh−( 1
q
+ d

2ρ
)}
≤ h

α̃

2 |b|λ

Bλ−1
.

Combining this inequality with τht − h ≤ t − h, (2.11) and (2.3) then applying (2.9) with
ρ′ = ρ

λ (assuming that α̃ is chosen so that ρ′ ≥ 1) and last Hölder’s inequality in time with

the integrability of s 7→ s−
dλ

2ρ
× q

q−λ on [0, t2 ] deduced from α̃ < α+ 1
2 , we obtain

|∆2
t |

≤Ch
α̃

2

∫ t−h

0
ds

∫
Rd
gc(s, z − x)|b(s, z)|λ gc(t− s, y− z)√

t− s
dzds

≤Ch
α̃

2 gc(t, y− x)t
dλ

2ρ

∫ t−h

0

‖b(s, ·)‖λLρds
s
dλ

2ρ (t− s)
1

2
+ dλ

2ρ
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≤Ch
α̃

2 gc(t, y− x)

(
t−

1

2

∫ t

2

0

‖b(s, ·)‖λLρds
s
dλ

2ρ

+

∫ t−h

t

2

‖b(s, ·)‖λLρds
(t− s)

1

2
+ dλ

2ρ

)

≤Ch
α̃

2 gc(t, y− x)‖b‖λLq−Lρ

(
t−

1

2 × t
1+α−α̃

2 + I{α̃>α}h
α−α̃

2 + I{α̃=α}

(
ln

(
t

2h

))1−λ
q

)
.

For the application of (2.9) (resp. the Hölder inequality in time), we needed that ρλ ≥ 1 (resp.
q
λ > 1) an inequality of course satisfied when ρ=∞ (resp. q =∞) and otherwise equivalent

to
ρ
(

2

q
+ d

ρ

)
2

q
+ d

ρ
+α̃
≥ 1 (resp.

q
(

2

q
+ d

ρ

)
2

q
+ d

ρ
+α̃

> 1) and thus to α̃ ≤ α+ d− 1 + 2ρ
q (resp. α̃ < α+ 1 + dq

ρ

which always holds true). When d≥ 2 or q <∞, we may choose α̃ ∈ (α,α+ 1
2) so that the

first requirement is satisfied as well, while when d= 1 and q =∞, α̃= α is the only possible
choice. With the inequality t≥ 3h, we conclude that

(2.17) |∆2
t | ≤Ch

α

2

(
1 + I{d=1,q=∞,ρ<∞} ln

(
T

h

))
gc(t, y− x).

For the scheme (1.6), note that the first time step when b̄h = 0 does not contribute to the term
∆̄2
t . When ρ= q =∞, then the cutoff error vanishes as soon as h≤ B2

‖b‖2L∞−L∞
. When either

ρ <∞ or q <∞, we may reproduce the above reasoning with λ = 1 + α̃ since |b− b̄h| ≤
h
α̃
2 |b|1+α̃
Bα̃ . The requirement for the application of (2.9) writes α̃ ≤ ρ− 1. We have ρ > d so

that, when d ≥ 2, ρ+ d
ρ > 2, inequality which remains valid when d = 1 since for ρ <∞,

ρ + 1
ρ − 2 = (ρ−1)2

ρ > 0. We deduce that α < ρ − 1 so that we can take α̃ > α satisfying
α̃≤ ρ− 1. Hence the logarithmic term may be removed when d= 1, q =∞ and ρ <∞ :

|∆̄2
t | ≤Ch

α

2 gc(t, y− x).

We next suppose that t≥ 3h to estimate the error contribution ∆3
t , since this contribution

vanishes otherwise. Using (2.5), (2.11) and |bh| ≤ |b|, τhs ≥ s
2 when s ≥ t1, then applying

Lemma 2.4 with ρ′ = ρ, q′ = q, ϕ= |b|, f = 1, β = α
2 , γ = 1

2 , we obtain that

|∆3
t | ≤C

∫ τht −h

t1

ds
(s− τhs )

α

2

(τhs )
α

2

∫
Rd
gc(s, z − x)|b(s, z)|gc(t− s, y− z)√

t− s
dz

≤Ch
α

2

∫ t

0

ds

s
α

2

∫
Rd
gc(s, z − x)|b(s, z)|gc(t− s, y− z)√

t− s
dz

≤Ch
α

2 ‖b‖Lq−Lρgc(t, y− x).(2.18)

Since we only used |bh| ≤ |b|, the same estimation holds for ∆̄3
t .

Concerning the estimations of (∆i
t, ∆̄

i
t), i ∈ {4,5,6}, we take advantage of the choices of

the cutoff which ensure that for small time transitions of the scheme, the drift is negligible
with respect to the diffusive behavior of the Brownian motion. Indeed, the inequality

(2.19) ∀c′ > 1, ∀x, y, z ∈Rd, |z − x− y|2 ≥ 1

c′
|z − x|2 − 1

c′ − 1
|y|2

applied with c′ = c and y = sbh(r,x) such that |y| ≤ Bs

h
1
q
+ d

2ρ
by the definition (1.3) of bh,

implies that,
(2.20)

∀(s, r, x, z) ∈ (0, h]× [0, T ]×Rd ×Rd, g1(s, z − x− bh(r,x)s)≤ c
d

2 e
B2hα

2(c−1) gc(s, z − x).
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In the same way,
(2.21)

∀(s, r, x, z) ∈ (0, h]× [0, T ]×Rd ×Rd, g1(s, z − x− b̄h(r,x)s)≤ c
d

2 e
B2

2(c−1) gc(s, z − x).

We suppose that t≥ 3h to estimate the error contribution ∆4
t , since this contribution van-

ishes otherwise. Note that for α̃≥ 0,
(2.22)

|z −w|α̃g 1+c

2
(s− tj ,w− z)≤

(
2c

1 + c

) d

2

sup
a≥0

{
aα̃e
− (c−1)a2

2c(1+c)

}
(s− tj)

α̃

2 gc(s− tj ,w− z).

Let assume first that α < 1 (i.e. either ρ or q < +∞) and choose α̃ ∈ (α,1]. Using |bh| ≤
|b| for the first inequality, (2.3), (2.13), (2.12), (2.20) with (c, s, x, z) replaced by (1+c

2 , s−

tj , z,w) and (2.12) for the second inequality, (2.22) and g 1+c

2
≤
(

2c
1+c

) d
2

gc combined with
Gaussian convolution and |r − s| ∨ (s− tj)≤ h for the third inequality, (2.9) for the fourth
inequality, we obtain :

|∆4
t |

≤
b t
h
c−2∑
j=1

1

h

∫ tj+1

tj

ds

∫ tj+1

tj

dr

∫
Rd×Rd

Γh(0, x, tj , z)g1(s− tj ,w− z − bh(r, z)(s− tj))|b(r, z)|

× (|∇yg1(t−r, y−z)−∇yg1(t−s, y−z)|+ |∇yg1(t−s, y−z)−∇yg1(t−s, y−w)|)dzdw

≤C
h

b t
h
c−2∑
j=1

∫ tj+1

tj

ds

∫ tj+1

tj

dr

∫
Rd×Rd

gc(tj , z − x)g 1+c

2
(s− tj ,w− z)|b(r, z)|

(
|r−s|

α̃

2

(t−r ∨ s)
1+α̃

2

gc(t−r ∨ s, y−z) +
|z−w|α̃

(t− s)
1+α̃

2

(gc(t−s, y−z) + gc(t−s, y−w))

)
dzdw

(2.23)

≤Ch
α̃

2
−1

b t
h
c−2∑
j=1

∫ tj+1

tj

ds

∫ tj+1

tj

dr

∫
Rd

gc(tj , z − x)|b(r, z)|
(t− r ∨ s)

1+α̃

2

(
gc(t− r ∨ s, y− z)

+ gc(t− s, y− z) + gc(t− tj , y− z)
)
dz

≤Ch
α̃

2
−1

b t
h
c−2∑
j=1

∫ tj+1

tj

ds

∫ tj+1

tj

dr
t
d

2ρ ‖b(r, ·)‖Lρ

t
d

2ρ

j (t− r ∨ s)
1+α̃

2
+ d

2ρ

(
gc(t+ tj − r ∨ s, y− x)

+ gc(t+ tj − s, y− x) + gc(t, y− x)
)
.

Since t≥ 3h, for r ∈ [tj , tj+1] with j ≤ b thc − 2, t≥ t+ tj − r ≥ t− h≥ 2t
3 so that

(2.24) gc(t+ tj − r, y− x)≤ 3
d

2

2
d

2

gc(t, y− x).
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Since, for r, s chosen in the same time-step and not greater than τht − h, t− (r ∨ s)≥ t−r
2

and tj ≥ r
2 for r ∈ [tj , tj+1] when j ≥ 1 , we deduce that

|∆4
t |

gc(t, y− x)
≤Ch

α̃

2 t
d

2ρ

∫ τht −h

0

‖b(r, ·)‖Lρdr
r
d

2ρ (t− r)
1+α̃

2
+ d

2ρ

≤Ch
α̃

2

(
t−

1+α̃

2

∫ t

2

0

‖b(r, ·)‖Lρdr
r
d

2ρ

+

∫ t−h

t

2

‖b(r, ·)‖Lρdr
(t− r)

1+α̃

2
+ d

2ρ

)

≤Ch
α̃

2

(
t−

1+α̃

2 ‖b‖Lq−Lρt
1+α

2 + ‖b‖Lq−Lρh
α−α̃

2

)
,

where we used Hölder’s inequality and q
q−1

(
1+α̃

2 + d
2ρ

)
> q

q−1

(
1+α

2 + d
2ρ

)
= 1 since α̃ > α

for the last inequality. Using that t≥ 3h, we conclude that, when α< 1,

(2.25) |∆4
t | ≤Ch

α

2 gc(t, y− x).

Let us now check that this estimation still holds when α = 1, i.e. q = ρ =∞. The point
in this setting is that (2.23) cannot be obtained directly with α̃ > α and some additional
centering argument is needed. Write ∆4

t = ∆41
t + ∆42

t where

∆42
t =

∫ τht −h

t1

dsE
[
bh(Ubs/hc,X

h
τhs

) · (∇yg1(t− s, y−Xh
τhs

)−∇yg1(t− s, y−Xh
s ))

]
and the term ∆41

t with the second factor in the expectation replaced by (∇yg1(t−Ubs/hc, y−
Xh
τhs

)−∇yg1(t− s, y−Xh
τhs

)) can be handled as above with α̃ ∈ (1,2], i.e. the control of the
first term in parenthesis in (2.23) still holds and |∆41

t | ≤ Ch
α

2 gc(t, y − x). Let us focus on
∆42
t for which we subtract the centred (conditionally to (Ubs/hc,X

h
τhs

)) random variable

bh(Ubs/hc,X
h
τhs

) · ∇2
yg1(t− s, y−Xh

τhs
)(Xh

s −Xh
τhs
− bh(Ubs/hc,X

h
τhs

)(s− τhs ))

to the expectation and obtain

|∆42
t | ≤

b t
h
c−2∑
j=1

1

h

∫ tj+1

tj

ds

∫ tj+1

tj

dr

∫
Rd×Rd

Γh(0, x, tj , z)g1(s− tj ,w− z − bh(r, z)(s− tj))

× |bh(r, z)|
(∣∣∣∇yg1(t−s, y−z)−∇yg1(t−s, y−w)−∇2

yg1(t− s, y− z)(w− z)
∣∣∣

+
∣∣∣∇2

yg1(t− s, y− z)bh(r, z)(s− tj)
∣∣∣)dzdw =: ∆421

t + ∆422
t .

Using |bh| ≤ |b| where b is bounded, (2.3), (2.20) with (c, s, x, z) replaced by (c, s− tj , z,w)
and (2.11) for the first inequality then s− tj ≤ h≤ t− s when s ∈ [tj , tj+1] and j ≤ b thc− 2
for the second inequality and (2.24) for the third, we obtain

|∆422
t | ≤C

b t
h
c−2∑
j=1

∫ tj+1

tj

(s− tj)ds
∫
Rd×Rd

gc(tj , z − x)gc(s− tj ,w− z)
gc(t− s, y− z)

t− s
dzdw

≤Ch
1

2

b t
h
c−2∑
j=1

∫ tj+1

tj

ds

(t− s)
1

2

gc(t+ tj − s, y− x)≤Ch
α

2 gc(t, y− x)

∫ t

0

ds

(t− s)
1

2

.
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To handle ∆421
t , we first write

∇yg1(t− s, y− z)−∇yg1(t− s, y−w) =

∫ 1

0
dθ∇2

yg1(t− s, y− (z + θ(w− z)))(w− z)

and then exploit the Lipschitz continuity in space of the second order derivatives of the Gaus-
sian kernel stated in (2.12). Also using |bh| ≤ |b| with b bounded, (2.3) and (2.20) with
(c, s, x, z) replaced by (1+c

2 , s − tj , z,w) for the first inequality, (2.22) with α̃ = 2 for the
second inequality and (2.24) for the third inequality, we obtain

|∆421
t | ≤C

b t
h
c−2∑
j=1

∫ tj+1

tj

ds

∫
Rd×Rd

gc(tj , z − x)g 1+c

2
(s− tj ,w− z)

(∫ 1

0
dθ
(
gc(t− s, y− z) + gc(t− s, y− (z + θ(w− z)))

)θ|w− z|2
(t− s)

3

2

dzdw
)

≤Ch
b t
h
c−2∑
j=1

∫ tj+1

tj

ds

(t− s)
3

2

(
gc(t+ tj − s, y− x) +

∫ 1

0
dθgc(t+ (1− θ2)(tj − s), y− x)

)

≤Chgc(t, y− x)

∫ t−h

0

ds

(t− s)
3

2

=Ch
α

2 gc(t, y− x).

Hence (2.25) holds whatever α ∈ (0,1]. Replacing (2.20) by (2.21), we obtain the same esti-
mation for ∆̄4

t .
By (2.20), (2.11) and the definition (1.3) of bh, then (2.9), that t − s ≥ t

2 for s ∈ [0, t1]
when t≥ 2h, Hölder’s inequality in time, we obtain that

|∆5
t | ≤

C

h

∫ t1∧t

s=0

∫ h

r=0

∫
Rd
gc(s, z − x)

(
|b(s, z)|+ |b(r,x)| ∧Bh−( 1

q
+ d

2ρ
)
)

× gc(t− s, y− z)√
t− s

dzdrds

≤Cgc(t, y− x)

(
t
d

2ρ

∫ t1∧t

0

‖b(s, ·)‖Lρds
s
d

2ρ (t− s)
1

2
+ d

2ρ

+Bh−( 1

q
+ d

2ρ
)
∫ t1∧t

0

ds√
t− s

)

≤Cgc(t, y− x)

(
I{t<2h}

(
t
d

2ρ

∫ t

0

‖b(s, ·)‖Lρds
s
d

2ρ (t− s)
1

2
+ d

2ρ

+Bh−( 1

q
+ d

2ρ
)
∫ t

0

ds√
t− s

)

+ I{t≥2h}t
− 1

2

(∫ t1

0

‖b(s, ·)‖Lρds
s
d

2ρ

+Bh−( 1

q
+ d

2ρ
)t1

))
≤Cgc(t, y− x)(‖b‖Lq−Lρ +B)

(
I{t<2h}[t

α

2 + h
α

2 ] + I{t≥2h}h
α

2

)
≤Cgc(t, y− x)h

α

2 .(2.26)

Note that (1.2) ensures that (1
2 + d

2ρ) q
q−1 < 1 so that the factor

(∫ t
0

ds

s
dq

2ρ(q−1) (t−s)(
1
2
+ d

2ρ
)
q
q−1

)1− 1

q

which appears when applying Hölder’s inequality in time is equal to some finite constant
multiplied by t

α

2
− d

2ρ . To derive the same bound for ∆̄5
t , in addition to replacing (2.20) by

(2.21), we crucially use that b̄h(r, ·) = 0 for r ∈ [0, h]. If we had not made this choice, then
Bh−( 1

q
+ d

2ρ
) would have been replaced in the previous analysis by Bh−

1

2 , leading to a final
bound in (t∧ h)

1

2h−
1

2 gc(t, y− x) which does not go to 0 with h.
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Let us now suppose that t≥ h to estimate ∆6
t . Using (2.20) with (s,x) replaced by (s−

τhs ,w), (2.11) and |bh| ≤ |b| then Gaussian convolution, (2.9), last that s ≥ τhs ≥ t
3 for s ≥

(τht − h) ∨ t1 with t ≥ h (τhs ≥ h ≥ t
3 when t ∈ [h,3h] while when t > 3h, τht − h > t

2 ),
t− τhs ≥ t− s and Hölder’s inequality in time, we obtain that

|∆6
t | ≤

C

h

∫ t

s=(τht −h)∨t1

∫ τhs +h

r=τhs

∫
Rd×Rd

gc(τ
h
s ,w− x)gc(s− τhs , z −w)

× (|b(s, z)|+ |b(r,w)|) gc(t− s, y− z)√
t− s

dzdwdrds

≤C
∫ t

(τht −h)∨t1

∫
Rd
gc(s, z − x)|b(s, z)|gc(t− s, y− z)√

t− s
dzds

+
C

h

∫ t

s=(τht −h)∨t1

∫ τhs +h

r=τhs

∫
Rd
|b(r,w)|gc(τhs ,w− x)

gc(t− τhs , y−w)√
t− s

dwdsdr

≤Cgc(t, y− x)

(
t
d

2ρ

∫ t

(τht −h)∨t1

‖b(s, ·)‖Lρds
s
d

2ρ (t− s)
1

2
+ d

2ρ

+
t
d

2ρ

h

∫ t

s=(τht −h)∨t1

∫ τhs +h

r=τhs

‖b(r, ·)‖Lρ

(τhs )
d

2ρ (t− τhs )
d

2ρ

dr
ds√
t− s

)

≤C‖b‖Lq−Lρgc(t, y− x)

((
t− (τht − h)∨ t1

)α
2

+ h−
1

q

∫ t

(τht −h)∨t1

ds

(t− s)
1

2
+ d

2ρ

)

≤Cgc(t, y− x)

((
t− (τht − h)∨ t1

)α
2

+ h−
1

q

(
t− (τht − h)∨ t1

) 1

2
− d

2ρ

)
≤Cgc(t, y− x)h

α

2 .(2.27)

Replacing (2.20) by (2.21), we obtain the same estimation for ∆̄6
t .

Let us conclude with the term ∆1
t which can be used in a Gronwall type argument. Namely,

set for u ∈ (0, T ]:

f(u) := sup
(x,z)∈(Rd)2

|Γh(0, x, u, z)− Γ(0, x, u, z)|
gc(u,x− z)

.

We know from (2.3) and (2.6) that sups∈(0,T ] f(s)<+∞. By (2.11) then Lemma 2.4 applied
with (ρ′, q′, s) equal to (ρ, q,0), we obtain that with q′ defined by 1

q′ = 1− 1
q :

|∆1
t | ≤

∫ t

0
dsf(s)

∫
Rd
gc(s, z − x) |b(s, z)|gc(t− s, y− z)

(t− s)
1

2

dz

≤Ct
d

2ρ

(∫ t

0
ds

(
f(s)

s
d

2ρ (t− s)
1

2
+ d

2ρ

)q′) 1

q′

‖b‖Lq−Lρgc(t, y− x).

The same estimation holds for ∆̄1
t with f(s) in the right-hand side replaced by f̄(s) :=

sup(x,z)∈(Rd)2
|Γ̄h(0,x,s,z)−Γ̄(0,x,s,z)|

gc(s,x−z) which satisfies sups∈(0,T ] f̄(s)<+∞ by Proposition 2.1.
With (2.16), (2.17), (2.26), (2.18), (2.25) and (2.27), we derive:

f(t)≤C

hα2 (1 + I{d=1,q=∞,ρ<∞} ln

(
T

h

))
+ t

d

2ρ

(∫ t

0

[f(s)]q
′
ds

sq
′ d
2ρ (t− s)q

′( 1

2
+ d

2ρ
)

) 1

q′
 .
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Thus, up to an additional convexity inequality if q <+∞ ⇐⇒ q′ > 1, we get:

[f(t)]q
′ ≤Cq′2q′−1

(
h
αq′

2

(
1 + I{d=1,q=∞,ρ<∞} ln

(
T

h

))q′
+ t

dq′

2ρ

∫ t

0

[f(s)]q
′
ds

s
dq′
2ρ (t− s)q

′( 1

2
+ d

2ρ
)

)
.

It eventually follows from Lemma 2.6 applied with β3 = β1 = dq′

2ρ and β2 = q′
(

1
2 + d

2ρ

)
(by

(1.2), since d
2ρ + 1

q <
1
2 ⇔ q′

(
1
2 + d

2ρ

)
< 1, one has β2 < 1 and β1 + β2 − 1< β3) that

sup
t∈(0,T ]

f(t)≤Ch
α

2

(
1 + I{d=1,q=∞,ρ<∞} ln

(
T

h

))
,

which concludes the proof of Theorem 1.1 for the scheme (1.5). For the scheme (1.6), we
estimate in the same way supt∈(0,T ] f̄(t) without I{d=1,q=∞,ρ<∞} in the right-hand side in
reason of the improved estimation of the cutoff error ∆̄2

t .

REMARK 2.8. A careful look at the proof shows that the error estimation for X̄h

generalizes to the scheme with cutoffed drift I{t≥h,|b(t,y)|>0}
|b(t,y)|∧(Bh−µ)

|b(t,y)| b(t, y) when µ ∈
(1
q + d

2ρ ,
1
2 ]. The indicator function saying that no drift is applied on the first time step permits

to avoid worsening the estimation of the term with superscript 5. The inequality µ > 1
q + d

2ρ

permits to deal with the cutoff error term with superscript 2. The inequality µ≤ 1
2 prevents

the explosion as h→ 0 of the constant c
d

2 e
B2h1−2µ

2(c−1) multiplying gc(s, z − x) in the estimation
that generalizes (2.20) and (2.21).

3. Density estimates for the Euler scheme. This Section is dedicated to the proof of
Proposition 2.1.

3.1. Existence of a transition density satisfying the Duhamel formula (2.1) and the Gaus-
sian estimation (2.3). For k ∈ [[0, n]] and x ∈Rd let

Xh
t = x+ (Wt −Wtk) +

∫ t

tk

bh

(
Ubs/hc,X

h
τhs

)
ds, t ∈ [tk, T ]

denote the Euler scheme started from x at the discretization time tk = kh = kT
n . We em-

phasize that the cutoffed drift coefficient bh defined in (1.3) coincides with b as long as
|b| ≤Bh−( 1

q
+ d

2ρ
) and is bounded from above by the threshold Bh−( 1

q
+ d

2ρ
). For t ∈ (tk, tk+1],

Xh
t admits the density

Γh(tk, x, t, y) = E[g1 (t− tk, y− x− (t− tk)bh(Uk, x))]

=

∫ h

0

ds

h
g1(t− tk, y− x− (t− tk)bh(tk + s,x))

with respect to the Lebesgue measure on Rd. Since z 7→ g1(t − tk, z) is continuous and
bounded by (2π(t− tk))−

d

2 , Lebesgue’s theorem implies that y 7→ Γh(tk, x, t, y) is continu-
ous. Moreover, (2.20) implies that

∀t ∈ (tk, tk+1], ∀x, y ∈Rd, Γh(tk, x, t, y)≤ c
d

2 e
B2hα

2(c−1) gc(t− tk, y− x).(3.1)



20

By the Markov structure of the Euler scheme, for t ∈ (tk+1, T ],

Γh(tk, x, t, y)

=

∫
(Rd)d

t
h
e−k−1

Γh(tk, x, tk+1, z1)

d t
h
e−2∏

j=k+1

Γh(tj , zj−k, tj+1, zj+1−k)

× Γh(td t
h
e−1, zd t

h
e−k−1, t, y)dz1 · · ·dzd t

h
e−k−1

where, since y 7→ Γh(td t
h
e−1, zd t

h
e−k−1, t, y) is continuous and bounded by (2π(t−td t

h
e−1))−

d

2 ,
Lebesgue’s theorem implies that the left-hand side is a continuous function of y. Moreover,
the last equality combined with (3.1) then Gaussian convolution imply that

Γh(tk, x, t, y)

≤
(
c
d

2 e
B2hα

2(c−1)

)d t
h
e−k ∫

(Rd)d
t
h
e−k−1

gc(tk+1 − tk, z1 − x)

×
d t
h
e−2∏

j=k+1

gc(tj+1 − tj , zj+1−k − zj−k)gc(t− td t
h
e−1, y− zd t

h
e−k−1)dz1 · · ·dzd t

h
e−k−1

=

(
c
d

2 e
B2hα

2(c−1)

)d t
h
e−k

gc(t− tk, y− x).

The estimation

(3.2) Γh(tk, x, t, y)≤ c
dT

2h e
B2Thα−1

2(c−1) gc(t− tk, y− x)

is therefore valid for all (x, y) ∈ (Rd)2, k ∈ [[0, n]] and t ∈ (tk, T ]. Let us now check that the

factor c
dT

2h e
B2Thα−1

2(c−1) which goes to +∞ when h→ 0 can be replaced by some finite constant
not depending on the time-step h and study the regularity of Γh(tk, x, t, y) in its forward
variables t and y.

Let t ∈ (tk, T ], ϕ : Rd → Rd be a C2 function with compact support and v(s, y) =
I{s<t}g1(t − s, ·) ? ϕ(y) + I{s=t}ϕ(y). The function v is bounded together with its spatial
derivatives up to the order 2 and its first order time derivative on the domain [0, t]×Rd where
it solves the heat equation{

∂sv(s, y) + 1
2∆v(s, y) = 0, (s, y) ∈ [0, t]×Rd,

v(t, y) = ϕ(y), y ∈Rd.

By Itô’s formula,

ϕ(Xh
t ) = v(tk, x) +

∫ t

tk

∇v(s,Xh
s )·dWs +

∫ t

tk

∇v(s,Xh
s ) · bh

(
Ubs/hc,X

h
τhs

)
ds.

Since ∇v and bh are bounded and, by (2.11), (3.2) and Gaussian convolution, E[|∇g1(t −
s,Xh

s − y)|]≤C gc(t−tk,y−x)√
t−s , taking the expectation and using Fubini’s theorem, we deduce

that∫
Rd
ϕ(y)Γh(tk, x, t, y)dy =

∫
Rd
ϕ(y)g1(t− tk, x− y)dy
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+

∫
Rd
ϕ(y)

∫ t

tk

E
[
bh

(
Ubs/hc,X

h
τhs

)
· ∇g1(t− s,Xh

s − y)
]
dsdy.

Since ϕ is arbitrary and g1 is even in its spatial variable, we deduce that dy a.e.,

Γh(tk, x, t, y) = g1(t− tk, y− x)−
∫ t

tk

E
[
bh

(
Ubs/hc,X

h
τhs

)
· ∇yg1(t− s, y−Xh

s )
]
ds.

This equality even holds for each y ∈Rd since the left-hand side and the first term in the right-
hand side are continuous functions of y and in the derivation of (2.4) below we will check
that the second term in the right-hand side satisfies the Hölder estimate in this inequality and
is therefore also continuous in y.

The proof of Proposition 2.1 relies on this Duhamel formula where we expand Γh around
the Brownian semi-group. We could as well have considered the full parametrix expansion
of the density of the scheme, used for instance in [26] or [27], but the one-step Duhamel
formulation is more consistant with the approach we also used to estimate the error of the
Euler scheme. We have, using that for r ∈ [tj , tj+1],Xh

r =Xh
tj +Wr−Wtj +bh(Uj ,X

h
tj )(r−

tj), the independence between Xh
tj ,Wr −Wtj and Uj and the Gaussian semi-group property

for the second equality,

Γh(tk, x, t, y)

=g1(t− tk, y− x)−
d t
h
e−1∑
j=k

∫ tj+1∧t

tj

E
[
bh(Uj ,X

h
tj ) · ∇yg1(t− r, y−Xh

r )
]
dr

=g1(t− tk, y− x)

−
d t
h
e−1∑
j=k

1

h

∫ tj+1∧t

r=tj

∫ tj+1

s=tj

E
[
bh(s,Xh

tj ) · ∇yg1(t− tj , y−Xh
tj − bh(s,Xh

tj )(r− tj))
]
dsdr

=g1(t− tk, y− x)− 1

h

∫ tk+1∧t

r=tk

∫ tk+1

s=tk

bh(s,x) · ∇yg1(t− tk, y− x− bh(s,x)(r− tk))dsdr

−
d t
h
e−1∑

j=k+1

1

h

∫ tj+1∧t

r=tj

∫ tj+1

s=tj

∫
Rd

Γh(tk, x, tj , z)

× bh(s, z) · ∇yg1(t− tj , y− z − bh(s, z)(r− tj))dzdsdr.
(3.3)

Since, by (2.11), ∀c > 1, ∃C <∞, ∀u ∈ (0, T ],∀x ∈ Rd, |∇g1(u,x)| ≤ C√
u
g 1+c

2
(u,x) ap-

plying (2.19) with c′ = 2c
1+c , we obtain that

∃C <∞, ∀u ∈ (0, T ], ∀u′ ∈ [0, u∧ h], ∀s ∈ [0, T ], ∀(x, y) ∈ (Rd)2,

|∇g1(u, y− x− bh(s,x)u′)| ≤C gc(u, y− x)√
u

.(3.4)

Set mk,j = sup(x,z)∈(Rd)2
Γh(tk,x,tj ,z)
gc(tj−tk,z−x) . It is clear from (3.2) that mk,j < +∞. Using that

‖bh‖∞ ≤Bh−( 1

q
+ d

2ρ
), (2.9) for the second inequality, and then that t`−tk ≥ h and (tj−tk)≥

1
2(s− tk) for s ∈ [tj , tj+1] with j ≥ k+1 for the third one, and eventually Hölder’s inequality
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in time for the fourth inequality, we deduce that for ` ∈ [[k+ 1, n]],

|Γh(tk, x, t`, y)|
gc(t` − tk, y− x)

≤c
d

2 +
CBh1−( 1

q
+ d

2ρ
)

√
t` − tk

+

`−1∑
j=k+1

mk,j

gc(t` − tk, y− x)

∫ tj+1

tj

∫
Rd
gc(tj − tk, z − x)|bh(s, z)|gc(t` − tj , y− z)√

t` − tj
dzds

≤c
d

2 +
CBh

1

2
+α

2

√
t` − tk

+C

`−1∑
j=k+1

mk,j(t` − tk)
d

2ρ

(tj − tk)
d

2ρ (t` − tj)
1

2
+ d

2ρ

∫ tj+1

tj

‖b(s, ·)‖Lρds

≤C +C
`−1
max
j=k+1

mk,j(t` − tk)
d

2ρ

∫ t`

tk

‖b(s, ·)‖Lρds
(s− tk)

d

2ρ (t` − s)
1

2
+ d

2ρ

≤C +C
`−1
max
j=k+1

mk,j‖b‖Lq−Lρ(t` − tk)
α

2 .

Taking the supremum over (x, y) ∈ (Rd)2 and remarking that the right-hand side is non-
decreasing with `, we deduce that

`
max
j=k+1

mk,j ≤C +C‖b‖Lq−Lρ(t` − tk)
α

2
`

max
j=k+1

mk,j .

Hence when t` − tk ≤ θ := (2C‖b‖Lq−Lρ)−
2

α , then max`j=k+1mk,j ≤ 2C . With (3.1) and

Gaussian convolution, we deduce that when t−tk ≤ θ, then Γh(tk, x, t, y)≤ 2Cc
d

2 e
B2Tα

2(c−1) gc(t−
tk, y − x). In view of (3.2), to prove the independent of h Gaussian estimate for the density
of the scheme, it is enough to check that the estimate is independent of h≤ θ and we suppose

from now on that this inequality is satisfied so that maxn−1
κ=1 max

(κ+b θ
h
c)∧n

j=κ+1 mκ,j ≤ 2C . This
gives the Gaussian estimate provided that the associated time interval is small enough but at
a macro scale. For an arbitrary macro time interval the idea is now to chain the previous esti-
mates. Assuming that t− tk ≥ θ and setting J = d t−tk

τhθ
e − 1, we have, under the convention

y0 = x,

Γh(tk, x, t, y)

=

∫
(Rd)J

J∏
j=1

Γh(tk + (j − 1)τhθ , yj−1, tk + jτhθ , yj)Γ
h(tk + Jτhθ , yJ , t, y)dy1 . . . dyJ .

Since t − (tk + Jτhθ ) ≤ τhθ , when t does not belong to the discretization grid {tj = jh :
j ∈ [[0, n]]}, combining the just derived bound and (3.1), we get

Γh(tk + Jτhθ , yJ , t, y) =

∫
Rd

Γh(tk + Jτhθ , yJ , τ
h
t , z)Γ

h(τht , z, t, y)dz

≤2Cc
d

2 e
B2hα

2(c−1) gc(t− (tk + Jτhθ ), yJ − y),

and the same estimation holds without the factor c
d

2 e
B2hα

2(c−1) when t belongs to the discretiza-
tion grid. Hence, when h ≤ θ which implies τhθ >

θ
2 , proceeding similarly to the proof of
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(3.2) (Gaussian chaining argument) with h replaced by τhθ , we derive:

∀0≤ k < n, ∀t ∈ (tk, T ], Γh(tk, x, t, y)≤ (2C)
d t−tk
τh
θ

e
c
d

2 e
B2hα

2(c−1) gc(t− tk, y− x)

≤ (2C)1+2
t−tk
θ c

d

2 e
B2hα

2(c−1) gc(t− tk, y− x).

This gives the first estimation (2.3) in the proposition.

Similar estimates with the factors e
B2hα

2(c−1) replaced by e
B2

2(c−1) and with e
B2Thα−1

2(c−1) replaced

by e
B2T

2(c−1)h in (3.2) can be derived for the scheme X̄h defined in (1.6) (and even for the
scheme with the same cutoff when the cutoffed drift is kept on the first time-step).

3.2. Hölder regularity of the transition density in the forward time variable. We
now prove (2.5). Let 1 ≤ k < ` < n, x, y ∈ Rd and t ∈ [t`, t`+1]. We want to estimate
Γh(tk, x, t`, y)− Γh(tk, x, t, y), which, according to (3.3), is equal to ∆1 + ∆2 + ∆3 + ∆4

with

∆1 = g1(t` − tk, y− x)− g1(t− tk, y− x),

∆2 =
1

h

∫ tk+1

r=tk

∫ tk+1

s=tk

bh(s,x) · [∇g1(t− tk,w)−∇g1(t` − tk,w)]|w=y−x−bh(s,x)(r−tk)dsdr,

∆3 =

`−1∑
j=k+1

1

h

∫ tj+1

r=tj

∫ tj+1

s=tj

∫
Rd

Γh(tk, x, tj , z)bh(s, z) · [∇g1(t− tj ,w)

−∇g1(t` − tj ,w)]|w=y−z−bh(s,z)(r−tj)dzdsdr,

∆4 =
1

h

∫ t

r=t`

∫ t`+1

s=t`

∫
Rd

Γh(tk, x, t`, z)bh(s, z) · ∇yg1(t−t`, y−z−bh(s, z)(r−t`))dzdsdr.

From (2.3), (3.4), recalling that |bh| ≤ |b|, applying (2.9), then Hölder’s inequality in time
and using lastly that t− tk ≤ 2(t` − tk) and t− t` ≤ h, we obtain that

|∆4| ≤ C(t− t`)
h

∫ t`+1

t`

∫
Rd
gc(t` − tk, z − x)|b(s, z)|gc(t− t`, y− z)√

t− t`
dzds

≤ C(t− t`)(t− tk)
d

2ρ

h(t` − tk)
d

2ρ (t− t`)
1

2
+ d

2ρ

∫ t`+1

t`

‖b(s, ·)‖Lρdsgc(t− tk, y− x)

≤ C(t− t`)
1

2
− d

2ρ

h
h1− 1

q ‖b‖Lq−Lρgc(t− tk, y− x)

≤C(t− t`)
α

2 ‖b‖Lq−Lρgc(t− tk, y− x).

Reasoning like in the above derivation of (3.4) with (2.13) replacing (2.11), we obtain the
existence of a finite constant C such that for all 0 < u < u′ ≤ T , all u′′ ∈ [0, u ∧ h], all
s ∈ [0, T ] and all (y, z) ∈ (Rd)2,

|∇g1(u, y− z − bh(s,x)u′′)−∇g1(u′, y− z − bh(s, z)u′′)|

≤C |u
′ − u| ∧ u
u

3

2

(gc(u, y− z) + gc(u
′, y− z))

≤C |u
′ − u| ∧ u
u

3

2

gc(u
′, y− z) if u′ ≤ 2u.(3.5)
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This inequality, together with |bh| ≤Bh−( 1

q
+ d

2ρ
) and t` − tk ≥ h, implies that ,

(3.6)

|∆2| ≤C (t− t`)
α

2

(t` − tk)
1+α

2

gc(t− tk, y−x)

∫ tk+1

tk

|bh(s,x)|ds≤C (t− t`)
α

2

(t` − tk)
α

2

h
α

2 gc(t− tk, y−x).

The estimation of ∆3 is a bit more involved. We suppose that ` ≥ k + 2 since ∆3 = 0 oth-
erwise. Let α1 ∈ (α,2]. Using (2.3), (3.5) and |bh| ≤ |b|, (2.9), then that s− tk ≤ 2(tj − tk)
when s ∈ [tj , tj+1] with j ≥ k+1 and (t`−1− tk)> t−tk

3 and last Hölder’s inequality in time,
we obtain that

|∆3| ≤C
`−1∑

j=k+1

∫ tj+1

tj

∫
Rd
gc(tj − tk, z − x)|b(s, z)|gc(t− tj , y− z)(t− t`)

α1
2

(t` − tj)
1+α1

2

dzds

≤C(t− t`)
α1
2 (t− tk)

d

2ρ gc(t− tk, y− x)

`−1∑
j=k+1

∫ tj+1

tj
‖b(s, ·)‖Lρds

(tj − tk)
d

2ρ (t` − tj)
1+α1

2
+ d

2ρ

≤C(t− t`)
α1
2 gc(t− tk, y− x)

[
(t− tk)

d

2ρ

∫ t`−1

tk

‖b(s, ·)‖Lρ

(s− tk)
d

2ρ (t` − s)
1+α1

2
+ d

2ρ

ds

+h−(
1+α1

2
+ d

2ρ
)
∫ t`

t`−1

‖b(s, ·)‖Lρds
]

≤C(t− t`)
α1
2 gc(t− tk, y− x)

[
(t` − tk)−

1+α1
2

∫ tk+t`
2

tk

‖b(s, ·)‖Lρds
(s− tk)

d

2ρ

+

∫ t`−1

tk+t`
2

‖b(s, ·)‖Lρds

(t` − s)
1+α1

2
+ d

2ρ

+ h−(
1+α1

2
+ d

2ρ
)
∫ t`

t`−1

‖b(s, ·)‖Lρds
]

≤C(t− t`)
α1
2 gc(t− tk, y− x)‖b‖Lq−Lρ ×

[
(t` − tk)

α−α1
2 + h

α−α1
2

]
≤C(t− t`)

α

2 gc(t− tk, y− x).

Using (2.13) to deal with ∆1, we conclude that (2.5) holds. Similar estimates with h
α

2 re-
placed by 1 in the right-hand side of (3.6) can be derived for the scheme X̄h defined in (1.6)
(and even for the scheme with the same cutoff when the cutoffed drift is kept on the first
time-step).

3.3. Hölder regularity of the transition density in the forward spatial variable. Let us
now suppose that α< 1 and prove (2.4). First of all, by (2.3),

|Γh(tk, x, t, y)− Γh(tk, x, t, y
′)| ≤Γh(tk, x, t, y) + Γh(tk, x, t, y

′)

≤C
(
gc(t− tk, y− x) + gc(t− tk, y′ − x)

)
,

so that (2.4) holds in the global off-diagonal regime |y − y′|2 > (t − tk)/4 where
|y−y′|α∧(t−tk)

α
2

(t−tk)
α
2

> 4−
α

2 . Therefore, it is enough to focus on the so-called global diagonal
regime

(3.7) |y− y′|2 ≤ (t− tk)/4.

Setting now u= t− |y− y′|2, we derive from the Duhamel formula (2.1) that

Γh(tk, x, t, y)− Γh(tk, x, t, y
′) = g1(t− tk, y− x)− g1(t− tk, y′ − x) + T1 + T2 + T3 where
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T1 =

∫ tk+1∧t

tk

Ehr dr+ I{t>tk+1}

∫ t

(τht −h)∨tk+1

Ehr dr,

T2 = I{τht −h>tk+1,u≥τht −h}

∫ τht −h

tk+1

Ehr dr+ I{u<τht −h}
∫ τhu

tk+1

Ehr dr,

T3 = I{u<τht −h}
∫ τht −h

τhu

Ehr dr,

with Ehr := E
[
bh(Ub r

h
c,X

h
τhr

) ·
(
∇y′g1(t− r, y′ −Xh

r )−∇yg1(t− r, y−Xh
r )
)]
dr.

Note that when u < τht − h, then |y − y′|2 > h so that, in view of (3.7), t > tk+4 and (τht −
h)∧ u > tk+3. By (2.12) and since α≤ 1, we first get

|g1(t− tk, y− x)− g1(t− tk, y′ − x)|

≤C |y− y
′|α ∧ (t− tk)

α

2

(t− tk)
α

2

(
gc(t− tk, y− x) + gc(t− tk, y′ − x)

)
.

Using (2.12), (2.3) and |bh| ≤Bh
−
(

1

q
+ d

2ρ

)
, then Gaussian convolution, we then obtain that

Ehr ≤C
∫
Rd
gc(r− tk, z − x)

|y− y′|α

h
1

q
+ d

2ρ (t− r)
1+α

2

(
gc(t− r, y′ − z) + gc(t− r, y− z)

)
dz

≤C
(
gc(t− tk, y− x) + gc(t− tk, y′ − x)

) |y− y′|α

h
1

q
+ d

2ρ (t− r)
1+α

2

.

Therefore, when y′ 6= y, using
∫ tk+1∧t
tk

dr

(t−r)
1+α
2

≤
∫ t
tk

dr

(t−r)
1+α
2

when t − tk ≤ 2h and (t −
r)> (t− tk)/2 for r ∈ [tk, tk+1] when t− tk > 2h for the second inequality,

|T1|
(gc(t− tk, y− x) + gc(t− tk, y′ − x)) |y− y′|α

≤ C

h
1

q
+ d

2ρ

(∫ tk+1∧t

tk

dr

(t− r)
1+α

2

+ I{t>tk+1}

∫ t

(τht −h)∨tk+1

dr

(t− r)
1+α

2

)

≤ C

h
1

q
+ d

2ρ

(
I{t−tk≤2h}

(t− tk)
1−α
2

(1− α)/2

+I{t−tk>2h}
h

((t− tk)/2)
1+α

2

+ I{t>tk+1}
(t− ((τht − h)∨ tk+1))

1−α
2

(1− α)/2

)
≤C.

For the scheme X̄h defined in (1.6) (and even for the scheme with the same cutoff when
the cutoffed drift is kept on the first time-step), the constant C in the right-hand side should
be replaced by C(t − tk)−

α

2 , where the denominator does not prevent from deriving (2.4).
The forthcoming estimations of T2 and T3 rely on the bound |bh| ≤ |b| and are valid for the
two schemes.

Let α̃ ∈ (α,1]. Using |bh| ≤ |b|, (2.3), (2.20) and (2.12), then Gaussian convolution, we
obtain that

Ehr ≤
C

h

∫ τhr +h

τhr

∫
Rd×Rd

gc(τ
h
r − tk, z − x)gc(r− τhr ,w− z)|b(s, z)|

|y− y′|α̃

(t− r)
1+α̃

2
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×
(
gc(t− r, y′ −w) + gc(t− r, y−w)

)
dzdwds

≤ C

h

∫ τhr +h

τhr

∫
Rd
gc(τ

h
r − tk, z − x)|b(s, z)| |y− y

′|α̃

(t− r)
1+α̃

2

×
(
gc(t− τhr , y′ − z) + gc(t− τhr , y− z)

)
dzds.

Let us assume that τht − h > tk+1 (so that τht − h− tk > t−tk
2 ) and set `= I{u≥τht −h}(b

t
hc −

1)+ I{u<τht −h}b
u
hc. Using that t−r ≥ t−τhr

2 for r ≤ τht −h then Hölder’s inequality in space,
we deduce that when y′ 6= y

|T2|
|y− y′|α̃

≤C
h

`−1∑
j=k+1

∫ tj+1

tj

∫ tj+1

tj

∫
Rd
gc(tj − tk, z − x)

|b(s, z)|
(t− tj)

1+α̃

2

×
(
gc(t− tj , y′ − z) + gc(t− tj , y− z)

)
dzdsdr

≤C
(
gc(t− tk, y′ − x) + gc(t− tk, y− x)

) `−1∑
j=k+1

∫ tj+1

tj

(t− tk)
d

2ρ ‖b(s, ·)‖Lρ

(tj − tk)
d

2ρ (t− s)
1+α̃

2
+ d

2ρ

ds.

Since tj − tk ≥ s−tk
2 for s ∈ [tj , tj+1] with j ≥ k + 1 and when j < k−1+b t

h
c

2 , tj+1 ≤ tk+τht
2

so that t− tj+1 ≥ t−tk
2 while when j ≥ k−1+b t

h
c

2 , tj − tk ≥ τht −h−tk
2 > t−tk

4 , the last sum is
smaller than

2
1+α̃

2
+ d

ρ

(t− tk)
1+α̃

2

`−1∑
j=k+1

I
{j< k−1+b t

h
c

2
}

∫ tj+1

tj

‖b(s, ·)‖Lρ

(s− tk)
d

2ρ

ds

+ 4
d

2ρ

`−1∑
j=k+1

I
{j≥ k−1+b t

h
c

2
}

∫ tj+1

tj

‖b(s, ·)‖Lρ

(t− s)
1+α̃

2
+ d

2ρ

ds

≤C‖b‖Lq−Lρ
( tk+τht

2 − tk)
1+α

2

(t− tk)
1+α̃

2

+C‖b‖Lq−Lρ(t− t`)
α−α̃

2 ,

where we used Hölder’s inequality in time for the last inequality. Since t − t` ≥ t − u =
|y− y′|2 and |y− y′|2 ≤ t−tk

4 , we deduce that

|T2| ≤C|y− y′|α
(
gc(t− tk, y′ − x) + gc(t− tk, y− x)

)
.

Using |bh| ≤ |b|, (2.3), (2.20) and (2.11), then Gaussian convolution, we obtain that

Ehr ≤
C

h

∫ τhr +h

τhr

∫
Rd
gc(τ

h
r − tk, z − x)

|b(s, z)|
(t− r)

1

2

(
gc(t−τhr , y′−z) + gc(t−τhr , y−z)

)
dzds.

When u < τht − h which implies that t− u > h, using t− r > t−τhr
2 for r ≤ τht − h, then

(2.9) and last that

τhu − tk> u− h− tk = t− tk − (t− u)− h > t− tk − 2(t− u) = t− tk − 2|y− y′|2

≥ t− tk
2

,
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and Hölder’s inequality in time, we deduce that

|T3| ≤C
(
gc(t− tk, y′ − x) + gc(t− tk, y− x)

) b th c−2∑
j=bu

h
c

∫ tj+1

tj

(t− tk)
d

2ρ ‖b(s, ·)‖Lρ

(tj − tk)
d

2ρ (t− s)
1

2
+ d

2ρ

ds

≤C
(
gc(t− tk, y′ − x) + gc(t− tk, y− x)

)
‖b‖Lq−Lρ(t− τhu )

α

2 ,

where, by definition of u and since u < τht −h, (t−τhu )
α

2 ≤ (|y′−y|2 +h)
α

2 < (2|y−y′|2)
α

2 .

4. Density estimates for the diffusion. The section is devoted to the proof of Proposi-
tion 2.3. We focus without loss of generality on the case α < 1, which in particular implies
that either ρ or q is finite. Indeed, when b ∈ L∞ − L∞ i.e. α = 1, since we are considering
a compact time interval, b also belongs to Lq − L∞ for each q ∈ (2,∞). Notice that, for a
time-space bounded drift, the estimates of the proposition are known, see e.g. [38].

Step 1: tightness. Let us first assume that ρ ≥ 2. Using |bh| ≤ Bh
−
(

1

q
+ d

2ρ

)
∧ |b|, the

independence between Ub s
h
c and Xh

τhs
, then (2.3), Hölder’s inequality in space combined

with ‖gc(t, .)‖Lρ′ = ρ′−
d

2ρ′ (2πct)−(1− 1

ρ′ )
d

2 , that tk ≥ s
2 for s ∈ [tk, tk+1] with k ≥ 1 and last

Hölder’s inequality in time, we obtain

E
[∫ T

0

∣∣∣bh (Ub s
h
c,X

h
τhs

)∣∣∣2 ds]
≤B2hα +E

[∫ T

h

∣∣∣b(s,Xh
τhs

)∣∣∣2 ds]

≤B2hα +C

n−1∑
k=1

∫ tk+1

tk

∫
Rd
|b(s, y)|2gc(tk, y− x)dyds

≤B2hα +C

n−1∑
k=1

∫ tk+1

tk

‖b(s, ·)‖2Lρ‖gc(tk, .)‖L ρ
ρ−2

ds

≤B2hα +C

n−1∑
k=1

t
− d
ρ

k

∫ tk+1

tk

‖b(s, ·)‖2Lρds≤B2hα +C

∫ T

0
s−

d

ρ ‖b(s, ·)‖2Lρds

≤B2Tα +C‖b‖2Lq−LρTα.(4.1)

When ρ ∈ (1,2), which in view of (1.2) implies that d = 1 and ρ
q <

ρ−1
2 < 1

2 , we obtain in
the same way that

E
[∫ T

0

∣∣∣bh (Ub s
h
c,X

h
τhs

)∣∣∣ρ ds]≤BρT
1

2
− ρ
q +C‖b‖ρLq−LρT

1

2
− ρ
q .(4.2)

Since, by Hölder’s inequality,

∀0≤ u≤ t≤ T,
∣∣∣∣∫ t

u
bh

(
Ub s

h
c,X

h
τhs

)
ds

∣∣∣∣≤ (t−u)
2∧ρ−1

2∧ρ

(∫ T

0

∣∣∣bh (Ub s
h
c,X

h
τhs

)∣∣∣2∧ρ ds) 1

2∧ρ

,

with the Ascoli-Arzelà theorem, we deduce the tightness of the laws of the continuous pro-
cesses (∫ t

0
bh

(
Ub s

h
c,X

h
τhs

)
ds

)
t∈[0,T ]
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indexed by h= T
n with n ∈N∗, when the space C of continuous functions from [0, T ] to Rd is

endowed with the supremum norm. With the continuity of the sum on this space, we deduce
that the laws P h of Xh are tight. We may extract a subsequence still denoted by (P h) for
notational simplicity such that P h weakly converges to some limit P as h→ 0. For fixed
t ∈ (0, T ], the weak convergence of P ht (dy) = Γh(0, x, t, y)dy to Pt(dy) together with (2.4),
(2.3) and the Ascoli-Arzelà theorem, ensure that Pt(dy) = Γ(0, x, t, y)dy for some function
Γ satisfying (2.7) and (2.6) .

Step 2: P solves the martingale problem. Let ϕ : Rd→R be aC2 function with compact
support, ψ : (Rd)p → R be continuous and bounded, 0 ≤ s1 ≤ s2 ≤ . . . ≤ sp < u ≤ t ≤ T
with u > 0 and F denote the functional on C defined by

F (ξ) =

(
ϕ(ξt)−ϕ(ξu)−

∫ t

u
(
1

2
∆ϕ(ξs) + b(s, ξs)·∇ϕ(ξs))ds

)
ψ(ξs1 , · · · , ξsp).

We are going to check in the next step of the proof that limh→0 E[F (Xh)] = 0. Unfortunately,
the lack of continuity of the functional F on C prevents from deducing immediately that∫
C F (ξ)P (dξ) = 0. That is why we introduce for ε ∈ (0,1], a smooth and bounded function
bε approximating the original drift b in (1.1) such that, setting bKε (t, x) = I[−K,K]d(x)bε(t, x)

and bK(t, x) = I[−K,K]d(x)b(t, x) for K ∈N∗,

∀K ∈N∗, ‖bKε − bK‖Lq̃−Lρ̃ −→
ε→0

0(4.3)

with (ρ̃, q̃) =


(ρ, q) if ρ <∞ and q <∞,
(ρ, 2ρ+1

ρ−d ) if ρ <∞ and q =∞,
(dq+1
q−2 , q) if ρ=∞ and q <∞.

Note that d
ρ̃ + 2

q̃ < 1. The functional Fε defined like F but with bε replacing b is continu-
ous and bounded and therefore, for fixed ε ∈ (0,1],

∫
C Fε(ξ)P (dξ) = limh→0 E[Fε(X

h)] =

limh→0 E[Fε(X
h)− F (Xh)]. We deduce that∣∣∣∣∫

C
F (ξ)P (dξ)

∣∣∣∣≤ lim sup
ε→0

∫
C
|F (ξ)−Fε(ξ)|P (dξ)+lim sup

ε→0
lim sup
h→0

E[|Fε(Xh)−F (Xh)|].

Let K ∈ N∗ be such that ϕ vanishes outside [−K,K]d. One has, using (2.3) then Hölder’s

inequality in space together with ‖gc(s, .)‖
L

ρ̃
ρ̃−1

=
(

ρ̃
ρ̃−1

)− d(ρ̃−1)

2ρ̃

(2πcs)−
d

2ρ̃ and last Hölder’s
inequality in time,

E[|Fε(Xh)− F (Xh)|]≤ ‖ψ‖L∞‖∇ϕ‖L∞
∫ t

u
E[|bKε (s,Xh

s )− bK(s,Xh
s )|]ds

≤C‖ψ‖L∞‖∇ϕ‖L∞
∫ t

u

∫
Rd
|bKε (s, y)− bK(s, y)|gc(s, y− x)dyds

≤C‖ψ‖L∞‖∇ϕ‖L∞
∫ t

u

‖bKε (s, ·)− bK(s, ·)‖Lρ̃ds
s
d

2ρ̃

≤C‖ψ‖L∞‖∇ϕ‖L∞‖bKε − bK‖Lq̃−Lρ̃(t− u)
1−
(

1

q̃
+ d

2ρ̃

)
.

Since the same estimation holds for
∫
C |F (ξ)−Fε(ξ)|P (dξ), we conclude that

∫
C F (ξ)P (dξ)

= 0. Taking ϕ,ψ,u, s1, . . . , sp, t in countable dense subsets, we deduce that P solves the
martingale problem associated with the stochastic differential equation

Xt = x+Wt +

∫ t

0
b(s,Xs)dr, t ∈ [0, T ].
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Since by [30] and [58], existence of a pathwise unique strong solution holds for this equation,
P is the distribution of the solution.

Step 3: proof of limh→0 E[F (Xh)] = 0. We compute ϕ(Xh
t )− ϕ(Xh

u ) by Itô’s formula
and take expectations to obtain that

E[F (Xh)] = E
[(∫ t

u

(
bh

(
Ub s

h
c,X

h
τhs

)
− b(s,Xh

s )
)
· ∇ϕ(Xh

s )ds

)
ψ(Xh

s1 , · · · ,X
h
sp)

]
= ∆1 + ∆2 + ∆3 + ∆4 with

∆1 = E
[(∫ t

u
bh

(
Ub s

h
c,X

h
τhs

)
·
(
∇ϕ(Xh

s )−∇ϕ(Xh
τhs

)
)
ds

)
ψ(Xh

s1 , · · · ,X
h
sp)

]
,

∆2 = E
[(∫ t

u

(
bh

(
Ub s

h
c,X

h
τhs

)
− bh(s,Xh

τhs
)
)
· ∇ϕ(Xh

τhs
)ds

)
ψ(Xh

s1 , · · · ,X
h
sp)

]
,

∆3 = E
[(∫ t

u

(
bh(s,Xh

τhs
)− b(s,Xh

τhs
)
)
· ∇ϕ(Xh

τhs
)ds

)
ψ(Xh

s1 , · · · ,X
h
sp)

]
,

∆4 = E
[(∫ t

u

(
b(s,Xh

τhs
) · ∇ϕ(Xh

τhs
)− b(s,Xh

s ) · ∇ϕ(Xh
s )
)
ds

)
ψ(Xh

s1 , · · · ,X
h
sp)

]
.

By Hölder’s inequality and either (4.1) or (4.2),

|∆1| ≤C‖ψ‖L∞
(∫ t

u
E
∣∣∣∇ϕ(Xh

s )−∇ϕ(Xh
τhs

)
∣∣∣ 2∧ρ
2∧ρ−1

ds

) 2∧ρ−1

2∧ρ

≤C‖ψ‖L∞(2‖∇ϕ‖L∞)
1

2∧ρ ‖∇2ϕ‖
2∧ρ−1

2∧ρ
L∞

(∫ t

u
E

[
|Ws −Wτhs |+

∫ s

τhs

∣∣∣bh (Ub r
h
c,X

h
τhr

)∣∣∣dr]ds) 2∧ρ−1

2∧ρ

≤Ch( 2∧ρ−1

2∧ρ )2 .

Since E
[∫ τht
du
h
eh

(
bh

(
Ub s

h
c,X

h
τhs

)
− bh(s,Xh

τhs
)
)
· ∇ϕ(Xh

τhs
)ds|σ(Xh

r , r ∈ [0, duheh])
]

= 0,

|bh| ≤Bh−( 1

q
+ d

2ρ
), duheh− u≤ h and t− τht ≤ h, we have

|∆2| ≤‖ψ‖L∞‖∇ϕ‖L∞E

[∫ du
h
eh

u

∣∣∣bh (Ub s
h
c,X

h
τhs

)∣∣∣+ |bh(s,Xh
τhs

)|ds

+

∫ t

τht

∣∣∣bh (Ub s
h
c,X

h
τhs

)∣∣∣+ |bh(s,Xh
τhs

)|ds
]
≤Ch

1+α

2 .

Since |bh − b| ≤ |b|I
{|b|≥Bh−(

1
q
+ d

2ρ)}
≤B1−2∧ρh(2∧ρ−1)( 1

q
+ d

2ρ
)|b|2∧ρ, using (4.1) or (4.2) for

the last inequality, we have that when h≤ u,

|∆3| ≤B1−2∧ρh(2∧ρ−1)( 1

q
+ d

2ρ
)‖ψ‖L∞‖∇ϕ‖L∞E

[∫ T

h

∣∣∣b(s,Xh
τhs

)∣∣∣2∧ρ ds]≤Ch(2∧ρ−1)( 1

q
+ d

2ρ
).

We recall that sp < u and suppose that h is small enough so that sp ≤ τhu −h. Using (2.5),
(2.3) and Gaussian convolution for the third inequality, then τhs + h− τhu > s− τhu ≥ s− u,
‖gc(s, .)‖Lρ′ = ρ′−

d

2ρ′ (2πcs)−(1− 1

ρ′ )
d

2 with 1
ρ′ = 1 − 1

ρ , Hölder’s inequality in space and in
time, we obtain that
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|∆4| ≤‖ψ‖L∞E
[∣∣∣∣E[∫ t

u

(
b(s,Xh

τhs
) · ∇ϕ(Xh

τhs
)− b(s,Xh

s ) · ∇ϕ(Xh
s )
)
ds

∣∣∣∣(Xh
r )0≤r≤τhu−h

]∣∣∣∣]
≤ ‖ψ‖L∞‖∇ϕ‖L∞

∫ t

u

∫
Rd×Rd

|Γh(τhu − h, y, τhs , z)− Γh(τhu − h, y, s, z)|

|b(s, z)|Γh(0, x, τhu − h, y)dzdyds

≤C
∫ t

u

∫
Rd

(s− τhs )
α

2

(τhs + h− τhu )
α

2

gc(s, z − x)|b(s, z)|dzds≤Ch
α

2

∫ t

u

‖b(s, ·)‖Lρds
(s− u)

α

2
+ d

2ρ

≤Ch
α

2 ‖b‖Lq−Lρ(t− u)
1

2 .

We conclude that limh→0 E[F (Xh)] = 0.
Step 4: proof of the Duhamel representation (2.8) for the density of the diffusion. This

can be done by reasoning like in the above derivation of (2.1) in Subsection 3.1 and using
that by (2.11), (2.6) and Lemma 2.4,∫ t

0
E [|b(r,Xr) · ∇yg1(t− r, y−Xr)|]dr

≤C
∫ t

0

∫
Rd
gc(r, z − x)|b(r, z)|gc(t− r, y− z)

(t− r)
1

2

dzdr

≤C‖b‖Lq−Lρgc(t, y− x)t
α

2 <+∞.

Using that, by (2.12),

|∇zg1(t− r, z)−∇zg1(t− r, z′)| ≤C |z − z
′|
α

2

(t− r)
2+α

4

(gc(t− r, z) + gc(t− r, z′)),

one derives in the same way∫ t

0
E
[∣∣b(r,Xr) · (∇yg1(t− r, y−Xr)−∇yg1(t− r, y′ −Xr)

∣∣]dr
≤C‖b‖Lq−Lρ(gc(t, y− x) + gc(t, y

′ − x))t
α

4 |y− y′|
α

2 ,

which yields the continuity in the spatial variable y.

APPENDIX A: PROOF OF LEMMA 2.5: USUAL GAUSSIAN ESTIMATES

PROOF. The bound (2.11) is standard. If |x− x′| ≥ u
1

2 then (2.12) precisely follows from
the first inequality in (2.11). Namely,∣∣∣∇ζxg1(u,x)−∇ζxg1(u,x′)

∣∣∣≤ ∣∣∇ζxg1(u,x)
∣∣+ ∣∣∇ζxg1(u,x′)

∣∣≤ C

u
|ζ|
2

(
gc(u,x) + gc(u,x

′)
)
.

Assume now |x− x′| ≤ u1/2. Write

∇ζxg1(u,x′)−∇ζxg1(u,x) =

∫ 1

0
dλ∇x∇ζxg1(u,x+ λ(x′ − x)) · (x′ − x).
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Observe now that from the first inequality in (2.11) applied with c and ζ replaced by 1+c
2 > 1

and the sum of ζ and a vector in the canonical basis of Rd (note that (2.11) remains valid for
multi-indices with length bounded from above by 3) :

|∇ζxg1(u,x′)−∇ζxg1(u,x)| ≤C |x− x
′|

u
d+1+|ζ|

2

∫ 1

0
dλ exp

(
−|x+ λ(x′ − x)|2

(1 + c)u

)
.(A.1)

Recall now that since λ ∈ [0,1] and that |x− x′| ≤ u
1

2 :

|x+ λ(x′ − x)|2 ≥1 + c

2c
|x|2 − c+ 1

c− 1
λ2|x− x′|2 ≥ 1 + c

2c
|x|2 − c+ 1

c− 1
|x− x′|2

≥1 + c

2c
|x|2 − c+ 1

c− 1
u,

which plugged into (A.1) yields:

|∇ζxg1(u,x)−∇ζxg1(u,x′)| ≤ C |x− x
′|

u
d+1+|ζ|

2

exp

(
−|x|

2

2cu

)
exp

(
1

c− 1

)
,

which, up to a modification of the constant C , concludes the proof of (2.12). The bound
(2.13) is obtained the same way by bounding from above each term of the difference using
the first inequality in (2.11) when |u′ − u| ≥ u and by integrating the second inequality in

(2.11) and using that for v ∈ [u,u′], gc(v,x)

v1+
|ζ|
2

≤ u′
d
2 gc(u′,x)

u
d
2
+1+

|ζ|
2

≤ 2
d

2
gc(u′,x)

u1+
|ζ|
2

when |u′−u| ≤ u.

APPENDIX B: PROOF OF LEMMA 2.6

PROOF. (i) Iterating (2.14) n≥ 1 times, we get that for all t ∈ [0, T ],

f(t)≤η

(
1 +

n−1∑
k=1

δktβ
∫ t

0
sβ−β1

1

∫ s1

0
sβ−β1

2 . . .

∫ sk−2

0
sβ−β1

k−1

∫ sk−1

0

dsk

sβ1

k

dsk−1 . . . ds1

)

+ δntβ
∫ t

0
sβ−β1

1

∫ s1

0
sβ−β1

2 . . .

∫ sn−2

0
sβ−β1

n−1

∫ sn−1

0

f(sn)dsn

sβ1
n

dsn−1 . . . ds1

The term with index k in the sum is equal to δktk(1+β−β1)∏k
j=1(j(1+β−β1)−β)

so that the first line in the

right-hand side is not greater than the finite constant not depending on f

Cβ,β1,η,δ,T =η+ η
∑
k≥1

δkT k(1+β−β1)∏k
j=1(j(1 + β − β1)− β)

≤ η+ η
∑
k≥1

δkT k(1+β−β1)∏k
j=1 j(1 + β ∧ 0− β1)

=ηe
δT1+β−β1
1+β∧0−β1 .

On the other hand, the last term in the right-hand side is bounded from above by
δntn(1+β−β1)∏n

j=1(j(1+β−β1)−β) sups∈[0,t] f(s) and converges to 0 as n→∞.
(ii) If β2 ≤ 0, then (2.14) holds with η = a, δ = b and β = β3 − β2 which is larger than

β1 − 1 so that the conclusion follows by (i). Let us suppose that β2 > 0 and check that
by iterating the inequality (2.15), we obtain (2.14) for some finite constants η, δ and some
β > β1 − 1. Iterating (2.15) once, we obtain

∀t ∈ [0, T ], f(t)≤ a+ abtβ3

∫ t

0

ds

sβ1(t− s)β2
+ b2tβ3

∫ t

0

1

sβ1−β3(t− s)β2

∫ s

0

f(u)du

uβ1(s− u)β2
ds.

(B.1)
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We now set γ := 1 + β3 − β1 − β2 > 0 and distinguish two situations depending on the sign
of β1 − β3. Let us first suppose that β1 − β3 ≥ 0. Using Fubini’s theorem and the inequality
sβ1−β3 ≥ (s− u)β1−β3 , we obtain

f(t)≤ a+ abT γB(1− β1,1− β2) + b2tβ3

∫ t

0

f(u)

uβ1

∫ t

u

ds

(s− u)β2+β1−β3(t− s)β2
du

= a1 + b1t
β3

∫ t

0

f(u)du

uβ1(t− u)β2−γ

with a1 = a+ abT γB(1− β1,1− β2) and b1 = b2B(γ,1− β2). In comparison with (2.15),
after this first step, the power of the last factor in the denominator has decreased from β2 to
β2 − γ. We may now at each step iterate the inequality obtained from the previous step and
obtain after n steps

∀t ∈ [0, T ], f(t)≤ an + bnt
β3

∫ t

0

f(s)ds

sβ1(t− s)β2−(2n−1)γ

where an = an−1 + an−1bn−1T
2n−1γB(1−β1,1 + (2n−1−1)γ−β2) depends linearly on a

and bn = b2n−1B(2n−1γ,1 + (2n−1 − 1)γ − β2). For n̂= d ln(1+β2/γ)
ln 2 e, β2 − (2n̂ − 1)γ ≤ 0,

so that (2.14) holds for η = an̂ and δ = bn̂ and

β = β3 + (2n̂ − 1)γ − β2 = 2n̂γ + β1 − 1> β1 − 1 since n̂≥ 1 as β2 > 0.

Let us now suppose that β1 − β3 < 0. Inserting the inequality sβ3−β1 ≤ tβ3−β1 in (B.1),
we get

f(t)≤ a+ abT γB(1− β1,1− β2) + b2t2β3−β1

∫ t

0

f(u)

uβ1

∫ t

u

ds

(s− u)β2(t− s)β2
du

= a1 + b1t
2β3−β1

∫ t

0

f(u)du

uβ1(t− u)2β2−1

with a1 = a + abT γB(1 − β1,1 − β2) and b1 = b2B(1 − β2,1 − β2). In comparison with
(2.15), after this first step, the power of t has increased from β3 to 2β3 − β1 and the power
in the last factor of the denominator has decreased from β2 to 2β2 − 1. We may now at each
step iterate the inequality obtained from the previous step and obtain after n steps

∀t ∈ [0, T ], f(t)≤ an + bnt
2n(β3−β1)+β1

∫ t

0

f(s)ds

sβ1(t− s)2n(β2−1)+1

where an = an−1 + an−1bn−1T
2n−1γB(1 − β1,2

n−1(1 − β2)) depends linearly on a and
bn = b2n−1B(2n−1(1− β2),2n−1(1− β2)). For n̂= d− ln(1−β2)

ln 2 e, 2n̂(β2− 1) + 1≤ 0, so that
(2.14) holds for η = an̂ and δ = bn̂ and

β = 2n̂(β3 − β1) + β1 + 2n̂(1− β2)− 1 = 2n̂γ + β1 − 1> β1 − 1 since n̂≥ 1 as β2 > 0.
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