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Abstract. In concentrated solid solutions, the random distribution of elements of

different sizes induces characteristic displacement and stress fields at the root of solid

solution strengthening. The aim of this two-part article is to derive the statistical

properties of these elastic fields. The present Part I focuses on the variance of the

elastic fields, while Part II addresses their spatial correlations. In this first part,

we develop two elastic models of random solid solutions, based respectively on real-

space and spectral methods, to derive the mean square displacement and shear stress.

Both approaches hold advantages and drawbacks that are discussed here. We show

in particular that both the mean square displacement and shear stress are directly

proportional to the variance of the atomic eigenstrains, which embodies the atomic size

differences and simplifies to the classical lattice mismatch parameter if the alloy satisfies

Vegard’s law. This allows to clarify the scaling relations between various quantities

(mismatch parameter, mean square displacement and yield stress) and to bridge

energy-based and stress-based models of concentrated solid solution strengthening

proposed in the literature. The elastic predictions for the mean-square displacement

and stresses are also successfully compared with atomistic results obtained for a model

Lennard-Jones system and with a more complex Al-Mg interatomic potential.

The physical mechanism underlying solid solution strengthening is that solute atoms

introduce a disturbance in the perfect lattice that pins dislocations, therefore increasing

the yield stress of the alloy. This property is largely taken advantage of in the latest

generations of technical alloys that contain more alloying elements in larger quantities.

High entropy alloys (HEA) represent an extreme case of this trend, with five or more

elements mixed in comparable quantities in a disordered solid solution. These novel

alloys have attracted extreme attention in the past decade because of their outstanding

mechanical properties, including both a high yield stress and a large toughness [1, 2].

Solid solution strengthening has been recognized as a major strengthening mechanism
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in these alloys [1, 3, 4, 5], but predicting and optimizing this effect for concentrated

alloys and HEA appears as a formidable task considering the complexity of the alloys

and the wide composition range to explore [6].

The seminal works of Fleisher [7] and Labusch [8, 9] investigated solute

strengthening from the viewpoint of the interaction between solute atoms and the

pressure field of a dislocation. The magnitude of the strengthening was then related to

the size difference between the solute atoms and the solvent. In the case of concentrated

alloys, the distinction between solute and solvent breaks down and the size difference

of the alloy elements is better measured with respect to the average atomic radius. A

parameter widely accepted to quantify the size difference between the alloy components

is the so-called atomic size mismatch parameter [2, 10, 11, 12]:

δ =

√

∑

i

ci

(ri
r̄
− 1
)2

with r̄ =
∑

i

ciri, (1)

where ri and ci are respectively the atomic radius and concentration of each element

and r̄ is the average radius. The atomic radius is somewhat ill-defined since the same

element can adopt different radii in different chemical environments [13, 14]. When the

pure elements share the same crystalline structure, the corresponding lattice spacing can

be used in Eq. (1) in lieu of the atomic size [15]. Based on experimental observations, it

has been suggested that the mechanical properties of the alloy such as the yield stress

[2] or the hardness [16] correlate with the mismatch parameter δ, which has been used

as an empirical parameter to guide the design of HEA [15].

To better quantify the role of the atomic size difference on the solid solution

strengthening in face-centered cubic random alloys, Leyson et al. [9] and Varvenne et al.

[17] extended Labusch’s approach and related the yield stress of an alloy to the misfit

volumes of its components (and therefore to the δ parameter). This approach relies on

the evaluation of the interaction energy between dislocations and solutes of different

sizes. The model can be parameterized from DFT calculations but in its simplest

elastic version, it relates the yield stress at 0 K denoted τy0 to the misfit parameter

δ as [17, 18, 19]:

τy0 ∼
(

1

Γ

)1/3(

µ
1 + ν

1− ν

)4/3

δ4/3, (2)

where Γ is the line tension of the dislocation and µ and ν are the isotropic elastic

constants of the random alloy. We note that Varvenne’s approach is not limited to

0 K but also incorporates a temperature dependence by considering a characteristic

energy barrier to overcome for dislocation glide. While the role of temperature is of

paramount importance for applications, it will not be discussed in the present paper.

This theory was found to match experimental measurements for several families of alloys

[17, 19, 20, 21, 22, 23, 24].

Another consequence of the atomic size differences are the displacements of the

atoms from their lattice sites, that some authors refer to as ”lattice distortions” [1, 2].
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These atomic displacements can be quantified by the mean square atomic displacement,

〈u2
at〉, equal to the variance of the displacements when the average alloy is used as

reference (i.e. such that 〈uat〉 = 0). Mean square displacements have been measured

experimentally by X-ray diffraction [1, 25, 26, 27, 28], high resolution transmission

electron microscopy [26] as well as neutron diffraction [29, 30]. They have also been

computed in atomistic models of solid solutions based on the density function theory

(DFT) [13, 14, 31, 32]. Moreover, to explain results obtained from X-ray diffraction

experiments, it has been proposed that the mean square displacement should be

proportional to the square of the size mismatch parameter, such that [25, 26]:

〈u2
at〉 ∼

∑

i

ci(ri − r̄)2 ∼ δ2. (3)

Such a linear scaling has been reported in atomistic models [13], although with deviations

which depend on the way atomic sizes were defined. Moreover, a linear scaling was

empirically evidenced between the yield stress of a HEA measured experimentally and

extrapolated to 0 K and the root mean square displacement
√

〈u2
at〉 computed from DFT

calculations [31]. Combining this empirical scaling with Eq. (2), Nöhring and Curtin

[18] showed on atomic models of HEA an approximate scaling between the mean square

atomic displacement and the δ-parameter, 〈u2
at〉 ∼ δ8/3, in contradiction with Eq. (3).

Atomic size differences also lead to internal stresses that have not been extensively

studied in random alloys, probably because they are difficult to measure experimentally.

However, another viewpoint of the study of solute/dislocation interactions consists in

considering the dislocation evolving in the internal stress field emerging from the solid

solution. Using this viewpoint, one can rely on the large body of literature devoted to

the depinning transition of elastic lines in random media [33, 34, 35, 36]. In the case of

a random uncorrelated stress environment, basic scaling arguments enable to estimate

the critical resolved shear stress at 0 K as a function of the amplitude of the random

stress field:

τy0 ∼
〈τ 2〉2/3
Γ1/3

, (4)

where 〈τ 2〉 denotes the variance of the internal shear stress field acting on the dislocation

and emerging from the random alloy environment and Γ is again the dislocation line

tension. This approach relies on the knowledge of internal stress fields acting on the

dislocation rather than on the dislocation/solutes interaction energies as in Labusch-

type approaches [8, 9, 17]. We note that the scaling in Eq. (4) was obtained assuming

an uncorrelated noise environment, while we know that internal stresses can display

spatial correlations emerging from elasticity [37]. It appears therefore as an important

task to characterize the statistical properties of not only the displacements, but also of

the internal stresses emerging from a random solid solution.

In this two-part article, we develop an elastic model of random alloys and focus on

the statistical properties (variance and spatial correlations) of both the displacement

and stress fields. The present Part I of this work is dedicated to the mean square
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displacements and stresses and their dependence on the alloy composition and elastic

properties while Part II focuses on spatial correlations.

In this part I, we propose two different methods to compute the variance of the

displacements and stresses. As described in section 1, both approaches rely on a

description of the random alloy as an elastic medium where atoms of different nature are

modeled as dilatational inclusions with a site occupancy probability. The first method

presented in section 2 is based on a real space approach first used by Nöhring and

Curtin [18], where the displacement (and stress) at a given point is expressed as the

sum of the displacements (and stresses) due to all surrounding atoms. This real-space

method is however not practical to study spatial correlations. We therefore introduce

in section 3, a spectral method based on the microelasticity theory [38, 39], which

shares similarities with models used to predict scattering from random solid solutions in

diffraction experiments [40, 41, 42]. In section 4, our analytical predictions are compared

to atomistic results performed in a model Lennard-Jones system and in more realistic

Al-Mg alloys whose isotropic nature fits well with the assumptions of the elastic model.

1. Elastic framework of random alloys

In this study, we consider that a random alloy can be modeled as an elastic medium

where atoms of different nature are described as dilatational inclusions with a given site

occupancy probability.

1.1. Description of the random alloy

We consider a substitutional alloy described as an homogeneous elastic medium of

elastic constants Cijkl in the anisotropic case that reduce to a shear modulus µ and

a Poisson ratio ν for isotropic elasticity. The alloy is constituted of Nelem elements of

different nature. The atoms are modeled as elastic inclusions distributed randomly on

a crystalline lattice as schematically represented in Fig. 1. Their eigenstrain is assumed

diagonal and expressed as ε
00
α = εαdiag(1, 1, 1). In section 2, the inclusions is assumed

spherical and characterized by a constant eigenstrain, while in section 3, the eigenstrain

are spatially smeared with a Gaussian spreading function of width a (see Fig. 1). We

note N the total number of atoms/inclusions placed on a lattice of volume V = LxLyLz.

The atomic volume is vat = V/N .

Every element is associated with a site occupancy random variable given by a

Bernoulli distribution independent of the lattice site [17, 18]. Thus, we do not consider

any ordering of the species that may appear in real alloys [22, 43]. The probability of

site n to host an atom of type α is expressed as:

Pα(n) =

{

0 with probability 1− cα
1 with probability cα

, (5)
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Figure 1. Distribution of eigenstrains on an atomic lattice. An eigenstrain εα is

associated to each element α. The Gaussian spreading of width a used in section 3 is

schematically represented here.

where cα is the atomic concentration of element α in the random alloy. The covariance

of the site occupancy variables is given by:

〈Pα(n)Pβ(m)〉 =



















〈P 2
α〉 = cα if α = β and n = m

〈Pα〉2 = c2α if α = β and n 6= m

0 if α 6= β and n = m

〈Pα〉〈Pβ〉 = cαcβ if α 6= β and n 6=m

, (6)

where 〈 . 〉 denotes a statistical average. The third equality derives from the condition

that there is a single atom per site, such that Pα(n) and Pβ(n) cannot be simultaneous

non-zero if α 6= β.

1.2. Reference lattice and eigenstrains

The eigenstrains εα describing the sizes of different atoms are defined with respect to

a reference lattice for which several choices are possible. In a dilute alloy, a natural

choice is to consider the solvent lattice as the reference. However, for concentrated

solid solutions such as an HEA, a more convenient frame of reference is the lattice of

the average alloy. This concept of average alloy was first introduced by Varvenne et

al. [17] and later extended to atomistic modeling in Ref. [44]. The composition of the

random alloy is denoted (c1, ..., cNelem
) and the lattice spacing of the random alloy is

alat. Following Ref. [17], we define the eigenstrain εα as the change of lattice spacing

with composition around the alloy composition:
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εα =

Nelem
∑

β=1

cβ
alat

(

∂alat
∂cα

∣

∣

∣

∣

c̄

− ∂alat
∂cβ

∣

∣

∣

∣

c̄

)

. (7)

With this definition, the eigenstrains have a zero mean:

Nelem
∑

α=1

cαεα = 0. (8)

We note that the misfit volume ∆Vα commonly used in the literature [17, 19, 20,

21, 22, 23, 24] is directly proportional to εα:

∆Vα = 3vatεα, (9)

where vat is the average atomic volume of the random alloy.

2. Real space method

Within the elastic framework described above, the real-space method detailed here

evaluates the displacement (and stress) of a given atom as the sum of displacements

(and stresses) emerging from all surrounding atoms described as elastic inclusions. This

approach yields compact expressions for the mean square displacement (section 2.1) and

stress (section 2.2).

2.1. Mean square displacement

We first focus on displacements following the approach described by Nöhring and Curtin

[18]. The displacement field around an atom modeled as a spherical Eshelby inclusion

of volume vat and eigenstrain ε is [45, 46] ‡:

u
Eshelby(r) = εF(r) = ε

vat
4π

1 + ν

1− ν

r

|r|3 (10)

Reciprocally, the displacement of an atom located arbitrarily at the origin is given by

the sum of all the displacements originating from all other atoms in the system:

u(0) = −
N
∑

n=1

ε(n)F(Rn) = −
N
∑

n=1

Nelem
∑

α=1

εαPα(n)F(Rn) (11)

where {Rn}n=1,N are the atomic/inclusion positions (with Rn = 0 excluded). The

second equality stems from the fact that ε(n) =
∑Nelem

α εαPα(n).

The displacement u(0) is therefore a random vector whose components ui(0) are

expressed as sums of random variables ui(0) =
∑N

n=1 ηn = −∑N
n=1

∑

α εαPα(n)Fi(Rn).

‡ the vectors such as r are denoted in bold font and |r| denotes norm of vector r.
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These variables are drawn from different distributions (depending on the distance |Rn|),
which we checked satisfy the conditions of Lyapunov’s central-limit theorem [47] as long

as the inclusions are distributed homogeneously in space, which is obviously the case

for a crystalline lattice. The displacement u(0) is therefore a random vector following

a 3-dimensional normal distribution.

The atomic mean square displacement (MSD) denoted 〈u2
at〉 is then obtained by

computing the variance of the displacements expressed in Eq. (11). Averaging over

realizations, we have:

〈u2
at〉 =

〈 N
∑

n=1

N
∑

m=1

Nelem
∑

α=1

Nelem
∑

β=1

εαεβPα(n)Pβ(m)F(Rn) ·F(Rm)

〉

(12)

Following Ref. [17, 18], this sum can be decomposed as:

〈u2
at〉 = S1 + S2 + S3

=

〈 N
∑

n=1

Nelem
∑

α=1

ε2αPα(n)
2|F(Rn)|2

〉

+

〈 N
∑

n=1

Nelem
∑

α=1

Nelem
∑

β 6=α

εαεβPα(n)Pβ(n)|F(Rn)|2
〉

+

〈 N
∑

n=1

N
∑

m6=n

Nelem
∑

α=1

Nelem
∑

β=1

εαεβPα(n)Pβ(m)F(Rn) ·F(Rm)

〉

(13)

Since 〈Pα(n)
2〉 = cα, we have:

S1 =

Nelem
∑

α=1

c2αε
2
α

N
∑

n=1

|F(Rn)|2 (14)

Also, S2 = 0 because 〈Pα(n)Pβ(n)〉 = 0 if α 6= β. Finally, since 〈Pα(n)Pβ(m)〉 = cαcβ
when m 6= n, S3 is rewritten as:

S3 =

Nelem
∑

α=1

cαεα

Nelem
∑

β=1

cβεβ

N
∑

n=1

N
∑

m6=n

F(Rn) ·F(Rm) = 0 (15)

due to the average lattice condition in Eq. (8). Using the expression of F(Rn) in

Eq. (10), we have:

〈u2
at〉 =

v2at
16π2

(

1 + ν

1− ν

)2

∆ε2
N
∑

n=1

1

|Rn|4
, (16)

where ∆ε2 is the variance of the eigentrains defined as:

∆ε2 =

Nelem
∑

α=1

cαε
2
α −

(

Nelem
∑

α=1

cαεα

)2

=

Nelem
∑

α=1

cαε
2
α, (17)
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the second equality stemming from the use of the average alloy as reference frame. The

sum over all lattice sites can be computed numerically in the limit of an infinite system.

In the case of interest in section 4 of a FCC lattice with a lattice spacing alat, we have:

∑

FCC

1

|Rn|4
≃ 101.3

a4lat
≃ 25.3

vatalat
(18)

where vat = a3lat/4 is the atomic volume. Finally, we obtain:

〈u2
at〉 ≃

25.3

16π2

vat∆ε2

alat

(

1 + ν

1− ν

)2

. (19)

2.2. Mean square shear stress

We now apply the same reasoning to the atomic stresses to obtain the atomic mean

square shear stress (MSSS). We focus on the shear stress components that produce a

Peach-Koehler force [48] on dislocations and control the yield stress of the alloy through

Eq. (4). The shear stress around a spherical inclusion of volume vat and dilatational

eigenstrain ε is given by [39, 45]:

τEshelby
ij (r) = εGij(r) = −ε

3vatµ

2π

1 + ν

1− ν

rirj
r5

, (20)

and the shear stress at an atom located at the origin is:

τij(0) = −
N
∑

n=1

ε(n)Gij(Rn). (21)

As for the displacements, Lyapunov’s central-limit theorem [47] can be used to show that

this quantity follows a Gaussian distribution. Following the same averaging procedure

as in section 2.1, we find:

〈τ 2ij〉 =
9v2atµ

2

4π2

(

1 + ν

1− ν

)2

∆ε2
N
∑

n=1

R2
n,iR

2
n,j

|Rn|10
. (22)

For a FCC lattice of lattice spacing alat, we have:

∑

FCC

R2
n,iR

2
n,j

|Rn|10
≃ 9.0175

a6lat
, (23)

yielding the following expression for the MSSS:

〈τ 2at〉 ≃
81.16

16π2

vatµ
2∆ε2

a3lat

(

1 + ν

1− ν

)2

. (24)

Comparing the predictions for the MSD in Eq. (19) and the MSSS in Eq. (24), we

see that 〈τ 2at〉/µ2 ∼ 〈u2
at〉/a2lat, which is expected considering the elastic nature of the
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problem at hand. In addition, we highlight that both quantities scale linearly with ∆ε2,

showing the critical influence of this quantity to characterize random alloys, as already

pointed out by previous authors [17, 24].

The real-space method described in this section enables to derive compact

expressions for the MSD and MSSS where the influence of the atomic lattice is

incorporated through an infinite sum that can be computed numerically. However,

this real space method remains limited to simple cases. In particular, incorporating

the influence of anisotropic elasticity would be challenging because the displacement

and stress fields around an inclusion are no longer analytical [39, 49]. Also, we could

in principle extend the real-space approach to investigate spatial correlations of the

displacement and stress fields. However, the latter would be written in terms of

intertwined sums, difficult to analyze. We will see in the following section and in Part

II of this article that a Fourier-based approach may be better suited to anisotropic

elasticity and spatial correlations because it yields simple analytical expressions easier

to interpret.

3. Fourier space method

We introduce here a Fourier method based on the microelasticity theory [38, 39]. In

order to overcome the limitations of the real space method and obtain simple analytical

expressions for the MSD and MSSS as well as for spatial correlations, we introduce

two modifications to the model: (1) we assume that the eigenstrains related to each

inclusion are spread spatially following a Gaussian shape function of width a and (2)

we average the displacements and stresses over the entire continuum space and not

only at the atomic sites. As a result, the MSD and MSSS no longer depend on the

crystalline structure but only on the atomic volume, the elastic parameters and the new

free parameter a. The latter may however be set by comparison with the real-space

results.

3.1. Inclusion field

In contrast with the real space method described in section 2, we consider here that the

eigenstrains are spatially smeared with a Gaussian spreading function defined as

f(r) =
vat

(2π)3/2a3
exp

(

−|r|2
2a2

)

, (25)

such that the inclusion volume identifies with the atomic volume (vat =
∫

V
drf(r)). We

note θα(r), the inclusion field associated with each element α:

θα(r) =
N
∑

n=1

Pα(n)f(r −Rn). (26)
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In the following, we denote Fourier transforms with the symbol ∼ and use the

following convention:

θ̃α(K) =
1

V

∫

dr θα(r) exp (−iK.r)

θα(r) =
∑

K

θ̃α(K) exp (iK.r) (27)

where K = 2π
(

nx

Lx
, ny

Ly
, nz

Lz

)

with nx, ny, nz three integers to satisfy the periodic

boundary conditions applied to the volume V . The sum over the wave-vectors is infinite

for a continuous medium. With the Gaussian spreading defined in Eq. (25), the Fourier

transform of Eq. (26) is expressed as:

θ̃α(K) =f̃(K)
∑

n

Pα(n) exp (−iK.Rn)

=
vat
V

e−
a2K2

2

∑

n

Pα(n) exp (−iK.Rn) . (28)

where the Fourier transform of the Gaussian smearing function f̃(K) is also a Gaussian

function in Fourier space.

3.2. Displacement and stress fields

In the microelasticity theory [38, 39], the displacement field is separated into

homogeneous and inhomogeneous components. However, using the average alloy as

reference ensures that the homogeneous displacement is zero. At equilibrium, the

displacement field is then expressed as (repeated indices are summed):

ui(r) =
∑

K 6=0

−iGij(K)KlCjlmnǫ̃
0
mn(K)eiK.r, (29)

where Gij(K) is Green’s function for elasticity in Fourier space and ε̃0mn(K) =

δmn

∑Nelem

α=1 εαθ̃α(K), the Fourier transform of the eigenstrain field. The displacement

field can be re-written as

ui(r) =

Nelem
∑

α=1

εα
∑

K 6=0

Λi(K)θ̃α(K)eiK.r, (30)

where Λi(K) = −iGij(K)KlCjlmm is an interaction kernel for displacements. Using the

expression of θ̃α(K) in Eq. (28), this expression can be further rearranged as:

ui(r) =
N
∑

n=1

Nelem
∑

α=1

εαPα(n)Fi(r −Rn) (31)
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to recover a form analogous to Eq. (11) where the displacement at position r is

written as a sum of contributions from all inclusion sites. We note that the function

Fi(r) =
∑

K 6=0 f̃(K)Λi(K)eiK.r differs from Eshelby solution defined in Eq. (10) for

short distances because of the Gaussian spreading used here.

The microelasticity theory also yields an expression for the stress field:

σij(r) =

Nelem
∑

α=1

εα
∑

K 6=0

(

Ξij(K)− Cijklδkl

)

θ̃α(K)eiK.r (32)

where Ξij(K) = CijklGkp(K)KqKlCpqmm is the interaction kernel for stresses. As for

the displacements, Eq. (28) can be used to rewrite Eq. (32) and reveal the role of each

atomic site Rn on the stress at position r:

σij(r) =
N
∑

n=1

Nelem
∑

α=1

εαPα(n)
(

Gij(r −Rn)− Cijklδklf(r −Rn)
)

, (33)

where Gij(r) =
∑

K 6=0
f̃(K)Ξij(K)eiK.r. The second term represents the contribution

of the eigenstrain to the stress. If we limit ourselves to isotropic elasticity and consider

the shear stress components (i 6= j), Cijklδkl = 0 and we have §

τij(r) =
N
∑

n=1

Nelem
∑

α=1

εαPα(n)Gij(r −Rn), (34)

which is analogous to Eq.(20).

3.3. Mean square displacement

From Eq. (30), we have

ui(r)ui(r) =
∑

K 6=0

∑

K′ 6=0

Λi(K)Λi(K ′)

Nelem
∑

α=1

Nelem
∑

β=1

εαεβ θ̃α(K)θ̃β(K ′)ei(K−K′).r. (35)

We first average over the entire space and denote this average as 〈 · 〉s:

〈u2
i 〉s =

∑

K 6=0

∑

K′ 6=0

Λi(K)Λi(K ′)

Nelem
∑

α=1

Nelem
∑

β=1

εαεβ θ̃α(K)θ̃β(K ′)
1

V

∫

ei(K−K′).r
dr (36)

Using the fact that 1
V

∫

ei(K−K′).r
dr = δ(K −K

′), we have:

§ we use the symbol τ for the shear components of the stress
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〈u2
i 〉s =

∑

K 6=0

|Λi(K)|2
Nelem
∑

α=1

Nelem
∑

β=1

εαεβ θ̃α(K)θ̃β(K). (37)

We wish to insist here on the fact that Eq. (37) is obtained after averaging the

displacements over the entire space and not only on the atomic sites as in the real

space approach described in section 2. This spatial average is necessary in order to keep

the computation tractable analytically.

The next step consists in averaging over realizations of the random occupancy field

(denoted by 〈 · 〉R):

〈〈u2
i 〉s〉R =

∑

K 6=0

|Λi(K)|2
Nelem
∑

α=1

Nelem
∑

β=1

εαεβ〈θ̃α(K)θ̃β(K)〉R. (38)

As shown in Appendix A, the term
∑

α

∑

β εαεβ〈θ̃α(K)θ̃β(K)〉R can be simplified to:

Nelem
∑

α=1

Nelem
∑

β=1

εαεβ〈θ̃α(K)θ̃β(K)〉R =
vat∆ε2

V
e−a2K2

, (39)

Combining all three spatial directions, we obtain the variance of the displacement

field, that represents the MSD:

〈u2〉 = vat∆ε2

V

∑

K 6=0

3
∑

d=1

|Λd(K)|2e−a2K2

, (40)

where, for simplicity reasons, brackets without subscripts are used for space and

ensemble averages (〈 · 〉 = 〈〈 · 〉s〉R). Finally, considering the limit of an infinite system,

we can transform the sum over K vectors into an integral and obtain:

〈u2〉 = vat∆ε2

(2π)3

∫ 3
∑

d=1

|Λd(K)|2e−a2K2

dK. (41)

Eq. (41) shows that the mean square displacement is directly proportional to ∆ε2, for

any anisotropic elastic medium. In the special case of an elastically isotropic medium,

the kernel Λd(K) takes a simple expression [39]:

Λd(K) = −i
1 + ν

1− ν

Kd

K2
, (42)

and the integral in Eq. (41) can be computed analytically to yield:
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〈u2〉 = vat∆ε2

4π3/2a

(

1 + ν

1− ν

)2

. (43)

Eq. (43) shows that the MSD is inversely proportional to the spreading distance a:

more peaked eigenstrain distributions lead to larger displacements in their vicinity. By

contrast, in the limit a → +∞, the eigenstrains spread out over the entire space and

the fluctuations converge to zero.

We note here that Eq. (43) does not depend on the crystalline structure but only

the atomic volume, because it was obtained through an average over the continuum

space. In contrast, the real-space approach detailed in section 2 depends on the atomic

structure. However, comparison between Eqs. (43) and (19) shows that crystallography

enters only through a geometric prefactor.

To bridge the Fourier- and real-space approaches, we can adjust the parameter a

to incorporate the influence of the crystalline lattice. Equating Eq. (43) with Eq. (19),

we find for a FCC lattice:

au =
4
√
π

25.3
alat ≃ 0.28alat (44)

where the subscript u denotes that this quantity was adjusted on the value of the MSD.

Eq. (44) shows that au is smaller than the lattice spacing alat, which ensures that the

Gaussian distributions on different atoms do not overlap.

3.4. Mean square shear stress

We now focus on the stresses. From Eq. (33), we have:

σij(r) =

N
∑

n=1

{

Nelem
∑

α=1

εαPα(n)Gij(r −Rn)

}

− Cijklδkl

N
∑

n=1

{

Nelem
∑

α=1

εαPα(n)f(r −Rn)

}

=

N
∑

n=1

ηn − Cijklδkl

N
∑

n=1

η′n. (45)

The first sum in the above equation follows a normal distribution in the limit of large

N because the random variables ηn satisfy the conditions of Lyapunov’s central-limit

theorem [47]. On the other hand, if a is on the order to the lattice parameter or below,

the Gaussian smearing f(r) decreases too rapidly for the random variable η′n to converge

to a Gaussian approximation. Instead, η′n follows a multimodal distribution with peaks

corresponding to each value of εα. Therefore internal stresses do not follow in general

a normal distribution. An exception are shear stresses in an isotropic elastic medium,

where Cijklδkl = 0 and the shear stresses follow the normal distribution given by the

first sum in Eq. (45). In this case, the elastic kernel Ξij(K) reduces to:
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Ξij(K) = 2µ
1 + ν

1− ν

KiKj

K2
. (46)

Following the same steps as in Section 3.3, the MSSS can be computed in the limit

of an infinite system:

〈τ 2〉 = vat∆ε2

(2π)3
4µ2

(

1 + ν

1− ν

)2 ∫ K2
i K

2
j

K4
e−a2K2

dK, (47)

which is independent of the i and j indices because of the isotropy of the medium and

is expressed as

〈τ 2〉 = vat∆ε2µ2

30π3/2a3

(

1 + ν

1− ν

)2

. (48)

The MSSS is proportional to µ2 as expected, and to 1/a3. Mean square stresses are

therefore more sensitive to the Gaussian spreading than the mean square displacement

(see Eq. (43)). We note that, as for the MSD, Eq. (48) is averaged over the continuum

space and does not depend on the atomic structure.

As for the MSD, we can equate Eq. (48) with Eq. (24) to set the parameter a and

incorporate the effect of the underlying atomic lattice:

aτ =

(

16
√
π

2434.8

)1/3

alat = 0.23alat. (49)

This value differs from au = 0.28alat, showing that the crystalline lattice influences

differently the MSD and MSSS. This is explained by the fact that the displacement and

stress fields decrease respectively as 1/r2 and 1/r3 around inclusions, changing the sum

over lattice sites involved in Eq. (19) and Eq. (24).

4. Comparison with molecular statics simulations

Atomistic calculations provide an ideal tool to validate the theory and the analytical

expressions derived in this work. To test the theory, we first consider a binary Lennard-

Jones model system with a small size effect and no chemical interactions between species.

Next, we use an EAM potential for Al-Mg [50] that incorporates more complex atomic

interactions.

As discussed in Part II [51], the system size influences significantly the results

obtained for the mean-square displacement because of the long-range correlations

between displacements. To reduce these finite size effects to a minimum, we performed

simulations in large simulation cells containing 16384000 atoms (cubic cell of size

(160alat)
3). The atomic displacements are measured with respect with the average lattice

and the atomic stress are obtained from the virial method. Both quantities are averaged
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over the entire system to yield atomistic estimates of the mean-square displacement and

shear stress.

A meaningful comparison between these quantities and the solutions of the elastic

model requires to estimate the elastic parameters of Eq. (19) and Eq. (24). These

parameters (namely the elastic constants µ, ν, the eigenstrains εα, the lattice parameter

alat and the average atomic volume vat) are computed beforehand using small simulation

cells containing 4, 000 atoms.

All atomistic calculations are performed with Lammps software [52].

4.1. Lennard-Jones binary system

We first consider a FCC binary alloy AcABcB (with cA+cB = 1) modeled with a Lennard-

Jones (LJ) interatomic potential. To introduce a small size mismatch, we use a shifted

potential:

ELJ(∆, r) = 4εLJ

[

(

σLJ

r −∆

)12

−
(

σLJ

r −∆

)6
]

, (50)

and define the atomic interactions between pairs of atoms as:

EAA(r) = EAA(0, r),

EAB(r) = EAB(∆/2, r), (51)

EBB(r) = EBB(∆, r).

With ∆ ≪ σLJ , this definition allows to introduce a size mismatch without modifying

significantly the elastic properties of the alloy. LJ parameters, εLJ = 0.50722 eV and

σLJ = 2.57366 Å, were employed to reproduce physical properties similar to a transition

metal. In addition, a small value of ∆ = 0.01 Å ≃ 3.9 · 10−3σLJ was used. We checked

numerically that the random AB alloys modeled with this potential satisfy Vegard’s law

with an average equilibrium lattice spacing linearly dependent on the composition:

alat = aAcA + aBcB, (52)

with aA = 3.9744 Å and aB = 3.9896 Å, the equilibrium lattice parameters of the pure A

and B lattices respectively. We also computed the eigenstrains εA and εB from atomistic

calculations using the definition given in Eq. (7) and following the method described

in Ref. [21]. The result is shown as circles in Fig. 2.a. The linear dependence of the

eigenstrains on composition visible in this figure is expected since, if we assume Vegard’s

law and account for the fact that |aB − aA| ≪ aA, Eq. (7) simplifies to:

εA = −cB
aB − aA

aA
(53)

εB = cA
aB − aA

aA
(54)
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Figure 2. Lennard-Jones model: (a) Eigenstrains εA and εB and variance ∆ε
2 (see

Eq. (17)) as a function of composition. Atomistic data (open symbols) are compared to

the predictions of the model (dashed lines). (b) Isotropic shear modulus and Poisson’s

ratio obtained using Bacon-Scattergood average.

These linear functions are shown as dashed lines in Fig. 2.a and perfectly match the

numerical data. As a result, the variance of the eigenstrain, also shown in Fig. 2.a, is a

parabolic function given by:

∆ε2 = cAε
2
A + cBε

2
B =

(

aB − aA
aA

)2

cB(1− cB). (55)

We computed the average elastic constants of the AB random alloys as a function

of their composition. Isotropic elastic constants µ and ν were obtained using the Bacon-

Scattergood average [53, 54] and are shown in Fig. 2.b. As expected with the potential

used here, the shear modulus and Poisson’s ratio do not vary significantly (less than

1%) over the composition range. In the following, we will consider µ and ν independent

of the composition with values corresponding to the A0.5B0.5 alloy: µ = 171.1 GPa and

ν = 0.345.

Fig. 3.a displays with round symbols the MSD computed on the atomistic model as

a function of the alloy composition. The MSD is obtained from the difference between

the positions of the atoms and their lattice sites in the average alloy. We also report in

Fig. 3.a as a dashed curve, the MSD predicted by Eq. (19) or equivalently, by Eq. (43)

using a = 0.28alat. The elastic model reproduces very accurately the composition

dependence of the mean-square displacement, without fitting parameters. We note

that in this model alloy, the composition dependence of the mean square displacements

depends only on the variance ∆ε2 and thus shows the same parabolic behavior.

Fig. 3.b displays the MSSS as a function of composition. The atomistic results

compare well with the analytical prediction of Eq. (24) (or equivalently, Eq. (48) with

a = 0.23alat) shown as a dashed line. The 15% difference between both results can

be explained by the elastic anisotropy of the LJ system and the inadequacy of the

virial method to compute accurately atomic stresses as demonstrated in the literature
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Figure 3. Lennard-Jones model: mean square displacements (a) and shear stresses

(b) as a function of composition. Atomistic data (open symbols) are compared to the

predictions of the real space approach (Eqs. (19) and (24)) (full lines).

[55, 56, 57].

4.2. Al-Mg system

To go beyond the LJ model, we considered more realistic Al-Mg random alloys modeled

with the embedded atom method (EAM) potential of Liu et al. [50]. In this system, the

size difference between Al and Mg atoms remains reasonable and the elastic constants

display a moderate anisotropy, making it a good candidate to test the elastic model.

As before, we start by computing the elastic properties of the alloys as a function of

their composition. Fig. 4.a displays the eigenstrains εAl and εMg. In contrast with the

LJ model, the eigenstrains are no longer linear functions of the composition, revealing

a deviation from Vegard’s law. Due to this non-linearity, the variance ∆ε2 shown

with square symbols is significantly different than the parabolic shape of Fig. 2.a.

Fig. 4.b shows the shear modulus and Poisson’s ratio as a function of alloy composition.

While Poisson’s ratio varies only between 0.32 and 0.36, the shear modulus depends

significantly on composition and drops by 40% between Al0.9Mg0.1 and Al0.6Mg0.4.

The MSD andMSSS measured from molecular statics are shown with round symbols

in Fig. 5.a and b. They are compared to the prediction of Eq. (19) (or Eq. (43)) and

Eq. (24) (or Eq. (48)) where the eigenstrains and elastic constants are taken from Fig. 4.

Despite the complexity of the interatomic potential and the significant size

difference between Al and Mg atoms, the prediction of our elastic approach reproduces

very well the MSD and very satisfactorily the MSSS without adjusting parameters.
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Figure 4. Al-Mg alloy: (a) eigenstrains εAl and εMg and variance ∆ε
2, (b) isotropic

shear modulus and Poisson’s ratio as a function of the composition. Atomistic data

are shown as open symbols.
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Figure 5. Al-Mg alloy: mean square displacements (a) and shear stresses (b) as a

function of composition. Atomistic data (open circles) are compared to the predictions

of the model (open squares).

5. Discussion

We proposed two different elastic approaches to obtain the mean square displacement

and the mean square shear stress by treating an alloy as an elastic medium and the

atoms as elastic inclusions. In the real-space approach detailed in section 2, the atomic

displacements and stresses are computed as sums of the contributions of all surrounding

atoms and the MSD and MSSS are expressed as infinite sums over the lattice sites.

In section 3, we also propose a Fourier approach based on the microelasticity theory,

where the MSD and MSSS are obtained after averaging over the entire space and not

only at the atomic positions. As a consequence, these quantities do not depend on

the crystalline structure, but only on the atomic density. Therefore, the results of the

Fourier approach can be seen as long wavelengths approximations where the role of the
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crystalline lattice entering only the short wave-lengths terms has been discarded. Apart

from this, both real and Fourier approaches yield similar expressions for the MSD (see

Eq. (19) and Eq. (43)) and MSSS (see Eq. (24) and Eq. (48)). In particular, they are

all proportional to the variance of the eigenstrains, ∆ε2, which reduces to the square of

the size misfit parameter, δ2, if the alloy satisfies Vegard’s law. We therefore recover a

linear relation similar to the scaling proposed in Eq. (3) and observed by means of ab

initio calculations in Ref. [13] but different from that investigated in Ref. [18].

Interestingly, combining the real or equivalently spectral expressions of the MSSS

with the scaling relation in Eq. (4) derived in the framework of the depinning transition

[34] and assuming Vegard’s law, we obtain the following relation for the critical resolved

shear stress at 0 K:

τy0 ∼
〈τ 2〉2/3
Γ1/3

∼ 1

Γ1/3

(

µ
1 + ν

1− ν

)4/3

δ4/3, (56)

revealing exactly the same scaling as in Varvenne’s model (see Eq. (2)) between

the elastic constants µ and ν, the dislocation line tension Γ and the size mismatch

parameter. This demonstrates the equivalence between the energetic considerations

used in Varvenne’s model and the stress considerations at the basis of the depinning

transition theory. This agreement is a consequence of Betti’s reciprocal theorem [58],

which states the equivalence between both viewpoints: (i) looking at the interactions

between the stress field of a dislocation and solutes of different sizes as considered in Ref.

[8, 9, 17] and (ii) looking at the dislocation interaction with the stress field emerging

from the solid solution as considered here.

We also note that since in the elastic models 〈τ 2〉/µ2 ∼ 〈u2〉/a2lat, we have necessarily
τy0 ∼ 〈τ 2〉2/3 ∼ 〈u2〉2/3. This scaling is different from the linear relation between yield

stress and root mean square displacement proposed by Okamoto et al. [31]. However,

the yield stresses in Ref. [31] are experimental data extrapolated to 0 K, which may

involve error bars while a 4/3 scaling is not significantly different from a linear scaling,

especially for the limited range of the data set considered in Ref. [31].

Both the real- and Fourier-space approaches presented here have their pros and

cons. The real-space model has the advantage of being parameter free but it does

not allow for a straightforward nor insightful extension to anisotropic elasticity since

the displacement and stress fields around an inclusion are then not analytical [39, 49].

Extension to spatial correlations is also not relevant because it leads to complicated

intertwined sums. By way of contrast, the spectral model can be readily extended

to anisotropic crystals and can be used to obtain compact analytical expressions for

the spatial correlations of the displacement and stress fields. This justifies its use

in Part II of this article. The main drawback of the spectral method is to rely on

the adjustment of an internal parameter, a. This parameter can be adjusted on the

real-space geometric prefactor to account in an effective manner for the effect of the

crystalline lattice. Interestingly, this leads to slightly different expressions of a depending

on whether we consider the MSD (Eq. 44) or MSSS (Eq. 49). The reason is that the
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discretization of the real-space crystalline lattice as well as the Gaussian smearing used

in the spectral approach affect differently the displacements and stresses because of their

different spatial dependencies.

The comparison between the elastic model and atomistic calculations in the case

of Al-Mg alloys reveals the importance of using composition-dependent parameters as

input of the elastic model. In particular, the non-linearity of the eigenstrains and elastic

constants evidenced in Fig. 4 is essential to reproduce the MSD and MSSS of Fig. 5.

In other words, these results suggest that, in general, concentrated alloys can not be

considered as linear interpolations of pure metals and assuming Vegard’s law may lead

to significant errors in predicting quantities such as the MSD and MSSS and in turn,

the yield stress of the alloy.

Some differences were observed between the model predictions and atomistic

calculations that arise from the simplicity of the model. An important limitation consists

in modeling atoms as purely dilatational inclusions while the eigenstrains may include

shear components. The eigenstrain tensor may also vary with the local environment,

which could be readily included by incorporating the role of different environments as

done in Ref. [17]. Another simplifying assumption consists in neglecting the effect of

chemical interactions between atoms that can contribute to the atomic displacements

and stresses. Depending on the system, these chemical effects can impede the dislocation

and contribute significantly to solute strengthening as shown recently by Nag and Curtin

[59]. Another related issue is the role of the elastic constant mismatch between species,

which cannot be incorporated easily in this type of elastic model even though it is

considered to play an significant role in solid solution strengthening [7, 8, 10].

6. Conclusion

In this article, we developed two elastic models based respectively on real- and

Fourier-space approaches. Interestingly, both approaches show that the mean square

displacement and the mean square shear stress are proportional to the variance of

the eigenstrains ∆ε2 =
∑

α cαε
2
α, which appears as the main parameter to describe

displacements and stresses in random solid solutions. In Section 4, we compared

the prediction of the models to atomistic calculations and found that, despite their

simplifying assumptions (isotropic elasticity, no chemical contribution, pure dilatational

eigenstrains), the elastic models reproduce without fitting parameters the composition-

dependent MSD and MSSS obtained from molecular statics. We have however seen that

it is necessary to go beyond Vegard’s law to reproduce the MSD and MSSS, even in a

simple binary alloy as AlMg. Moreover, preliminary results suggest that incorporating

eigenstrain tensors that are not purely dilatational and depend on the local environment

may be required to predict the MSD and MSSS accurately in more complex alloys such

as high entropy alloys. This constitutes the main perspective of this work.
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Appendix A. Computation of
∑

α

∑

β εαεβ〈θ̃α(K)θ̃β(K)〉R

From the definition of θ̃α(K) in Eq. (28), we have

θ̃α(K)θ̃β(K) =
(vat
V

)2

e−a2K2

N
∑

n=1

N
∑

m=1

Pα(n)Pβ(m) exp(iK.(Rn −Rm)), (A.1)

where the sums run over all the inclusion sites. We consider first the case α =

β. Averaging over realizations and using the fact that the properties of Pα(n) are

independent of n, we find:

〈|θ̃α(K)|2〉R =
(vat
V

)2

e−a2K2

[

N〈P 2
α〉+ 〈Pα〉2

∑

n 6=m

exp(iK.(Rn −Rm))
]

(A.2)

=
(vat
V

)2

e−a2K2

[

N(〈P 2
α〉 − 〈Pα〉2) + 〈Pα〉2

∑

n,m

exp(iK.(Rn −Rm))
]

=
(vat
V

)2

e−a2K2

[

Ncα(1− cα) + c2α|S(K)|2
]

where S(K) =
∑

n exp(iK.Rn) is the structure factor of the inclusion lattice. In the

case α 6= β, using Eq. (6), we have:

〈θ̃α(K)θ̃β(K)〉R =
(vat
V

)2

e−a2K2〈Pα〉〈Pβ〉
∑

n 6=m

exp(iK.(Rn −Rm)) (A.3)

=
(vat
V

)2

e−a2K2

[

−N〈Pα〉〈Pβ〉+ 〈Pα〉〈Pβ〉|S(K)|2
]

=
(vat
V

)2

e−a2K2

[

−Ncαcβ + cαcβ|S(K)|2
]

.

Combining Eq. (A.2) and (A.3), we find:

Nelem
∑

α=1

Nelem
∑

β=1

εαεβ〈θ̃α(K)θ̃β(K)〉R =
(vat
V

)2

e−a2K2

[

N

Nelem
∑

α=1

Nelem
∑

β=1

εαεβ(cαδαβ − cαcβ)

(A.4)

+ |S(K)|2
Nelem
∑

α=1

Nelem
∑

β=1

εαεβcαcβ

]

.
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The first term between the square brackets yields the variance of the eigenstrains ∆ε2

since:

Nelem
∑

α=1

Nelem
∑

β=1

εαεβcα (δαβ − cβ) =

Nelem
∑

α

cαε
2
α −

(

Nelem
∑

α

cαεα

)2

= ∆ε2 (A.5)

Note that the average alloy assumption implies that
∑

α cαεα = 0 and thus the

variance simplifies to ∆ε2 =
∑

α cαε
2
α. In addition, this assumption also implies that

the second term between the square brackets of Eq. (A.4), proportional to (
∑

α cαεα)
2,

is zero. Finally, we have:

Nelem
∑

α=1

Nelem
∑

β=1

εαεβ〈θ̃α(K)θ̃β(K)〉R =
vat∆ε2

V
e−a2K2

(A.6)
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[18] W.G. Nöhring and W.A. Curtin. Correlation of microdistortions with misfit volumes in

high entropy alloys. Scripta Mater., 168:119–123, 2019.

[19] B. Yin and W.A. Curtin. Origin of high strength in the CoCrFeNiPd high-entropy alloy.

Mater. Res. Lett., 8(6):209–215, 2020.

[20] C. Varvenne and W.A. Curtin. Predicting yield strengths of noble metal high entropy

alloys. Scripta Mater., 142:92–95, 2018.

[21] B. Yin and W.A. Curtin. First-principles-based prediction of yield strength in the

RhIrPdPtNiCu high-entropy alloy. NJP Comp. Mater., 5(1):1–7, 2019.

[22] B. Yin, S. Yoshida, N. Tsuji, and W.A. Curtin. Yield strength and misfit volumes of

NiCoCr and implications for short-range-order. Nat. Comm., 11(1):2507, 2020.

[23] B. Yin, F. Maresca, and W.A. Curtin. Vanadium is an optimal element for strengthening

in both FCC and BCC high-entropy alloys. Acta Mater., 188:486–491, 2020.

[24] F. Maresca and W.A. Curtin. Mechanistic origin of high strength in refractory BCC high

entropy alloys up to 1900K. Acta Mater., 182:235–249, 2020.

[25] J.-W. Yeh, S.-Y. Chang, Y.-D. Hong, S.-K. Chen, and S.-J. Lin. Anomalous decrease in

X-ray diffraction intensities of Cu–Ni–Al–Co–Cr–Fe–Si alloy systems with multi-principal

elements. Mater. Chem. Phys., 103(1):41–46, 2007.

[26] Y. Zou, S. Maiti, W. Steurer, and R. Spolenak. Size-dependent plasticity in an

Nb25Mo25Ta25W25 refractory high-entropy alloy. Acta Mater., 65:85–97, 2014.

[27] H.S. Oh, D. Ma, G.P. Leyson, B. Grabowski, E.S. Park, F. Körmann, and D. Raabe.
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