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Special macroscopic modes and hypocoercivity

Abstract. We study linear inhomogeneous kinetic equations with an external confining potential
and a collision operator admitting several local conservation laws (local density, momentum and
energy). We classify all special macroscopic modes (stationary solutions and time-periodic solu-
tions). We also prove the convergence of all solutions of the evolution equation to such non-trivial
modes, with a quantitative exponential rate. This is the first hypocoercivity result with multiple
special macroscopic modes with constructive estimates depending on the geometry of the potential.

Keywords. Hypocoercivity; linear kinetic equations; collision operator; transport operator;
collision invariant; local conservation laws; micro/macro decomposition; commutators;
hypoellipticity; confinement potential; rotations; rotational invariance; symmetries; global
conservation laws; spectral gap; Poincaré-Korn inequality; Witten-Laplace operator; partially
harmonic potential; time-periodic solutions; classification of steady states; special macroscopic
modes

1. Introduction

Since the publication of Boltzmann’s paper [5] in 1876, the existence of time-periodic
steady states of the inhomogeneous Boltzmann equation in the whole Euclidean space
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is known, in presence of an external harmonic potential. As explained in [10, p. 147],
“equilibrium is not necessarily achieved in an harmonic field. [...] [D]ensity, velocity
and temperature oscillate with the natural frequency of the field or with twice such a
frequency.” Beyond such remarks, the classification of the steady states according to the
symmetries of the domain or the symmetries of the external potential remained untouched
for more than a century, although some special solutions were known [10,44]. When sym-
metry partially or completely breaks, this turns out to be a difficult issue. With symmetry,
special modes have to be taken into account in some configurations and local collision
laws of the collision operator add significant difficulties to the understanding of the con-
vergence in asymptotic regimes in all cases, even if there is no particular symmetry.
Without external potential and for a bounded domain, the problem has been studied

in [12]. In presence of a given external potential, the question was so far open and our first
result is to classify all steady solutions for linear kinetic equations with collision operat-
ors satisfying the local conservation laws of physics. Even more difficult is the problem
of the stability of the (possibly time-periodic) steady states and the proof of the conver-
gence to such states, with an exponential rate, for inhomogeneous kinetic equations. The
question goes back to the celebrated 𝐻-theorem of Boltzmann, but became quantitative
only recently with the theory of hypocoercivity. All results involving an external potential
deal with collision operators admitting only one collision invariant, up to a few attempts
like [15,16] which discard special modes, with non-constructive methods. Our second res-
ult gives the very first answer to the question of the convergence rate in the whole space
for an external potential without any a priori symmetry, using an entirely new scheme
made of a cascade of several hypocoercive estimates. Alternatively we also propose a
commutator method in the spirit of [27, 46].
Even when the potential has no specific symmetry, which forbids the existence of

any special mode other than the standard stationary solution, the fact that the collision
operator admits several collision invariants is a source of difficulties: when the potential
is almost symmetric, convergence rates get deteriorated and the geometric properties of
the potential have therefore to be taken into account. The notion of steady states, defined as
the set of attractors in large time asymptotics, is widely used in physics, and corresponds
in our case to minimizers of the mathematical entropy (that is, the physical entropy, up
to the sign). In this paper we shall speak of special macroscopic modes in relation with
special symmetries of the potential.

1.1. Equation and assumptions

Consider the kinetic equation

𝜕𝑡 𝑓 = L 𝑓 := T 𝑓 + C 𝑓 , 𝑓 |𝑡=0 = 𝑓0 , (1.1)

for the unknown distribution function 𝑓 = 𝑓 (𝑡, 𝑥, 𝑣) depending on the time variable 𝑡 ≥ 0,
the position variable 𝑥 ∈ R𝑑 , and the velocity variable 𝑣 ∈ R𝑑 , where 𝑑 ≥ 1 is an arbitrary
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dimension. The transport operator T is given by

T 𝑓 := − 𝑣 · ∇𝑥 𝑓 + ∇𝑥𝜙 · ∇𝑣 𝑓

with a stationary, position dependent potential 𝜙 : R𝑑 → R. We assume that the linear
collision operator C is acting only along the velocity variable 𝑣 ∈ R𝑑 , is self-adjoint in
L2 (`−1), with weight given by the local Maxwellian function

∀ 𝑣 ∈ R𝑑 , `(𝑣) := 𝑒−|𝑣 |
2/2

(2 𝜋)𝑑/2
, (1.2)

and has the (𝑑 + 2)-dimensional kernel of collision invariants given by

KerC = Span
{
`, 𝑣1 `, . . . , 𝑣𝑑 `, |𝑣 |2 `

}
, (H0)

corresponding to the local conservation of mass, momentum and energy. Here L2 (`−1) is
the subspace of L2loc (R

𝑑 , d𝑣) of the functions 𝑓 such that

‖ 𝑓 ‖L2 (`−1) :=
(∫
R𝑑

| 𝑓 |2
`(𝑣) d𝑣

)1/2
is finite.
We assume that C satisfies the following spectral gap property (which is a quantitative

version of the spatially homogeneous linearized 𝐻-theorem)

−
∫
R𝑑

(
C 𝑓 (𝑣)

)
𝑓 (𝑣) `(𝑣)−1 d𝑣 ≥ cC ‖ 𝑓 − Π 𝑓 ‖2L2 (`−1) (H1)

for some constant cC > 0 and all 𝑓 in the domain of C , where Π denotes the L2 (`−1)-
orthogonal projection ontoKerC . Moreover, we suppose that for any polynomial function
𝑝(𝑣) : R𝑑 → R of degree at most 4, the function 𝑝 ` is in the domain of C and

𝐶 (𝑝) := ‖C (𝑝 `)‖L2 (`−1) < ∞ . (H2)

We provide examples of collision operators satisfying these conditions in Appendix C.1,
including the linearized Boltzmann and Landau operators.
Throughout the paper, we assume that the potential 𝜙 : R𝑑 → R is such that 𝜌(𝑥) :=

𝑒−𝜙 (𝑥) is a centred probability density, i.e.,∫
R𝑑
𝜌(𝑥) d𝑥 = 1 and

∫
R𝑑
𝑥 𝜌(𝑥) d𝑥 = 0 . (H3)

We also assume that 𝜙 is of class 𝐶2 (R𝑑;R), and for all Y > 0, there exists a constant 𝐶Y

such that
∀ 𝑥 ∈ R𝑑 , |∇2𝑥𝜙(𝑥) | ≤ Y |∇𝑥𝜙(𝑥) |2 + 𝐶Y , (H4)

where ∇2𝑥𝜙 denotes the Hessian matrix of 𝜙. We further assume that the measure 𝜌(𝑥) d𝑥
satisfies the Poincaré inequality with a constant 𝑐P > 0,

𝑐P

∫
R𝑑

|𝜑 − 〈𝜑〉|2 𝜌 d𝑥 ≤
∫
R𝑑

|∇𝑥𝜑|2 𝜌 d𝑥 , (H5)
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for all 𝜑 ∈ L2 (𝜌), where
〈𝜑〉 :=

∫
R𝑑
𝜑 𝜌 d𝑥

is the average of 𝜑. Here L2 (𝜌) is the subspace of L2loc (R
𝑑 , d𝑥) of the functions 𝜑 such

that ‖𝜑‖2L2 (𝜌) =
∫
R𝑑

|𝜑 |2 𝜌 d𝑥 is finite.
We assume moment bounds on 𝜌, namely∫

R𝑑

(
|𝑥 |4 + |𝜙|2 + |∇𝑥𝜙|4

)
𝜌 d𝑥 ≤ C𝜙 (H6)

for some constant C𝜙 > 0. We also introduce the normalization〈
∇2𝑥𝜙

〉
=

∫
R𝑑

∇2𝑥𝜙 𝜌 d𝑥 = Id𝑑×𝑑 , (H7)

where Id𝑑×𝑑 the identity matrix of size 𝑑. The assumption that 〈∇2𝑥𝜙〉 is diagonal is not a
restriction since it can be obtained through a rotation in position space. Note that the same
rotation in velocity space leaves the kinetic equation invariant and all assumptions made
so far remain valid. The stronger assumption (H7) is made for notational simplicity, and a
discussion of the general case is given in Appendix C.3.
The potential

𝜙(𝑥) := (1 + |𝑎𝛾 𝑥 |2)𝛾/2 − 𝑍𝛾 ,

with 𝛾 > 1 and real normalization constants 𝑎𝛾 , 𝑍𝛾 , satisfies (H3)–(H4)–(H5)–(H6)–(H7).
See Appendix C.2 for other examples. No sign is assumed on 𝑓 : one should think of 𝑓
as a real valued fluctuation around the equilibrium in the nonlinear Boltzmann or Landau
equation (see Appendix C.1). Throughout this article we shall refer to (H1) and (H5) as
spectral gap properties, and to (H2) and (H6) as bounded moment properties. These are
the structural assumptions on C and 𝜙 for our theory.
Finally, since we are concerned with large time asymptotic behaviour, we require that

the evolution equation (1.1) is well-posed, a condition which is satisfied by our standard
examples of application, and assume that

𝑡 ↦→ 𝑒𝑡L is a strongly continuous semi-group on the space L2 (M−1), (H8)

whereM is the global Maxwellian equilibrium function given by

∀ (𝑥, 𝑣) ∈ R𝑑 × R𝑑 , M(𝑥, 𝑣) := 𝜌(𝑥) `(𝑣) = 𝑒−
1
2 |𝑣 |

2−𝜙 (𝑥)

(2 𝜋)𝑑/2
, (1.3)

and the space L2 (M−1) is the subspace of L2loc (R
𝑑 × R𝑑 , d𝑥 d𝑣) of the functions 𝑓 such

that

‖ 𝑓 ‖L2 (M−1) :=
(∬
R𝑑×R𝑑

| 𝑓 |2
M d𝑥 d𝑣

)1/2
is finite.
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1.2. The main result

From here on, we assume the normalization conditions (H3)–(H7). The function M
defined by (1.3) is a stationary solution of (1.1) but it is not the unique attractor of the time-
dependent solutions of (1.1), even up to a mass normalization. Let us introduce a larger
class of steady states. Special macroscopic modes of (1.1) are the solutions 𝐹 = 𝐹 (𝑡, 𝑥, 𝑣)
to the system

C 𝐹 = 0 , 𝜕𝑡𝐹 = T 𝐹 . (1.4)

Of course we read from (H0) that 𝐹 = 𝛼M, 𝛼 ∈ R, is a special macroscopic mode but we
also look for solutions to (1.4) that can be written as

𝐹 =
(
𝑟 (𝑡, 𝑥) + 𝑚(𝑡, 𝑥) · 𝑣 + 𝑒(𝑡, 𝑥) 𝔈(𝑣)

)
M , (1.5)

for some functions 𝑟 , 𝑚 and 𝑒 with values respectively in R, R𝑑 and R, with

𝔈(𝑣) := |𝑣 |2 − 𝑑
√
2 𝑑

. (1.6)

The energy mode 𝐹 = 𝛽H M, 𝛽 ∈ R, is another stationary solution to (1.4) where H
defined by

H(𝑥, 𝑣) := 1
2

(
|𝑣 |2 − 𝑑

)
+ 𝜙(𝑥) − 〈𝜙〉 (1.7)

is the Hamiltonian energy associated with the characteristics of the transport equation
𝜕𝑡 𝑓 = T 𝑓 . As we shall see in Section 2.1, it turns out that the linear combination of
global Maxwellian equilibrium functions and energy modes are the only special mac-
roscopic modes for “generic potentials”. Other special macroscopic modes are available
under additional symmetry properties of 𝜙 as observed by L. Boltzmann in [5]. These
modes deserve some explanations.
The set of infinitesimal rotations compatible with 𝜙 defined as

R𝜙 :=
{
𝑥 ↦→ 𝐴 𝑥 : 𝐴 ∈ 𝔐skew

𝑑×𝑑 (R) s.t. ∀ 𝑥 ∈ R
𝑑 , ∇𝑥𝜙(𝑥) · 𝐴 𝑥 = 0

}
(1.8)

is identified with a subset of the space of skew-symmetric matrices

𝔐skew
𝑑×𝑑 (R) :=

{
𝐴 ∈ 𝔐𝑑×𝑑 (R) : 𝑇𝐴 = − 𝐴

}
.

In other words, 𝐴 ∈ R𝜙 if and only if 𝜙 is invariant by the rotation group \ ↦→ 𝑒\𝐴, i.e.,

∀ (\, 𝑥) ∈ R × R𝑑 , 𝜙
(
𝑒\𝐴𝑥

)
= 𝜙(𝑥) .

The set R𝜙 gives rise to the set of rotation modes compatible with 𝜙 defined by

ℜ𝜙 :=
{
(𝑥, 𝑣) ↦→ (𝐴 𝑥 · 𝑣) M(𝑥, 𝑣) : 𝐴 ∈ R𝜙

}
.

Functions in ℜ𝜙 are stationary solutions of (1.4) associated to all invariances of 𝜙 under
rotation.
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There are also some time-periodic special macroscopic modes when 𝜙 has harmonic
directions. Let us define

𝐸𝜙 := SpanR𝑑
(
{∇𝑥𝜙(𝑥) − 𝑥}𝑥∈R𝑑

)
, 𝑑𝜙 := dim 𝐸𝜙 . (1.9)

Notice that 𝐸𝜙 is a subspace of R𝑑 and 𝑑𝜙 ≤ 𝑑. Alternatively, we can characterize 𝑑𝜙 by

𝑑𝜙 = dim SpanL2 (𝜌)
( {
𝜕𝑥𝑖𝜙

}
𝑖=1,...,𝑑 ∪ {𝑥𝑖}𝑖=1,...,𝑑

)
− 𝑑

and choose cartesian coordinates (𝑥1, 𝑥2, . . . , 𝑥𝑑) such that 𝜕𝑥𝑖𝜙 = 𝑥𝑖 if and only if 𝑖 ∈
𝐼𝜙 := {𝑑𝜙 + 1, . . . , 𝑑}. We face three different cases.
B The case 𝑑𝜙 = 𝑑 is called fully non-harmonic: 𝐸𝜙 =R𝑑 and 𝜙 has no harmonic direction
and it that case, as we shall see below, there are no time-periodic solutions.
B In the case 1 ≤ 𝑑𝜙 ≤ 𝑑 − 1, the potential is called partially harmonic. In the harmonic
coordinates 𝑥𝑑𝜙+1, . . . , 𝑥𝑑 , we have 𝜕𝑥𝑖𝜙 = 𝑥𝑖 and define harmonic directional modes by

𝔇𝜙 := Span
{
(𝑥𝑖 cos 𝑡 − 𝑣𝑖 sin 𝑡) M , (𝑥𝑖 sin 𝑡 + 𝑣𝑖 cos 𝑡) M : 𝑖 ∈ 𝐼𝜙

}
. (1.10)

Harmonic directional modes are also defined if 𝑑𝜙 = 0. By convention, we set𝔇𝜙 := {0}
if 𝑑𝜙 = 𝑑. All functions in𝔇𝜙 are solutions to (1.4) which correspond to an inertia-driven
oscillation of period 1 of particles in a potential well along a direction in 𝐸⊥

𝜙
. These modes

are independent of each other.
B In the case 𝑑𝜙 = 0, the potential is called fully harmonic and 𝜙(𝑥) = 12 |𝑥 |

2 + 𝑑
2 log(2 𝜋).

In addition to the harmonic directional modes, the set of harmonic pulsating modes

𝔓𝜙 := Span
{ (
1
2

(
|𝑥 |2 − |𝑣 |2

)
cos(2 𝑡) − 𝑥 · 𝑣 sin(2 𝑡)

)
M ,(

1
2

(
|𝑥 |2 − |𝑣 |2

)
sin(2 𝑡) + 𝑥 · 𝑣 cos(2 𝑡)

)
M

}
(1.11)

is also made of solutions to (1.4). By convention, we set𝔓𝜙 = {0} if 𝑑𝜙 ≥ 1. These mac-
roscopic modes correspond to a radially symmetric pulsation of period 1/2 of particles in
the potential well.
Summing up the above observations, we have obtained special macroscopic modes of

the form
𝐹 = 𝛼M + 𝛽H M + 𝐴 𝑥 · 𝑣M + 𝐹dir + 𝐹pul (1.12)

where 𝛼, 𝛽 ∈ R, (𝑥 ↦→ 𝐴𝑥) ∈ R𝜙 , 𝐹dir ∈𝔇𝜙 and 𝐹pul ∈𝔓𝜙 . With these definitions at hand,
we can now state the main result of this paper.

Theorem 1.1 (Special macroscopic modes and hypocoercivity). Assume that the poten-
tial 𝜙 and the collision operator C satisfy the assumptions (H0)–(H1)–(H2)–(H3)–(H4)–
(H5)–(H6)–(H7)–(H8). Then
(1) All special macroscopic modes of (1.4) are given by (1.12), i.e., are linear combin-

ations of the Maxwellian, the energy mode, rotation modes compatible with 𝜙, and
harmonic directional or pulsating modes if allowed by 𝜙.
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(2) There are explicit constants 𝐶 > 0 and ^ > 0 such that, for any 𝑓 ∈ C
(
R+; L2 (M−1)

)
solving (1.1) with initial datum 𝑓0 ∈ L2 (M−1), there exists a unique special macro-
scopic mode 𝐹 such that

∀ 𝑡 ≥ 0 , ‖ 𝑓 (𝑡) − 𝐹 (𝑡)‖L2 (M−1) ≤ 𝐶 𝑒−^ 𝑡 ‖ 𝑓0 − 𝐹 (0)‖L2 (M−1) .

The constants in the decay estimate being explicit means that the proof is constructive and
provides a finite algorithm for computing 𝐶 and ^.
In the following, the norm and scalar product without subscript, ‖ · ‖ and 〈·, ·〉, refer

to the space L2 (M), so that

‖ℎ‖2 =
∬
R𝑑×R𝑑

|ℎ|2M d𝑥 d𝑣 = 〈ℎ, ℎ〉 . (1.13)

With ℎ := 𝑓 /M, ℎ0 := 𝑓0/M and ℎ ‖ := 𝐹/M, Part (2) of Theorem 1.1 amounts to

∀ 𝑡 ≥ 0 ,
ℎ(𝑡) − ℎ ‖ (𝑡) ≤ 𝐶 𝑒−^ 𝑡

ℎ0 − ℎ ‖ (0) .
When considering functions of 𝑥 only, the L2 (𝜌)-norm coincides with the L2 (M)-norm.
We recall that 〈·〉 stands for the average with respect to 𝜌 d𝑥.
In Theorem 1.1, the constants 𝐶 and ^ depend only on bounded moments constants,

spectral gap constants or explicitly computable quantities associated to 𝜙 such as the
rigidity constant (to be defined later) which admits a quantitative estimate. Moreover,
the special macroscopic mode 𝐹 can be explicitly computed in terms of the initial data 𝑓0
(see Section 2.2).

1.3. Framework, comments and methods

During the last two decades, new hypocoercive methods were developed for the study of
spatially inhomogeneous kinetic equations. Many linear or nonlinear models were tackled,
including Fokker-Planck, Boltzmann and Landau equations in various geometries, ran-
ging from bounded domains to the whole Euclidean space, with or without confining
potentials. The central issue is the trend to equilibrium for these equations, in the spirit of
the celebrated H-Theorem by Boltzmann on the decay of the entropy, but with constructive
estimates which measure the rate of convergence towards asymptotic regimes described
by steady states. The set of steady states is not fully characterized by the entropy dissipa-
tion, but also depends on the transport operator and the geometric setting governed either
by boundary conditions or by properties of the potential. The goal of this paper is to make
the notion of steady states explicit by classifying all special macroscopic modes, and to
derive quantitative estimates on the rate of convergence, with explicit constants.
Let us give a brief account of the literature. In a series of papers [20–22] on Landau,

Boltzmann and Vlasov-Boltzmann equations in a periodic box, Y. Guo used micro-macro
methods inspired from Grad’s 13 moments method introduced in [17]. The approach
of [12] relies on the derivation of a suitable set of ordinary differential inequalities.
It provides an algebraic rate of convergence to equilibrium under strong smoothness
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assumptions on the solution. The study of linear inhomogeneous kinetic equations with
single conservation laws, such as the linear Boltzmann or Fokker-Planck equations, and
nonlinear equations in a nonlinear but perturbative regime, took advantage of various
ideas of the theory of hypoellipticity, for instance of [29], and gave rise to robust Hil-
bertian hypocoercive methods. T. Gallay coined the word hypocoercivity, by analogy
with hypoellipticity, when coercivity is degenerate in the ambient space but recovered
using commutators, in the context of convergence to steady states. Hypocoercivity is
well adapted to kinetic equations with general collision operators. We refer to the mem-
oir [46] by C. Villani for an overview of the initial developments of this theory and
to [13, 14, 26, 27, 36] for various other contributions in exponentially weighted spaces.
The theory of enlargement of spaces of [18] allows to extend convergence rates to larger,
and physically more relevant, polynomially weighted spaces.
Usually, explicit and constructive estimates cannot be obtained via compactness argu-

ments. Such estimates are essential for applications in physics (typical time-scale for
relaxation) but also for a wide array of mathematical questions: range of validity of per-
turbation methods applied to nonlinear kinetic equations, conditions of convergence in
the study of diffusive or macroscopic limits, control of the limiting processes leading to
hydrodynamical equations when the Knudsen number tends to zero, control of the range of
parameters, time and length scales in the corresponding asymptotic regimes, etc. Among
a huge literature, we can refer for instance to [3, 45] and to [7, 23, 28] in polynomially
weighted spaces.
In this article, we focus on an important and old problem. We study kinetic equa-

tions involving an external confining potential as well as several local conservation laws
in the collision process. The linear problem was solved for a fully harmonic potential
in [15] and under full asymmetry assumptions on the potential in [16], both with non-
constructive arguments and for well-prepared initial data so that, in particular, there are no
special macroscopic modes beyond the Maxwellian stationary solution. Such an assump-
tion destroys the rich structure of special macroscopic modes and bypasses the non-trivial
consequences of the geometric properties of the potential on convergence rates. Our con-
tribution is precisely the study of these consequences, which requires new methods, by
classifying all special macroscopic modes and proving hypocoercivity results with con-
structive convergence rates in a natural Hilbertian structure. As in [15,16], we restrict our
analysis to the linear framework and, for simplicity, to exponentially weighted spaces, but
cover rather general confining potentials and discuss the consequences of their geometric
properties in terms of symmetry, partial symmetry or lack of symmetry under rotations.
On the one hand, the extension of our results to polynomially weighted spaces in the
spirit of [18] is probably doable. On the other hand, nonlinear stability for Boltzmann and
Landau equations with confining potentials, close to special macroscopic modes, presents
additional difficulties.
The special macroscopic modes other than the global Maxwellian stationary solutions

and the energy modes are consequences of the symmetries of the potential. Some of these
modes are known in the literature, although no systematic study seems to have been done.
From the point of view of mechanics, any function 𝐹 (𝑥, 𝑣) = 𝐺

(
H(𝑥, 𝑣), 𝐴 𝑥 · 𝑣

)
is a sta-
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tionary solution of the transport equation where 𝐴𝑥 · 𝑣 is known as the angular momentum
generated by 𝐴 ∈ 𝔐𝑑×𝑑 (R). The property that there is no other stationary solution, under
appropriate conditions, is known in astrophysics as Jeans’ theorem (usually considered
with a potential induced by a mean field coupling) and has to do with Noether’s the-
orem: see [4] and references therein. Of course the only profile 𝐺 compatible with (H0)
is 𝐺 (h, 𝑎) = 𝑝(h, 𝑎) 𝑒−h where 𝑝 is a polynomial of order at most two. Proving that any
stationary solution of (1.1) has to solve (1.4) is also known as a factorization result.
The existence of time-periodic steady states for the fully harmonic potential was

shown by L. Boltzmann in [5] and is mentioned in some references: see for instance [6,
10,19,44]. In [19], time-periodic modes are called breathing modes. The consideration of
partially harmonic potentials and their corresponding harmonic directional modes seems
to be new. The fact that special macroscopic modes also exist for the nonlinear Boltzmann
equation is discussed in Appendix C.5.
Now let us review some of the tools which are used in our paper. To estimate the

convergence rate, a major difficulty is to quantify “how far” the potential 𝜙 is from hav-
ing certain partial symmetries. Inspired by [11, 12], we use some Korn inequalities for
bounded domains which go back to [32, 33] and adapt them to the Euclidean space, in
presence of a confining potential: see [9]. A typical quantity involved in our approach is
the rigidity constant

𝑐K := min
{∫
R𝑑

|∇𝜙(𝑥) · 𝐴 𝑥 |2 𝜌(𝑥) d𝑥 :

𝐴 ∈ R⊥
𝜙 such that

∫
R𝑑

|𝐴 𝑥 |2 𝜌(𝑥) d𝑥 = 1
}
> 0 , (1.14)

where R⊥
𝜙
is the orthogonal complement in L2 (𝜌) of the set R𝜙 defined in (1.8). The

time-periodic special macroscopic modes in 𝔇𝜙 and 𝔓𝜙 , defined in (1.10) and (1.11)
respectively, are related to the (partial) harmonicity of 𝜙 and another difficulty is to
quantify “how far” the potential 𝜙 is from being (partially) harmonic. As for Korn type
inequalities, the analysis relies on the finite dimension of the space 𝐸𝜙 defined in (1.9).
The spectral gap assumptions (H1) in 𝑣 and (H5) in 𝑥 reflect the corresponding con-

fining properties respectively in velocity and space. The Poincaré inequality introduced
in (H5) is linked with the natural Hodge Laplacian associated to the geometry, sometimes
called the Witten Laplacian. Denote by ∇∗

𝑥 the adjoint of ∇𝑥 in L2 (𝜌) acting on vector
fields 𝜑 : R𝑑 → R𝑑 according to ∇∗

𝑥 · 𝜑 = (−∇𝑥 + ∇𝑥𝜙) · 𝜑. The Witten-Laplace operator
∇∗
𝑥 · ∇𝑥 is self-adjoint in L2 (𝜌), with kernel spanned by constant functions and its first
non-zero eigenvalue determines the optimal Poincaré constant 𝑐P. The operator

Ω := ∇∗
𝑥 · ∇𝑥 + 1 = −Δ𝑥 + ∇𝑥𝜙 · ∇𝑥 + 1 (1.15)

is used in the 0th-order Poincaré inequality

𝑐P,1 ‖𝜑 − 〈𝜑〉‖2 ≤
Ω− 12 ∇𝑥𝜑

2
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which holds for some constant 𝑐P,1 > 0 under assumptions (H5) and (H4), in the spirit of
Poincaré-Lions inequalities studied in [9].
We provide two proofs of Theorem 1.1. The first proof follows a micro-macro decom-

position as in [20–22] and [16]. Due to the lack of a priori symmetry assumptions and the
delicate interaction of local conservation laws corresponding to the collision invariants
with the potential, the complexity is significantly increased. There are also deep similar-
ities with the analysis of hyperbolic equations with damping studied in [24, 39, 40] after
the seminal paper [30] by S. Kawashima and Y. Shizuta. The second proof is given under
slightly more restrictive hypotheses, namely that the collision operator C is bounded and
𝜙 has bounded derivatives of order two and more. The method is based on commutator
estimates as in [27,36,46] in the spirit of the hypoellipticity theory of [29]. In practice, an
elegant triple cascade of commutators based on the equality [∇𝑣 , 𝑣 · ∇𝑥] = ∇𝑥 is needed
to control all macroscopic quantities.
The plan of the article is the following. In Section 2, we review all possible conser-

vation laws and their relations with the special macroscopic modes. Then we present the
so-called macroscopic equations associated to the evolution equation (1.1) and perform a
change of unknown in order to work in a simplified Hilbertian framework. In Section 3, we
classify all steady states of (1.1) and prove that they correspond to the special macroscopic
modes. At this stage, we already use entropy-dissipation arguments in order to prove that
factorization occurs and reduce the problem to (1.4). In Section 4, we prove the remaining
part of Theorem 1.1, that is, the hypocoercivity result, using the micro-macro method.
In Section 5 we expose the second proof based on the commutator’s method. A number
of technical results are collected in two appendices. Appendix A collects some compu-
tations and intermediate lemmata needed in the proofs. For completeness, an extension
to weakly coercive collision operators is given in Appendix B. Appendix C is devoted to
examples and remarks, for instance on the normalization, including a spectral interpreta-
tion of Theorem 1.1, the extension of our special macroscopic modes to the fully nonlinear
Boltzmann equation, and various examples of collision operators and potentials.

2. Conservation laws and macroscopic equations

In this section we characterize the special macroscopic modes, as defined by (1.4), for
generic potentials. We also identify the global conservation laws and the macroscopic
equations associated to (1.1). From here on, we assume that (H6) holds. This assumption
is needed to justify the computations, which are given below only at formal level, for sake
of simplicity.

2.1. The equations for the special macroscopic modes

We recall that by (1.5), any special macroscopic mode 𝐹 can be written as

𝐹 = ℎ ‖ M , ℎ ‖ = 𝑟 + 𝑚 · 𝑣 + 𝑒 𝔈(𝑣) .
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By (1.4), we know that 𝜕𝑡𝐹 = T 𝐹. By integrating in 𝑣 the evolution equation against 1, 𝑣,
𝑣 ⊗ 𝑣 and 𝑣𝔈, we obtain macroscopic equations on the macroscopic quantities 𝑟 = 𝑟 (𝑡, 𝑥),
𝑚 = 𝑚(𝑡, 𝑥) and 𝑒 = 𝑒(𝑡, 𝑥):

𝜕𝑡𝑟 = ∇∗
𝑥 · 𝑚 , (2.1a)

𝜕𝑡𝑚 = −∇𝑥𝑟 +
√︃
2
𝑑
𝑒 ∇𝑥𝜙 (2.1b)

𝜕𝑡𝑒 = −
√︃
2
𝑑
∇𝑥 · 𝑚 , (2.1c)

1√
2 𝑑

(𝜕𝑡𝑒) Id𝑑×𝑑 = −∇sym𝑥 𝑚 , (2.1d)

0 = ∇𝑥𝑒 , (2.1e)

where the symmetric gradient is defined by

∀ 𝑖, 𝑗 = 1, . . . , 𝑑 , (∇sym𝑥 𝑚)𝑖 𝑗 :=
1
2
(
𝜕 𝑗𝑚𝑖 + 𝜕𝑖𝑚 𝑗

)
. (2.2)

From (2.1e), we deduce that 𝑒 does not depend on the space variable, and therefore

𝑒 = 〈𝑒〉 =: 𝑐 (2.3)

is a function 𝑡 ↦→ 𝑐(𝑡) depending on 𝑡 only. We recall that the average is defined as 〈𝜑〉 :=∫
R𝑑
𝜑 𝜌 d𝑥. Then we read from (2.1d) that

𝑐′√
2 𝑑
Id𝑑×𝑑 = −∇sym𝑥 𝑚 . (2.4)

By the Schwarz Lemma applied to 𝑚 = (𝑚𝑘 )𝑑𝑘=1, we have

(∇2𝑥𝑚𝑘 )𝑖, 𝑗 = 𝜕2𝑥𝑖 𝑥 𝑗
𝑚𝑘 = 𝜕𝑥𝑖 (∇sym𝑚) 𝑗 ,𝑘 + 𝜕𝑥 𝑗

(∇sym𝑚)𝑖,𝑘 − 𝜕𝑥𝑘 (∇sym𝑚)𝑖, 𝑗 (2.5)

for any 𝑖, 𝑗 , 𝑘 = 1, . . . , 𝑑. By differentiating (2.4) with respect to 𝑥𝑖 , 𝑥 𝑗 and 𝑥𝑘 , we get that
∇2𝑥𝑚 = 0, so that in particular the skew-symmetric gradient, defined by

∀ 𝑖, 𝑗 = 1, . . . , 𝑑 , (∇skew𝑥 𝑚)𝑖 𝑗 :=
1
2
(
𝜕 𝑗𝑚𝑖 − 𝜕𝑖𝑚 𝑗

)
, (2.6)

is constant in the 𝑥-variable and equal to its average. Together with (2.4), using ∇𝑥𝑚 =

∇skew𝑥 𝑚 + ∇sym𝑥 𝑚, we deduce that

𝑚(𝑡, 𝑥) = 〈∇𝑚〉 𝑥 + 〈𝑚〉 = 𝐴(𝑡) 𝑥 + 𝑏(𝑡) − 1√
2 𝑑
𝑐′(𝑡) 𝑥 , (2.7)

with 𝐴(𝑡) := 〈∇skew𝑥 𝑚〉 and 𝑏(𝑡) := 〈𝑚〉. Taking (2.3) and (2.7) into account in (2.1b) implies

∇𝑥𝑟 = − 𝜕𝑡𝑚 +
√︃
2
𝑑
𝑒 ∇𝑥𝜙 = − 𝐴′ 𝑥 − 𝑏′ + 1√

2 𝑑
𝑐′′ 𝑥 +

√︃
2
𝑑
𝑐 ∇𝜙 .

Taking the skew-symmetric gradient of this equation gives 0 = −𝐴′. Hence 𝐴 is a skew-
symmetric matrix which does not depend on 𝑡 and

𝑚(𝑡, 𝑥) = 𝐴 𝑥 + 𝑏(𝑡) − 1√
2 𝑑
𝑐′(𝑡) 𝑥 . (2.8)
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Taking (2.3) and (2.8) into account, we can then take the primitive in space of (2.1b) and
we immediately deduce that the macroscopic density satisfies

𝑟 (𝑡, 𝑥) = 𝑟0 − 𝑏′(𝑡) · 𝑥 + 1
2
√
2 𝑑
𝑐′′(𝑡) b2 (𝑥) +

√︃
2
𝑑
𝑐(𝑡) b𝜙 (𝑥) (2.9)

where 𝑟0 is an integration constant,

b2 (𝑥) := |𝑥 |2 − 〈|𝑥 |2〉 (2.10)

and
b𝜙 (𝑥) := 𝜙 − 〈𝜙〉 . (2.11)

An integration against 𝜌 shows that 𝑟0 = 〈𝑟 (𝑡, ·)〉 is in fact independent of 𝑡. Inserting the
expressions of 𝑟 and 𝑚 given by (2.8) and (2.9) into (2.1a) yields a differential equation
satisfied by 𝐴, 𝑏(𝑡) and 𝑐(𝑡):

Proposition 2.1. Assume that 𝑟 , 𝑚 and 𝑒 solve (2.1). With the above notations, 𝐴(𝑡) :=
〈∇skew

𝑥 𝑚〉, 𝑏(𝑡) := 〈𝑚〉 and 𝑐(𝑡) := 〈𝑒〉 solve

2 b𝜙 (𝑥)+∇𝑥 𝜙 ·𝑥−𝑑√
2 𝑑

𝑐′ + b2 (𝑥)
2
√
2 𝑑
𝑐′′′ − ∇𝑥𝜙 · 𝑏 − 𝑏′′ · 𝑥 − ∇𝑥𝜙 · 𝐴 𝑥 = 0 . (2.12)

Equation (2.12) suggests, on the one hand, that (partial) harmonicity of the potential
𝜙 allows for non-trivial choices of 𝑏 and 𝑐, as we shall indeed see later. On the other
hand, for a generic potential 𝜙 in the sense that the functions 1, 𝑥, 𝜙, ∇𝑥𝜙 · 𝑥, ∇𝜙, |𝑥 |2 and
∇𝑥𝜙 · 𝐴 𝑥 (if 𝐴 ≠ 0) are linearly independent, equation (2.12) implies that

𝑐′ = 0 , 𝑏 = 0 and 𝐴 = 0 ,

so that 𝑟 = 𝑟0 + 𝑐
√︃
2
𝑑
b𝜙 , 𝑚 = 0 and 𝑒 = 𝑐, for two constants 𝑟0 and 𝑐 ∈ R. In other words,

we have
ℎ ‖ = 𝑟0 +

√︃
2
𝑑
𝑐H −

√︃
2
𝑑
𝑐
(
〈𝜙〉 − 𝑑

2
)

if 𝜙 is not a (partially) harmonic potential: any special macroscopic mode is then a linear
combination of a Maxwellian function and an energy mode.

2.2. Global conservation laws

Consider a solution 𝑓 ∈ C
(
R+; L2 (M−1)

)
to (1.1) with initial datum 𝑓0 ∈ L2 (M−1). Asso-

ciated with the symmetries of the equation, there are local conservations which, after
integration on the phase space R𝑑 × R𝑑 , give rise to global conservation laws. These laws
allow us to identify the special macroscopic modes compatible with 𝜙 which, as we shall
see later, attract the solutions to the Cauchy problem.
The conservation of mass writes

d
d𝑡

∬
R𝑑×R𝑑

𝑓 (𝑡, 𝑥, 𝑣) d𝑥 d𝑣 = 0 .
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Hence 𝛼M is a solution to (1.4) with same mass

𝛼 :=
∬
R𝑑×R𝑑

𝑓0 d𝑥 d𝑣 (2.13)

as 𝑓 . WithH defined by (1.7), the conservation of energy amounts to

d
d𝑡

∬
R𝑑×R𝑑

H(𝑥, 𝑣) 𝑓 (𝑡, 𝑥, 𝑣) d𝑥 d𝑣 = 0 .

The distribution function 𝛽H M, with

𝛽 :=

∬
R𝑑×R𝑑 H 𝑓0 d𝑥 d𝑣∬
R𝑑×R𝑑 H2M d𝑥 d𝑣

, (2.14)

is a solution to (1.4) with same energy as the conserved energy of 𝑓 . With f1 := M and
fH := H M/‖H M‖L2 (M−1) , we have that

𝛼M = 〈 𝑓0, f1〉L2 (M−1) f1 and 𝛽H M = 〈 𝑓0, fH〉L2 (M−1) fH .

Moreover, the global conservations of mass and energy write

∀ 𝑡 ≥ 0,
∬
R𝑑×R𝑑

(
𝑓 (𝑡, 𝑥, 𝑣) − 𝛼M(𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 ,

∀ 𝑡 ≥ 0,
∬
R𝑑×R𝑑

H(𝑥, 𝑣)
(
𝑓 (𝑡, 𝑥, 𝑣) − 𝛽H(𝑥, 𝑣) M(𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 .

The transport operator can be written as T 𝑓 = 𝑋 · ∇𝑥,𝑣 𝑓 = ∇𝑥,𝑣 · (𝑋 𝑓 ), where 𝑋 =

(−𝑣,∇𝑥𝜙) = (−∇𝑣H ,∇𝑥H) is a divergence free vector field, in the sense that

∇𝑥,𝑣 · 𝑋 = 0 . (2.15)

As a consequence, the volume conservation in the phase space under the action of the flow
induces the local mass conservation and the (2.15) symmetry gives rise to the global mass
conservation. Another symmetry is associated with the fact thatH is conserved along the
characteristics of Newton’s equations ¤𝑥 = 𝑣 and ¤𝑣 = −∇𝑥𝜙. This is reflected by the Poisson
brackets: a stationary solution 𝐹 satisfies

0 = {𝐹,H} := ∇𝑣H · ∇𝑥𝐹 − ∇𝑥H · ∇𝑣𝐹 , (2.16)

but by replacing 𝐹 byH 𝐹, it is also clear that

{H 𝐹,H} = H {𝐹,H} + {H ,H}H = 0 .

The underlying reason is that the transport dynamics involving a time-independent poten-
tial is invariant under a translation in time, which gives rise to the global conservation of
energy. These considerations can be generalized. To any continuous group of transforma-
tions which leaves T invariant, we can associate an infinitesimal transformation G(𝑥, 𝑣)
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such that {G,H} = 0 and as a consequence, if 𝑓 solves the transport equation 𝜕𝑡 𝑓 = T 𝑓 ,
then

d
d𝑡

∬
R𝑑×R𝑑

G(𝑥, 𝑣) 𝑓 (𝑡, 𝑥, 𝑣) d𝑥 d𝑣 = 0 . (2.17)

Additionally, if 𝑣 ↦→ G(𝑥, 𝑣) `(𝑣) is in the kernel of the collision operator C for any 𝑥 ∈
R𝑑 , then 𝛾 GM is a solution of (1.4), i.e., a special macroscopic mode, for any 𝛾 ∈ R.
Then (2.17) holds for any solution 𝑓 of (1.1) with initial datum 𝑓0 and there is a unique 𝛾 ∈
R such that ∬

R𝑑×R𝑑
G(𝑥, 𝑣)

(
𝑓0 (𝑥, 𝑣) − 𝛾 G(𝑥, 𝑣) M(𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 .

More considerations on symmetries, local and global conservation laws, and Noether’s
theorem can be found in textbooks on classical mechanics like, for instance, [31,42]. The
case of rotational symmetries enters this framework:
When 𝜙 is invariant under a rotation, stationary rotation modes appear. Let 𝐴 ∈ R𝜙

as defined in (1.8) and consider the rotation group (𝑅\ )\ ∈R defined by 𝑅\ := 𝑒\𝐴 and a
point 𝑥0 ∈ R𝑑 so that 𝜙

(
𝑅\ (𝑥 − 𝑥0) + 𝑥0

)
= 𝜙(𝑥) for any \ ∈ R. By differentiation with

respect to \, we get

∀ 𝑥 ∈ R𝑑 , (𝐴 𝑥 + 𝑢) · ∇𝑥𝜙(𝑥) = 0

with 𝑢 = −𝐴 𝑥0. Integrating the above identity against (𝑢 · 𝑥) 𝜌 yields 𝑢 = 0 after an integ-
ration by parts because 𝜌(𝑥) d𝑥 is centred according to Assumption (H3). Rotation modes
compatible with 𝜙 are therefore restricted to 𝑥0 = 0: see [9] for similar computations. As
a consequence, if we compute the Poisson bracket as defined in (2.16), we find that

{G,H} = 0 if G(𝑥, 𝑣) = (𝐴 𝑥 · 𝑣)

and the conservation of the total angular momentum associated with this rotation writes

d
d𝑡

∬
R𝑑×R𝑑

(𝐴 𝑥 · 𝑣) 𝑓 (𝑡, 𝑥, 𝑣) d𝑥 d𝑣 = 0 .

Given 𝑓0, let us identify the corresponding special macroscopic mode.
Associated with 𝑓0, we introduce the initial momentum

𝑚0 (𝑥) :=
(∫
R𝑑
𝑣 𝑓0 (𝑥, 𝑣) d𝑣

)
𝑒𝜙 (𝑥)

and the infinitesimal rotation 𝑥 ↦→ 𝐴 𝑥 := P𝜙𝑚0 (𝑥), where P𝜙 is the orthogonal projection
onto the vector space R𝜙 in L2 (𝜌). We can then check that 𝑥 ↦→ 𝐴 𝑥 belongs to R𝜙 and
thus the function (rotational mode compatible with 𝜙)

𝐹rot (𝑥, 𝑣) := (𝐴 𝑥 · 𝑣) M (2.18)

belongs toℜ𝜙 , so that 𝐹rot is a solution to (1.4) with same conserved total angular momen-
tum as 𝑓 . Denoting

𝑚 𝑓 (𝑡, 𝑥) :=
(∫
R𝑑
𝑣 𝑓 (𝑡, 𝑥, 𝑣) d𝑣

)
𝑒𝜙 (𝑥)
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the momentum of 𝑓 , the associated conservation law then reads

P𝜙𝑚 𝑓 (𝑡) = P𝜙𝑚0 or equivalently P(𝑚 𝑓 − 𝑚0) ∈ R⊥
𝜙 , (2.19)

where P is the orthogonal projection onto the vector space of all infinitesimal rotations
R := {𝑥 ↦→ 𝐴 𝑥 : 𝐴 ∈ 𝔐skew

𝑑×𝑑 (R)}, identified with 𝔐skew
𝑑×𝑑 (R), in L

2 (𝜌), and R⊥
𝜙
is the

orthogonal of R𝜙 , seen as a subspace of R, for the scalar product induced by L2 (𝜌). We
refer to Lemma A.1 in Appendix A.1 for a precise statement and a short proof.
If we denote by (𝐴 𝑗 ) 𝑗∈𝐽𝜙 = (𝑥 ↦→ 𝐴 𝑗 𝑥) 𝑗∈𝐽𝜙 a basis of R𝜙 normalized by the con-

dition
frot, 𝑗


L2 (M−1) = 1 for any 𝑗 ∈ 𝐽𝜙 , where frot, 𝑗 (𝑥, 𝑣) :=

(
𝐴 𝑗 𝑥 · 𝑣

)
M(𝑥, 𝑣), then the

conservation of the total angular momentum implies for all 𝑗 ∈ 𝐽𝜙:

∀ 𝑡 ≥ 0,
∬
R𝑑×R𝑑

[
𝑓 (𝑡, 𝑥, 𝑣) − 〈 𝑓0, frot, 𝑗〉L2 (M−1) frot, 𝑗 (𝑥, 𝑣)

]
d𝑥 d𝑣 = 0.

Now let us turn our attention to the time-periodic special macroscopic modes and
start with the harmonic directional modes, which appear when 𝑑𝜙 ≤ 𝑑 − 1. We choose
a coordinate system such that 𝜕𝑥𝑖𝜙 = 𝑥𝑖 for 𝑖 ∈ 𝐼𝜙 = {𝑑𝜙 + 1, . . . , 𝑑}. In that case, the
potential 𝜙 is such that 𝑥 ↦→ 𝜙(𝑥) − 1

2
∑

𝑖∈𝐼𝜙 𝑥
2
𝑖
depends only on (𝑥1, . . . , 𝑥𝑑𝜙

) and for any
𝑖 ∈ 𝐼𝜙 the harmonic directional modes, defined for all (𝑡, 𝑥, 𝑣) ∈ R+ × R𝑑 × R𝑑 by

f+dir,𝑖 (𝑡, 𝑥, 𝑣) :=
(
𝑥𝑖 cos 𝑡 + 𝑣𝑖 sin 𝑡

)
M(𝑥, 𝑣) ,

f−dir,𝑖 (𝑡, 𝑥, 𝑣) :=
(
𝑣𝑖 cos 𝑡 − 𝑥𝑖 sin 𝑡

)
M(𝑥, 𝑣) ,

solve (1.4). A direct computation of the solution of (1.1) with initial datum 𝑓0 ∈ L2 (M−1)
shows that

d
d𝑡

∬
R𝑑×R𝑑

𝑥𝑖 𝑓 d𝑥 d𝑣 =
∬
R𝑑×R𝑑

𝑣𝑖 𝑓 d𝑥 d𝑣 ,

d
d𝑡

∬
R𝑑×R𝑑

𝑣𝑖 𝑓 d𝑥 d𝑣 = −
∬
R𝑑×R𝑑

𝑥𝑖 𝑓 d𝑥 d𝑣 ,

which implies that these two global quantities evolve as an harmonic oscillator with period
equal to 1. For any 𝑖 ∈ 𝐼𝜙 , let us define

𝛾𝑖 :=
∬
R𝑑×R𝑑

𝑥𝑖 𝑓0 d𝑥 d𝑣 , �̄�𝑖 :=
∬
R𝑑×R𝑑

𝑣𝑖 𝑓0 d𝑥 d𝑣 .

The function

𝐹dir :=
𝑑∑︁

𝑖=𝑑𝜙+1

(
𝛾𝑖 f+dir,𝑖 + �̄�𝑖 f−dir,𝑖

)
(2.20)

solves (1.4) and belongs to 𝔇𝜙 as defined by (1.10). Moreover ( 𝑓 − 𝐹dir) satisfies the
following two global conservation laws: for any 𝑡 ≥ 0,∬

R𝑑×R𝑑
𝑥𝑖

(
𝑓 (𝑡, 𝑥, 𝑣) − 𝐹dir (𝑡, 𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 ,∬

R𝑑×R𝑑
𝑣𝑖
(
𝑓 (𝑡, 𝑥, 𝑣) − 𝐹dir (𝑡, 𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 .
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When all coordinates are harmonic (𝑑𝜙 = 0), then 𝜙(𝑥) = 1
2 |𝑥 |

2 + 𝑑
2 log(2 𝜋) due to

the normalization (H7) and the harmonic pulsating modes, defined for all (𝑡, 𝑥, 𝑣) ∈ R+ ×
R𝑑 × R𝑑 by

f+pul (𝑡, 𝑥, 𝑣) :=
1√
𝑑

(
𝑥 · 𝑣 cos(2 𝑡) + 12

(
|𝑥 |2 − |𝑣 |2

)
sin(2 𝑡)

)
M(𝑥, 𝑣) ,

f−pul (𝑡, 𝑥, 𝑣) :=
1√
𝑑

( 1
2

(
|𝑥 |2 − |𝑣 |2

)
cos(2 𝑡) − 𝑥 · 𝑣 sin(2 𝑡)

)
M(𝑥, 𝑣) ,

solve (1.4). A direct computation of the solution of (1.1) with initial datum 𝑓0 ∈ L2 (M−1)
shows that

d
d𝑡

∬
R𝑑×R𝑑

(𝑥 · 𝑣) 𝑓 d𝑥 d𝑣 = − 2
∬
R𝑑×R𝑑

1
2

(
|𝑥 |2 − |𝑣 |2

)
𝑓 d𝑥 d𝑣 ,

d
d𝑡

∬
R𝑑×R𝑑

1
2

(
|𝑥 |2 − |𝑣 |2

)
𝑓 d𝑥 d𝑣 = 2

∬
R𝑑×R𝑑

(𝑥 · 𝑣) 𝑓 d𝑥 d𝑣 ,

which implies that these two global quantities evolve as an harmonic oscillator with period
equal to 1/2. With

𝛿 :=
1
√
𝑑

∬
R𝑑×R𝑑

(𝑥 · 𝑣) 𝑓0 d𝑥 d𝑣 , 𝛿 :=
1
√
𝑑

∬
R𝑑×R𝑑

1
2

(
|𝑥 |2 − |𝑣 |2

)
𝑓0 d𝑥 d𝑣 ,

the function
𝐹pul := 𝛿 f+pul + 𝛿 f−pul (2.21)

solves (1.4) and belongs to 𝔓𝜙 as defined by (1.11). Moreover ( 𝑓 − 𝐹pul) satisfies the
following two global conservation laws: for any 𝑡 ≥ 0,∬

R𝑑×R𝑑
(𝑥 · 𝑣)

(
𝑓 (𝑡, 𝑥, 𝑣) − 𝐹pul (𝑡, 𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 ,∬

R𝑑×R𝑑

1
2

(
|𝑥 |2 − |𝑣 |2

) (
𝑓 (𝑡, 𝑥, 𝑣) − 𝐹pul (𝑡, 𝑥, 𝑣)

)
d𝑥 d𝑣 = 0 .

Let us consider the set of the generators of all above special macroscopic modes

Ŝ := {f1, fH} ∪ {frot, 𝑗 } 𝑗∈𝐽𝜙 ∪ {f±dir,𝑖}𝑖∈𝐼𝜙 ,± ∪ {f±pul}± .

We have the following orthogonality property.

Lemma 2.2. The functions of Ŝ are orthonormal in L2 (M).

Proof of Lemma 2.2. This follows from direct computation using standard properties of
Hermite functions.

As a straightforward consequence of Lemma 2.2, we obtain

Corollary 2.3. Assume that 𝑓 ∈ C
(
R+; L2 (M−1)

)
is a solution to (1.1) with initial datum

𝑓0 ∈ L2 (M−1). With the above notations, for any f ∈ Ŝ and any 𝑡 ≥ 0, we have∬
R𝑑×R𝑑

(
𝑓 (𝑡) − 𝛼M − 𝛽H M − 𝐹rot − 𝐹dir (𝑡) − 𝐹pul (𝑡)

) f
M d𝑥 d𝑣 = 0 .
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2.3. A micro-macro decomposition

Let us consider a solution 𝑓 ∈ C
(
R+; L2 (M−1)

)
to (1.1). We get rid of the special macro-

scopic modes built in (2.13)–(2.14)–(2.18)–(2.20)–(2.21) and rewrite the evolution prob-
lem in L2 (M) in terms of

ℎ :=
𝑓 − 𝛼M − 𝛽H M − 𝐹rot − 𝐹dir − 𝐹pul

M (2.22)

for all (𝑡, 𝑥, 𝑣), where only ℎ, 𝑓 , 𝐹dir and 𝐹pul depend on 𝑡. Then ℎ satisfies

𝜕𝑡ℎ = L ℎ := T ℎ + Cℎ , ℎ |𝑡=0 = ℎ0 (2.23)

with T defined as before by T ℎ = ∇𝑥𝜙 · ∇𝑣ℎ − 𝑣 · ∇𝑥ℎ and the new collision operator

Cℎ := `−1 C (` ℎ) (2.24)

where ` is defined in (1.2).
The operator C acts only on the velocity variable, is self-adjoint in L2 (M) (when

integrating in 𝑥, 𝑣) and L2 (`) (when integrating in 𝑣) and

KerC = Span
{
1, 𝑣1, . . . , 𝑣𝑑 , |𝑣 |2

}
.

Let us consider the micro-macro decomposition

ℎ = ℎ ‖ + ℎ⊥ , ℎ ‖ := 𝑟 + 𝑚 · 𝑣 + 𝑒 𝔈(𝑣) ,

where ℎ ‖ is the L2 (`)-orthogonal projection of ℎ on Ker C and 𝔈 defined by (1.6) is a
normalized Hermite polynomial of degree 2. In other words,

𝑟 (𝑡, 𝑥) :=
∫
R𝑑
ℎ(𝑡, 𝑥, 𝑣) `(𝑣) d𝑣

𝑚(𝑡, 𝑥) :=
∫
R𝑑
𝑣 ℎ(𝑡, 𝑥, 𝑣) `(𝑣) d𝑣

𝑒(𝑡, 𝑥) :=
∫
R𝑑

𝔈(𝑣) ℎ(𝑡, 𝑥, 𝑣) `(𝑣) d𝑣

(2.25)

are the macroscopic quantities corresponding to the spatial density, the local flux and
thermal energy, while ℎ⊥ is the microscopic part. The definition (2.25) coincides with the
definition (1.5) used in Section 2.1 to define the special macroscopic modes.
With these notations (H1) reads

− 〈Cℎ, ℎ〉 ≥ cC ‖ℎ⊥‖2 .

According to Corollary 2.3, ℎ has multiple global conservation laws.
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Corollary 2.4. Assume that 𝑓 ∈ C
(
R+; L2 (M−1)

)
is a solution to (1.1) with initial datum

𝑓0 ∈ L2 (M−1). With ℎ and (𝑟, 𝑚, 𝑒) respectively defined by (2.22)–(2.23) and (2.25), we
have the following properties.
B Conservation of total mass and total energy

〈𝑟〉 = 0 and
√︃

𝑑
2 〈𝑒〉 + 〈𝜙 𝑟〉 = 0 . (2.26)

B Global conservation laws associated to rotational symmetries of 𝜙

P𝜙𝑚 = 0 . (2.27)

This also means P(𝑚) ∈ R⊥
𝜙

as in (2.19).
B Global conservation laws corresponding to the harmonic directional modes

∀ 𝑖 ∈ 𝐼𝜙 , 〈𝑟 𝑥𝑖〉 = 0 and 〈𝑚𝑖〉 = 0 . (2.28)

B In the fully harmonic case 𝑑𝜙 = 0, global conservation laws corresponding to the har-
monic pulsating modes

〈𝑚 · 𝑥〉 = 0 and
√︃

𝑑
2 〈𝑒〉 − 〈𝜙 𝑟〉 = 0 . (2.29)

2.4. The equations for the macroscopic modes

We write the evolution equations for 𝑟, 𝑚 and 𝑒 defined in (2.25). In the mathematical
literature, such equations are sometimes called local conservation laws but as this might
introduce confusions with the local conservation law of the collision operator, which we
call here collision invariants, and the global conservation laws studied in Section 2.2, we
shall simply refer to these equations as the equations for the macroscopic modes or simply
the macroscopic equations.
Assume that ℎ solves (2.23). For any Hermite polynomial 𝑝 : R𝑑 → R considered

as a function of the velocity variable, we compute 𝐽𝑝 [ℎ] =
∫
R𝑑
𝑝 ℎ ` d𝑣 using standard

properties of Hermite functions:

𝐽𝑝 [ℎ] = 𝑟
∫
R𝑑
𝑝 ` d𝑣 + 𝑚 ·

∫
R𝑑
𝑣 𝑝 ` d𝑣 + 𝑒

∫
R𝑑

𝔈 𝑝 ` d𝑣 + 𝐽𝑝 [ℎ⊥]

and, using (2.23), we also get

𝜕𝑡 𝐽𝑝 [ℎ] = − ∇𝑥𝑟 ·
∫
R𝑑
𝑣 𝑝 ` d𝑣 − ∇𝑥𝑚 :

∫
R𝑑
𝑣 ⊗ 𝑣 𝑝 ` d𝑣 + 𝑚 · ∇𝑥𝜙

∫
R𝑑
𝑝 ` d𝑣

− ∇𝑥𝑒 ·
∫
R𝑑
𝑣𝔈 𝑝 ` d𝑣 +

√︃
2
𝑑
𝑒 ∇𝜙 ·

∫
R𝑑
𝑣 𝑝 ` d𝑣 +

∫
R𝑑

(L ℎ⊥) 𝑝 ` d𝑣 .

Plugging successively 𝑝 = 1, 𝑣, 𝔈, 𝑣 ⊗ 𝑣 − Id𝑑×𝑑 and 𝑣(𝔈 −
√︃
2
𝑑
) we get

𝜕𝑡𝑟 = ∇∗
𝑥 · 𝑚 , (2.30a)
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𝜕𝑡𝑚 = −∇𝑥𝑟 +
√︃
2
𝑑
∇∗
𝑥𝑒 + ∇∗

𝑥 · 𝐸 [ℎ⊥] , (2.30b)

𝜕𝑡𝑒 = −
√︃
2
𝑑
∇𝑥 · 𝑚 + ∇∗

𝑥 · Θ[ℎ⊥] , (2.30c)

𝜕𝑡𝐸 [ℎ] = − 2∇sym𝑥 𝑚 + 𝐸 [L ℎ⊥] , (2.30d)

𝜕𝑡Θ[ℎ] = −
(
1 + 2

𝑑

)
∇𝑥𝑒 + Θ[L ℎ⊥] , (2.30e)

where ∇sym𝑥 𝑚 is defined by (2.2) and the matrix valued function 𝐸 [ℎ] and the vector valued
function Θ[ℎ] are higher-order moments of ℎ defined by

𝐸 [ℎ] :=
∫
R𝑑

(𝑣 ⊗ 𝑣 − Id𝑑×𝑑) ℎ ` d𝑣 =
√︃
2
𝑑
𝑒 Id𝑑×𝑑 + 𝐸 [ℎ⊥] , (2.31a)

Θ[ℎ] :=
∫
R𝑑
𝑣

(
𝔈(𝑣) −

√︃
2
𝑑

)
ℎ ` d𝑣 = Θ[ℎ⊥] . (2.31b)

If 𝑓 is a special macroscopic mode, then (2.30) is reduced to (2.1) because, in that case,
ℎ⊥ = 0 and Θ[ℎ ‖] = 0.

3. Classification of the special macroscopic modes

In this section, we prove Part (1) of Theorem 1.1. We write a . b if there is some positive
constant c such that a ≤ b c and a ' b if and only if a . b . a. Throughout this section,
we assume that (H0)–(H1)–(H2)–(H3)–(H4)–(H5)–(H6)–(H7)–(H8) hold, without further
notice.

3.1. Statement and preliminary results

Theorem 1.1–(1) writes:

Proposition 3.1 (Special macroscopic modes). If 𝑓 is a solution of (1.4), then ℎ given
by (2.22) is such that ℎ = 0.

We recall that 𝑓 is a special macroscopic mode if and only if, by definition (1.4),
C 𝑓 = 0 and 𝜕𝑡 𝑓 = T 𝑓 . With the definitions of (2.13)–(2.14)–(2.18)–(2.20)–(2.21), the
function

𝐹 := 𝑓 − 𝛼M − 𝛽H M − 𝐹rot − 𝐹dir − 𝐹pul

is also a special macroscopic mode and (1.5) implies that ℎ defined in (2.22) satisfies
ℎ = ℎ ‖ = 𝑟 + 𝑚 · 𝑣 + 𝑒 𝔈(𝑣). According to (2.23), ℎ solves the transport equation 𝜕𝑡ℎ =

T ℎ because Cℎ = 0 (with C defined by (2.24)) and Section 2.1 proved that 𝑟, 𝑚 and 𝑒
solve (2.1). Proposition 3.1 means that 𝑟 = 0, 𝑚 = 0, and 𝑒 = 0. We split the proof into
several steps. To start with, since 1, 𝑣 and 𝔈(𝑣) are orthonormal Hermite polynomials, we
have

‖ℎ‖2 = ‖𝑟 ‖2 + ‖𝑚‖2 + ‖𝑒‖2 . (3.1)
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Lemma 3.2. With the above notations, the function ℎ as in Proposition 3.1 satisfies

d
d𝑡

‖ℎ‖2 = 0 .

Proof of Lemma 3.2. It follows from Cℎ = 0, T ∗ = −T and dd𝑡 ‖ℎ‖
2 = 2 (ℎ,T ℎ) = 0.

Collecting the results of Section 2.1 and using 𝑟0 = 〈𝑟〉 = 0, we get:

Lemma 3.3. Consider the function ℎ as in Proposition 3.1. With the above notations, let
𝐴 := 〈∇skew

𝑥 𝑚〉, 𝑏(𝑡) := 〈𝑚〉 and 𝑐(𝑡) := 〈𝑒〉. Then we have

𝑟 (𝑡, 𝑥) = − 𝑥 · 𝑏′(𝑡) + b2 (𝑥)
2
√
2 𝑑
𝑐′′(𝑡) +

√︃
2
𝑑
b𝜙 𝑐(𝑡) , (3.2a)

𝑚(𝑡, 𝑥) = 𝐴 𝑥 + 𝑏(𝑡) − 𝑥√
2 𝑑
𝑐′(𝑡) , (3.2b)

𝑒(𝑡, 𝑥) = 𝑐(𝑡) , (3.2c)

where 𝐴 is a constant skew-symmetric matrix, while 𝑏 and 𝑐 are respectively vector valued
and scalar functions of 𝑡 related by (2.12).

We recall that the functions b2 and b𝜙 are defined respectively by (2.10) and (2.11).
Equation (2.12) in Proposition (2.1) provides us with various estimates on 𝐴, 𝑏 and 𝑐
which are collected in Sections 3.2, 3.3 and 3.4 in order to prove Proposition 3.1 in Sec-
tion 3.5.

3.2. Control of 𝐴

For any 𝐴 ∈ 𝔐skew
𝑑×𝑑 (R), let us define

|𝐴|2 :=
∫
R𝑑

|𝐴 𝑥 |2 𝜌(𝑥) d𝑥 .

The vector space𝔐skew
𝑑×𝑑 (R) is of finite dimension: all norms are equivalent to | · |. This is

also why the rigidity constant 𝑐K given by (1.14) is positive, which implies the Korn-type
inequality

∀ 𝐴 ∈ R⊥
𝜙 , ‖∇𝑥𝜙 · 𝐴 𝑥‖2 ≥ 𝑐K |𝐴|2 . (3.3)

By multiplying (2.12) by 𝑥𝑘 for 𝑘 = 1, . . . , 𝑑, then integrating against 𝜌(𝑥) and per-
forming some integrations by part, using that 𝜌(𝑥) d𝑥 is centred and that the terms invol-
ving ∇𝜙 vanish, we obtain

1√
2 𝑑

〈2 𝜙 𝑥〉 𝑐′ + 1
2
√
2 𝑑

〈|𝑥 |2 𝑥〉 𝑐′′′ − 〈𝑥 ⊗ 𝑥〉 𝑏′′ = 𝑏 . (3.4)

With the notation of (3.2), let us define 𝑋 and 𝑌 by

𝑋 := 1√
2 𝑑

(
2 b𝜙 + ∇𝑥𝜙 · 𝑥 − 𝑑

)
𝑐 + b2

2
√
2 𝑑
𝑐′′ − 𝑥 · 𝑏′ (3.5)

and
𝑌 :=

√︃
2
𝑑
〈𝜙 𝑥〉 𝑐 + 1

2
√
2 𝑑

〈|𝑥 |2 𝑥〉 𝑐′′ − 〈𝑥 ⊗ 𝑥〉 𝑏′ . (3.6)
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Identities (2.12) and (3.4) yield

d
d𝑡

(𝑋 − 𝑌 · ∇𝑥𝜙) = ∇𝑥𝜙 · 𝐴 𝑥

where, according to Lemma 3.3, the r.h.s. is independent of 𝑡. As a consequence, we have
the following estimate.

Lemma 3.4. Consider the function ℎ as in Proposition 3.1. The infinitesimal rotation
matrix 𝐴 of Lemma 3.3 satisfies

− d
d𝑡
〈
(𝑋 − 𝑌 · ∇𝑥𝜙) ,∇𝑥𝜙 · 𝐴 𝑥

〉
= − ‖∇𝑥𝜙 · 𝐴 𝑥‖2 ≤ − 𝑐K |𝐴|2 .

Proof. By the conservation law (2.27), we know that 𝐴 𝑥 = P(𝑚) ∈ R⊥
𝜙
, so that (3.3)

applies.

3.3. Control of 𝑏, 𝑏′′, 𝑐′ and 𝑐′′′

Lemma 3.5. Consider the function ℎ as in Proposition 3.1. The functions 𝑏 and 𝑐 as
defined in Lemma 3.3 are such that

|𝑏 | + |𝑏′′ | + |𝑐′ | + |𝑐′′′ | . |𝐴| . (3.7)

Proof of Lemma 3.5. Multiplying (2.12) by ∇𝑥𝜙 and integrating against 𝜌(𝑥), after integ-
ration by parts, using that 𝜌 is centred and observing that the terms involving 2 b𝜙 − 𝑑 and
𝑐′′′ vanish, it follows that

𝑏′′ = − 〈∇2𝑥𝜙〉 𝑏 + 1√
2 𝑑

〈∇2𝑥𝜙 𝑥〉 𝑐′ + 𝑅1 = − 𝑏 + 1√
2 𝑑

〈∇2𝑥𝜙 𝑥〉 𝑐′ + 𝑅1 (3.8)

with 𝑅0 := −∇𝑥𝜙 · 𝐴 𝑥 and 𝑅1 := 〈𝑅0 ∇𝑥𝜙〉 = O(𝐴). By inserting (3.8) into (2.12), one
gets

Ψ1 (𝑥) 𝑐′ +Ψ2 (𝑥) 𝑐′′′ −Φ(𝑥) · 𝑏 = 𝑅2 (3.9)

with
Φ(𝑥) := ∇𝑥𝜙 − 〈∇2𝑥𝜙〉 𝑥 = ∇𝑥𝜙 − 𝑥 ,

Ψ1 (𝑥) :=
2 b𝜙 (𝑥)+∇𝑥 𝜙 ·𝑥−𝑑√

2 𝑑
− 𝑥 · 〈∇2𝑥 𝜙 𝑥 〉√

2 𝑑
, Ψ2 (𝑥) := b2 (𝑥)

2
√
2 𝑑
,

and 𝑅2 := 𝑅1 · 𝑥 − 𝑅0. Let

𝑀𝜙 := 〈Φ ⊗ Φ〉 ∈ 𝔐
sym
𝑑×𝑑 (R) , 𝛼𝑖 := 〈Ψ𝑖 Φ〉 ∈ R𝑑 (3.10)

with 𝑖 = 1, 2. A multiplication of (3.9) by Φ and an integration against 𝜌 yields

𝑀𝜙 𝑏 = 𝛼1 𝑐
′ + 𝛼2 𝑐′′′ + 𝑅3 (3.11)

where 𝑅3 := − 〈𝑅2 Φ〉 = O(𝐴) thanks to the moment bounds on 𝜙 deduced from (H6).
Inverting the matrix 𝑀𝜙 allows to control 𝑏 by 𝑐 and 𝑐′′, and rewrite (3.9) as an ordinary
differential equation on 𝑐, up to an error term of the order of O(𝐴). If 𝑀𝜙 is not invertible,
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a similar estimate can still be done after taking into account the global conservation laws
of Corollary 2.4.
We recall that 𝐸𝜙 is defined by (1.9). We distinguish three cases.

B Fully non-harmonic case (𝑑𝜙 = 𝑑). The matrix 𝑀𝜙 is invertible (see Lemma A.2 in
Appendix A) and (3.11) yields

𝑏 = 𝑀−1
𝜙 (𝛼1 𝑐′ + 𝛼2 𝑐′′′ + 𝑅3) (3.12)

and hence, together with (3.9), it follows that

Ψ̃1 (𝑥) 𝑐′ + Ψ̃2 (𝑥) 𝑐′′′ = 𝑅4 , (3.13)

with 𝑅4 := 𝑅2 +Φ(𝑥) · 𝑀−1
𝜙
𝑅3 and

Ψ̃1 (𝑥) := Ψ1 (𝑥) −Φ(𝑥) · 𝑀−1
𝜙 𝛼1 , Ψ̃2 (𝑥) := Ψ2 (𝑥) −Φ(𝑥) · 𝑀−1

𝜙 𝛼2 . (3.14)

From Lemma A.3 we know that Rank(Ψ̃1, Ψ̃2) = 2 and deduce from (3.13) that 𝑐′ = O(𝐴)
and 𝑐′′′ = O(𝐴). Using then (3.12) and (3.8), we also deduce 𝑏 = O(𝐴) and 𝑏′′ = O(𝐴),
and the proof is complete in this case.

B Partially harmonic case (1 ≤ 𝑑𝜙 ≤ 𝑑 − 1). Let {𝑒1, . . . , 𝑒𝑑𝜙
, 𝑒𝑑𝜙+1, . . . , 𝑒𝑑} be a basis of

R𝑑 such that {𝑒1, . . . , 𝑒𝑑𝜙
} generates 𝐸𝜙 . For any vector 𝑥 ∈ R𝑑 , we shall write 𝑥 = (𝑥, 𝑥)

with 𝑥 ∈R𝑑𝜙 and 𝑥 ∈R𝑑−𝑑𝜙 . Similarly, we use the notation b (𝑥) = (b̂ (𝑥), b̌ (𝑥)) for a vector-
field b : R𝑑 → R𝑑 . In particular one has Φ = (Φ̂, 0) and also �̌� = 0 so that 𝑏 = (�̂�, 0) as a
consequence of (2.28). Hence (3.9) becomes

Ψ1 𝑐
′ +Ψ2 𝑐

′′′ − Φ̂ · �̂� = 𝑅2 . (3.15)

The matrix 𝑀𝜙 defined in (3.10) is given by

𝑀𝜙 =

(
𝑀𝜙 0
0 0

)
where

𝑀𝜙 := 〈Φ̂ ⊗ Φ̂〉 ∈ 𝔐
sym
𝑑𝜙×𝑑𝜙

(R) . (3.16)

Following the same procedure as in the fully non-harmonic case, we obtain after multi-
plication by Φ̂ and integration in L2 (𝜌) that

𝑀𝜙 �̂� = �̂�1 𝑐
′ + �̂�2 𝑐′′′ + �̂�3 , (3.17)

with �̂�3 := − 〈𝑅2 Φ̂〉 = O(𝐴), �̂�1 := 〈Ψ1 Φ̂〉 and �̂�2 := 〈Ψ2 Φ̂〉. The matrix 𝑀𝜙 is invertible
(see Lemma A.2 in Appendix A) and (3.17) yields

�̂� = 𝑀−1
𝜙

(
�̂�1 𝑐

′ + �̂�2 𝑐′′′ + �̂�3
)
. (3.18)

Hence, together with (3.15), it follows that

Ψ̂1 (𝑥) 𝑐′ + Ψ̂2 (𝑥) 𝑐′′′ = �̂�4
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with �̂�4 := 𝑅2 + Φ̂(𝑥) · 𝑀−1
𝜙
�̂�3 = O(𝐴) and

Ψ̂1 (𝑥) := Ψ1 (𝑥) − Φ̂(𝑥) · 𝑀−1
𝜙 �̂�1 , Ψ̂2 (𝑥) := Ψ2 (𝑥) − Φ̂(𝑥) · 𝑀−1

𝜙 �̂�2 . (3.19)

As in the full rank case, Rank(Ψ̂1, Ψ̂2) = 2 according to Lemma A.3 and we deduce that
𝑐′ = O(𝐴) and 𝑐′′′ = O(𝐴). From (3.18) and (3.8), we also get �̂� = O(𝐴) and �̂�′′ = O(𝐴),
and since �̌� = 0 we eventually get 𝑏 = O(𝐴) and 𝑏′′ = O(𝐴), which completes the proof
of the case partially harmonic case.

B Fully harmonic case (𝑑𝜙 = 0). We read from (3.2c) and (2.29) that 〈𝑒〉 = 𝑐 = 0 = 𝑐′ = 𝑐′′
and from (3.2b), (2.28) and (H3) that 〈𝑚〉 = 𝑏 = 0 = 𝑏′ = 𝑏′′, which completes the proof
of the case fully harmonic case.

3.4. Control of 𝑏′, 𝑐′′ and 𝑐

Lemma 3.6. Consider the function ℎ as in Proposition 3.1. The functions 𝑏 and 𝑐 as
defined in Lemma 3.3 obey the two differential inequalities

d
d𝑡
〈−𝑏, 𝑏′〉 ≤ − |𝑏′ |2 + O(|𝐴|2) and

d
d𝑡
〈−𝑐′, 𝑐′′〉 ≤ − |𝑐′′ |2 + O(|𝐴|2) .

Proof of Lemma 3.6. We write

d
d𝑡
〈−𝑏, 𝑏′〉 = 〈−𝑏′, 𝑏′〉 + 〈−𝑏, 𝑏′′〉 and

d
d𝑡
〈−𝑐′, 𝑐′′〉 = 〈−𝑐′′, 𝑐′′〉 + 〈−𝑐′, 𝑐′′′〉

and notice that 〈−𝑏, 𝑏′′〉 = O(|𝐴|2) and 〈−𝑐′, 𝑐′′′〉 = O(|𝐴|2) by (3.7).

Lemma 3.7. The function 𝑐 as defined in Lemma 3.3 is such that

|𝑐 | . |𝑏′ | + |𝑐′′ | and |𝑐′′ | . |𝑏′ | + |𝑐 | . (3.20)

Proof of Lemma 3.7. Multiplying (3.2a) by b𝜙 and integrating against 𝜌, we obtain

𝑐

(√︃
2
𝑑

〈
b2𝜙

〉
+
√︃

𝑑
2

)
= 〈𝑥 b𝜙〉 · 𝑏′ −

〈b2 b𝜙 〉
2
√
2 𝑑

𝑐′′

using 〈𝑟 𝜙〉 = −
√︃

𝑑
2 𝑐 and 〈𝑟〉 = 0 by (2.26), which completes the proof.

3.5. A Lyapunov function method

We define the Lyapunov function

F [ℎ] := ‖ℎ‖2 − Y𝐴
〈
(𝑋 − 𝑌 · ∇𝑥𝜙),∇𝑥𝜙 · 𝐴 𝑥

〉
− Y𝑏 〈𝑏, 𝑏′〉 − Y𝑐 〈𝑐′, 𝑐′′〉 ,

for some positive constants Y𝐴, Y𝑏 and Y𝑐 to be chosen later.
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Lemma 3.8. With the above notations, if ℎ is defined as in Proposition 3.1, then

F [ℎ] ' ‖ℎ‖2 (3.21)

for Y𝐴, Y𝑏 and Y𝑐 small enough.

Proof of Lemma 3.8. From (3.1), we know that ‖ℎ‖2 = ‖𝑟 ‖2 + ‖𝑚‖2 + ‖𝑒‖2 and it follows
from (3.2a), (3.2b) and (3.2c) that

‖𝑟 ‖2 . |𝑏′ |2 + |𝑐 |2 + |𝑐′′ |2 , ‖𝑚‖2 ' |𝑏 |2 + |𝐴|2 + |𝑐′ |2 and ‖𝑒‖2 = |𝑐 |2 . (3.22)

By Lemma 3.5, we obtain

‖𝑚‖2 . |𝐴|2 ,
��〈𝑏, 𝑏′〉�� . |𝐴|2 + |𝑏′ |2 ,

��〈𝑐′, 𝑐′′〉�� . |𝐴|2 + |𝑐′′ |2 .

By Lemma 3.7, we know that |𝑐 |2 . |𝑏′ |2 + |𝑐′′ |2 and obtain

‖𝑟 ‖2 . |𝑏′ |2 + |𝑐′′ |2 , ‖𝑐‖2 . |𝑏′ |2 + |𝑐′′ |2 , ‖𝑒‖2 . |𝑏′ |2 + |𝑐′′ |2 ,��〈(𝑋 − 𝑌 · ∇𝑥𝜙),∇𝑥𝜙 · 𝐴 𝑥
〉�� . |𝐴|2 + |𝑏′ |2 + |𝑐′′ |2 .

Altogether we have the upper estimate

F [ℎ] . |𝐴|2 + |𝑏′ |2 + |𝑐′′ |2 (3.23)

and, using (3.20),
F [ℎ] . |𝐴|2 + |𝑏′ |2 + |𝑐 |2 .

Using (2.1b), we notice that

𝑏′ = 〈𝜕𝑡𝑚〉 = − 〈∇𝑥𝑟〉 = − 〈𝑟 ∇𝑥𝜙〉 ≤ ‖𝑟 ‖ ‖∇𝑥𝜙‖ . ‖𝑟 ‖ (3.24)

performing one integration by parts and using Cauchy-Schwarz inequality. It is then clear
that |𝐴|2 . ‖𝑚‖2 and |𝑐 |2 = ‖𝑒‖2, so that by (3.1),

F [ℎ] . ‖𝑟 ‖2 + ‖𝑚‖2 + ‖𝑒‖2 = ‖ℎ‖2 .

Then, using (3.22) again, we have the lower bound estimate

2F [ℎ] − ‖ℎ‖2 & ‖𝑟 ‖2 +
(
|𝑏 |2 + |𝐴|2 + |𝑐′ |2

)
+ |𝑐 |2

− 2 Y𝐴
(
|𝐴|2 + |𝑏′ |2 + |𝑐′′ |2

)
− 2 Y𝑏

(
|𝐴|2 + |𝑏′ |2

)
− 2 Y𝑐

(
|𝐴|2 + |𝑐′′ |2

)
.

We know from (3.24) that |𝑏′ |2 . ‖𝑟 ‖2 and, using (3.20), we also have that |𝑐′′ |2 . |𝑏′ |2 +
|𝑐 |2 . ‖𝑟 ‖2 + |𝐴|2. As a consequence, we have that

2F [ℎ] − ‖ℎ‖2 ≥ 0

if Y𝐴, Y𝑏 and Y𝑐 are chosen small enough, which completes the proof.
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Lemma 3.9. With the above notations, if ℎ is defined as in Proposition 3.1, then for some
Y𝐴, Y𝑏 and Y𝑐 small enough, there is a positive constant _ such that

d
d𝑡
F [ℎ] ≤ −_ F [ℎ] .

Proof of Lemma 3.9. Using Lemma 3.4, Lemma 3.6 and (3.3), we have

− d
d𝑡
F [ℎ] = − Y𝐴 ‖∇𝑥𝜙 · 𝐴 𝑥‖2 + Y𝑏 |𝑏′ |2 + Y𝑐 |𝑐′′ |2 − (Y𝑏 + Y𝑐) O(|𝐴|2)

≥ Y′𝐴 |𝐴|2 + Y𝑏 |𝑏′ |2 + Y𝑐 |𝑐′′ |2 & F [ℎ] ,

by choosing Y𝑏 and Y𝑐 small enough compared to Y𝐴 and using (3.23) in the last inequal-
ity.

Proof of Proposition 3.1. Let ℎ0 = ℎ(𝑡 = 0). Thanks to Grönwall’s lemma and the equi-
valence (3.21), we deduce

∀ 𝑡 ≥ 0 , ‖ℎ(𝑡)‖2 . F [ℎ(𝑡)] ≤ 𝑒−_ 𝑡 F [ℎ0] . 𝑒−_ 𝑡 ‖ℎ0‖2 .

By Lemma 3.3, we know that 𝐴 is constant in time. Using for instance (3.22), we deduce
from

|𝐴|2 . lim
𝑡→+∞

‖ℎ(𝑡)‖2 = 0

that 𝐴 = 0. By Lemma 3.5, we get that 𝑏 = 0 and 𝑐′ = 0 for any 𝑡 ≥ 0 so that 𝑐 is independent
of 𝑡. Taking for instance (3.23) into account, we conclude that ℎ = 0.

Completing the proof of Proposition 3.1 means that Part (1) of Theorem 1.1 is estab-
lished.

4. Proof of hypocoercivity by the micro-macro method

In this section we prove Part (2) of Theorem 1.1 on hypocoercivity using the micro-macro
decomposition of the solution as in Section 2.3. The proof of Proposition 3.1 is our a
guideline for a new cascade of estimates, but the analysis is however more complex due
to the presence of microscopic terms.

4.1. Statement

Theorem 1.1, Part (2) can be rewritten as follows.

Proposition 4.1. Consider a solution ℎ to (2.22)–(2.23) in L2 (M) with initial datum ℎ0.
There exist two positive constants 𝐶 and ^ such that

∀ 𝑡 ≥ 0 , ‖ℎ(𝑡)‖ ≤ 𝐶 𝑒−^ 𝑡 ‖ℎ0‖ .
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Here 𝐶 and ^ depend only on bounded moments constants, spectral gap constants
or explicitly computable quantities associated to 𝜙 such as the rigidity constant defined
in (1.14). We split ℎ into a microscopic part ℎ⊥ and a macroscopic part ℎ ‖ such that

ℎ = ℎ ‖ + ℎ⊥ = 𝑟 + 𝑚 · 𝑣 + 𝑒 𝔈(𝑣) + ℎ⊥

where 𝑟 , 𝑚 and 𝑒 defined by (2.25) evolve according to the macroscopic equations (2.30)
involving the matrix valued function 𝐸 [ℎ] and the vector valued function Θ[ℎ] defined
by (2.31a) and (2.31b). By construction, we have

‖ℎ‖2 = ‖𝑟 ‖2 + ‖𝑚‖2 + ‖𝑒‖2 + ‖ℎ⊥‖2 . (4.1)

Let deviations from averages, or space inhomogeneous, terms be defined by

𝑟𝑠 := 𝑟 − 〈∇𝑥𝑟〉 · 𝑥 − 1
2 𝑑 〈Δ𝑥𝑟〉 b2 , (4.2a)

𝑚𝑠 := 𝑚 − 〈∇skew𝑥 𝑚〉 𝑥 − 1
𝑑
〈∇𝑥 · 𝑚〉 𝑥 − 〈𝑚〉 , (4.2b)

𝑒𝑠 := 𝑒 − 〈𝑒〉 , (4.2c)

𝑤 := 𝑟 −
√︃
2
𝑑
〈𝑒〉 𝜙 , (4.2d)

𝑤𝑠 := 𝑟𝑠 −
√︃
2
𝑑
〈𝑒〉 𝜙𝑠 with 𝜙𝑠 := b𝜙 − 1

2 𝑑 〈Δ𝑥𝜙〉 b2 . (4.2e)

We recall that b2 (𝑥) := |𝑥 |2 − 〈|𝑥 |2〉 and b𝜙 (𝑥) := 𝜙 − 〈𝜙〉 were already defined in (2.10)
and (2.11) while ∇skew𝑥 𝑚 refers to (2.6). In particular

𝑤𝑠 = 𝑤 − 〈∇𝑥𝑤〉 𝑥 − 1
2 𝑑 〈Δ𝑤〉 b2 +

√︃
2
𝑑
〈𝑒〉 〈𝜙〉 . (4.3)

After introducing some geometric tools in Section 4.2, we split the proof of Propos-
ition 4.1 by considering infinite-dimensional quantities in Section 4.3 and finite-dimen-
sional quantities in Section 4.4; in the latter the analysis closely follows the strategy of
Section 3. From now on, we assume that ℎ is as in Proposition 4.1.

4.2. Witten-Hodge operator and Korn inequality: a toolbox

Here we collect several classical and less classical estimates that will be used to control the
macroscopic quantities. We refer to [9] for references and details of constructive proofs.
Assumptions (H3)–(H4)–(H5) coincide with the hypotheses of [9, Section 1.2]. Let

b∇𝜙e :=
√︃
1 + |∇𝜙|2 .

B The strong Poincaré inequality

∀ 𝜑 ∈ H1 (𝜌) ,
∫
R𝑑

|𝜑 − 〈𝜑〉|2 b∇𝑥𝜙e2 𝜌 d𝑥 .
∫
R𝑑

|∇𝑥𝜑 |2 𝜌 d𝑥 (4.4)

is proven in [9, Proposition 5].
B In order to work in L2 (𝜌), we shall use the operator Ω introduced in (1.15) and con-
sidered as an operator acting either on scalar or vector-valued functions. As a consequence
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of (4.4), we have the zeroth-order strong Poincaré inequality (see [9, Proposition 8])
according to which, for any 𝜑 ∈ L2 (𝜌),Ω−1 ∇2𝑥𝜑

 + Ω−1 (b∇𝑥𝜙e ∇𝑥𝜑
) + Ω−1 (b∇𝑥𝜙e2 𝜑

) . ‖𝜑‖ . (4.5)

B The following zeroth order Poincaré inequality, sometimes called the Poincaré-Lions
inequality,

∀ 𝜑 ∈ L2 (𝜌) , ‖𝜑 − 〈𝜑〉‖ .
Ω− 12 ∇𝑥𝜑

 . ‖𝜑 − 〈𝜑〉‖ , (4.6)

is proven in [9, Proposition 5].
B The (−1)𝑡ℎ order Poincaré-Lions inequality

∀ 𝜑 ∈ H−1 (𝜌) ,
Ω− 12

(
𝜑 − 〈𝜑〉

) . Ω−1 ∇𝑥𝜑
 . Ω− 12

(
𝜑 − 〈𝜑〉

) , (4.7)

is proven in [9, Lemma 10] as well as its variant

∀ 𝜑 ∈ L2 (𝜌) , ‖𝜑 − 〈𝜑〉‖ .
∇𝑥 Ω

− 12 𝜑
 + Ω− 12 ∇𝑥𝜑

 . 𝜑 − 〈𝜑〉
 . (4.8)

B Another key estimate is the zeroth-order Korn-Poincaré inequality: for any vector field
𝑢 : R𝑑 → R𝑑 such that 〈𝑢〉 = 0 and 〈∇skew𝑥 𝑢〉 = 0,

‖𝑢‖ .
Ω− 12 ∇sym𝑥 𝑢

 , (4.9)

which is established in [9, Theorem 4] using (2.5).

4.3. Control of infinite-dimensional quantities

We build an entropy function by assembling dissipative functionals for ℎ⊥ and the space
inhomogeneous terms defined in (4.2).

4.3.1. Control of ℎ⊥. We first control the dissipation of the microscopic part.

Lemma 4.2. If ℎ is a solution to (2.23) in L2 (M), then

d
d𝑡

‖ℎ‖2 ≤ − 2 cC ‖ℎ⊥‖2 . (4.10)

Proof of Lemma 4.2. Since C∗ = C and T ∗ = −T , there holds

1
2
d
d𝑡

‖ℎ‖2 = 〈Cℎ, ℎ〉 .

We conclude that (4.10) holds by the spectral gap assumption (H1) on C .
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4.3.2. Control of 𝑒𝑠 . Let us consider 𝑒𝑠 as defined in (4.2c).

Lemma 4.3. There are some positive constants ^1 and 𝐶 such that

d
d𝑡

〈
Ω−1 ∇𝑥𝑒,Θ[ℎ]

〉
≤ − ^1 ‖𝑒𝑠 ‖2 + 𝐶 ‖ℎ⊥‖ ‖ℎ‖ . (4.11)

Proof of Lemma 4.3. Recall that Θ[ℎ] = Θ[ℎ⊥] from (2.31b). We compute

d
d𝑡

〈
Ω−1 ∇𝑥𝑒,Θ[ℎ]

〉
=

〈
Ω−1 ∇𝑥𝑒 ,−

(
1 + 2

𝑑

)
∇𝑥𝑒 + Θ[L ℎ⊥]

〉
+
〈
Ω−1 ∇𝑥 (𝜕𝑡𝑒) ,Θ[ℎ]

〉
≤ − 12

(
1 + 2

𝑑

) Ω− 12 ∇𝑥𝑒
2 + 𝐶 Ω− 12 Θ[L ℎ⊥]

2 + 𝐶 Ω−1 ∇𝑥 (𝜕𝑡𝑒)
 ‖ℎ⊥‖ ,

by using Cauchy-Schwarz and Young inequalities. We read from (4.6) that

‖Ω−1/2 ∇𝑥𝑒‖2 & ‖𝑒𝑠 ‖2 .

According to (4.6), (H2) and (H6), we haveΩ− 12 Θ[L ℎ⊥] . ‖ℎ⊥‖ .

It follows from (2.30c) that

Ω−1 ∇𝑥 (𝜕𝑡𝑒) = −
√︃
2
𝑑
Ω−1 ∇𝑥 (∇𝑥 · 𝑚) +Ω−1 ∇𝑥

(
∇∗
𝑥 · Θ[ℎ⊥]

)
,

so that
Ω−1 ∇𝑥 (𝜕𝑡𝑒)

 . ‖ℎ‖ by (4.5). This completes the proof of (4.11).

4.3.3. Control of 𝑚𝑠 . Let us consider ∇sym𝑥 𝑚𝑠 as defined by (2.6) and (4.2b).

Lemma 4.4. There are some positive constants ^2 and 𝐶 such that

d
d𝑡

〈
Ω−1 ∇sym

𝑥 𝑚𝑠 , 𝐸 [ℎ] −
√︃
2
𝑑
〈𝑒〉 Id𝑑×𝑑

〉
≤ − ^2 ‖𝑚𝑠 ‖2 + 𝐶

(
‖𝑒𝑠 ‖ + ‖ℎ⊥‖

)
‖ℎ‖ . (4.12)

Proof of Lemma 4.4. Let us remark that from (4.2b) one has

∇sym𝑥 𝑚 = ∇sym𝑥 𝑚𝑠 + 1𝑑 〈∇𝑥 · 𝑚〉 Id𝑑×𝑑 ,

and from (2.31a),

𝐸 [ℎ] −
√︃
2
𝑑
〈𝑒〉 Id𝑑×𝑑 =

√︃
2
𝑑
𝑒𝑠 Id𝑑×𝑑 + 𝐸 [ℎ⊥] .

Moreover, from (2.30c), one gets

d
d𝑡
〈𝑒〉 = −

√︃
2
𝑑
〈∇𝑥 · 𝑚〉 .

As a consequence, from (2.30d), one obtains

d
d𝑡

〈
Ω−1 ∇sym𝑥 𝑚𝑠 , 𝐸 [ℎ] −

√︃
2
𝑑
〈𝑒〉 Id𝑑×𝑑

〉
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=
〈
Ω−1 ∇sym𝑥 𝑚𝑠 ,−2∇sym𝑥 𝑚 + 𝐸 [L ℎ⊥] + 2

𝑑
〈∇𝑥 · 𝑚〉 Id𝑑×𝑑

〉
+
〈
Ω−1 ∇sym𝑥 (𝜕𝑡𝑚𝑠), 𝐸 [ℎ] −

√︃
2
𝑑
〈𝑒〉 Id𝑑×𝑑

〉
= − 2

Ω− 12 ∇sym𝑥 𝑚𝑠

2 + 〈
Ω− 12 ∇sym𝑥 𝑚𝑠 ,Ω

− 12 𝐸 [L ℎ⊥]
〉

+
〈
Ω−1 ∇sym𝑥 (𝜕𝑡𝑚𝑠),

√︃
2
𝑑
𝑒𝑠 Id𝑑×𝑑 + 𝐸 [ℎ⊥]

〉
.

Using the Cauchy-Schwarz inequality, we deduce

d
d𝑡

〈
Ω−1 ∇sym𝑥 𝑚𝑠 , 𝐸 [ℎ] −

√︃
2
𝑑
〈𝑒〉Id𝑑×𝑑

〉
≤ −

Ω− 12 ∇sym𝑥 𝑚𝑠

2 + 𝐶 Ω− 12 𝐸 [L ℎ⊥]
2

+ 𝐶
Ω−1 ∇sym𝑥 (𝜕𝑡𝑚𝑠)

 √︃ 2
𝑑
𝑒𝑠Id𝑑×𝑑 + 𝐸 [ℎ⊥]

 .
Using Korn’s inequality (4.9) and observing by (2.30b) thatΩ−1 ∇sym𝑥 (𝜕𝑡𝑚𝑠)

 = O(‖ℎ‖) and
Ω− 12 𝐸 [L ℎ⊥]

 = O(‖ℎ⊥‖)

from (4.5) and (4.8) as in the proof of Lemma 4.3, we prove (4.12).

4.3.4. Control of 𝑤𝑠 . Let us consider 𝑤𝑠 as defined in (4.2e).

Lemma 4.5. There are some positive constants ^3 and 𝐶 such that

d
d𝑡

〈
Ω−1 ∇𝑥𝑤𝑠 , 𝑚𝑠

〉
≤ − ^3 ‖𝑤𝑠 ‖2 + 𝐶 ‖𝑒𝑠 ‖2 + 𝐶 ‖ℎ⊥‖2 + 𝐶 ‖𝑚𝑠 ‖ ‖ℎ‖ (4.13)

and
d
d𝑡

〈
−Ω−1 𝜕𝑡𝑤𝑠 , 𝑤𝑠

〉
≤ −

Ω− 12 𝜕𝑡𝑤𝑠

2 + 𝐶 ‖𝑤𝑠 ‖ ‖ℎ‖ . (4.14)

Proof of Lemma 4.5. Observe that (2.30b), (4.2c) and (4.3) imply

𝜕𝑡𝑚 = −∇𝑥𝑤 +
√︃
2
𝑑
∇∗
𝑥𝑒𝑠 + ∇∗

𝑥 · 𝐸 [ℎ⊥]

= −∇𝑥𝑤𝑠 − 〈∇𝑥𝑤〉 − 1
𝑑
〈Δ𝑥𝑤〉 𝑥 +

√︃
2
𝑑
∇∗
𝑥𝑒𝑠 + ∇∗

𝑥 · 𝐸 [ℎ⊥] .

Integrating (2.30b) and using (4.2d), one gets

d
d𝑡
〈𝑚〉 = − 〈∇𝑥𝑟〉 = − 〈∇𝑥𝑤〉

and

d
d𝑡
〈∇𝑥 · 𝑚〉 = − 〈Δ𝑥𝑟〉 +

√︃
2
𝑑
〈𝑒 Δ𝑥𝜙〉 +

〈
Tr(𝐸 [ℎ⊥] ∇2𝑥𝜙)

〉
= − 〈Δ𝑥𝑤〉 +

√︃
2
𝑑
〈𝑒𝑠 Δ𝑥𝜙〉 +

〈
Tr(𝐸 [ℎ⊥] ∇2𝑥𝜙)

〉
.
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Finally, by differentiating (2.30b), one has

𝜕𝑡∇𝑥𝑚 = −∇2𝑥𝑟 +
√︃
2
𝑑
∇∗
𝑥 ∇𝑥𝑒 +

√︃
2
𝑑
∇2𝑥𝜙 𝑒 + ∇∗

𝑥 · (∇𝑥 ⊗ 𝐸 [ℎ⊥]) + 𝐸 [ℎ⊥] ∇2𝑥𝜙

and the integration of the skew-symmetric part yields

d
d𝑡
〈∇skew𝑥 𝑚〉 =

〈(
𝐸 [ℎ⊥] ∇2𝑥𝜙

) skew〉
. (4.15)

As a consequence of these identities and (4.2b), one gets

𝜕𝑡𝑚𝑠 = −∇𝑥𝑤𝑠 +
√︃
2
𝑑

(
∇∗
𝑥𝑒𝑠 − 1

𝑑
〈𝑒𝑠 Δ𝑥𝜙〉 𝑥

)
+ 𝑚𝐸

where 𝑚𝐸 := ∇∗
𝑥 · 𝐸 [ℎ⊥] −

〈(
𝐸 [ℎ⊥] ∇2𝑥𝜙

) skew〉
𝑥 − 1

𝑑

〈
Tr
(
𝐸 [ℎ⊥] ∇2𝑥𝜙

)〉
𝑥. Hence〈

Ω−1 ∇𝑥𝑤𝑠 , 𝜕𝑡𝑚𝑠

〉
= −

Ω− 12 ∇𝑥𝑤𝑠

2 + Ω− 12 ∇𝑥𝑤𝑠

 Ω− 12 𝑚𝐸


+
√︃
2
𝑑

Ω− 12 ∇𝑥𝑤𝑠

 Ω− 12
(
∇∗
𝑥𝑒𝑠 − 1

𝑑
〈𝑒𝑠 Δ𝑥𝜙〉 𝑥

)
Using the zeroth order Poincaré inequality (4.6) and (4.2c), we can estimate ‖Ω−1/2∇∗

𝑥𝑒𝑠 ‖
by ‖𝑒𝑠 ‖. Up to a few integrations by parts, using (H4), (H6) and (H7), we end up for some
constant 𝐶 > 0 with〈

Ω−1 ∇𝑥𝑤𝑠 , 𝜕𝑡𝑚𝑠

〉
≤ − 1

2
Ω− 12 ∇𝑥𝑤𝑠

2 + 𝐶 (
‖𝑒𝑠 ‖2 + ‖ℎ⊥‖2

)
. (4.16)

From the definitions (4.2a) and (4.2e), we have

𝜕𝑡𝑤𝑠 = 𝜕𝑡𝑟 − 〈∇𝑥𝜕𝑡𝑟〉 · 𝑥 − 1
2 𝑑 〈Δ𝑥𝜕𝑡𝑟〉 b2,−

√︃
2
𝑑
〈𝜕𝑡𝑒〉 𝜙𝑠 ,

so that, by (2.30a) and (2.30c),

𝜕𝑡𝑤𝑠 = ∇∗
𝑥𝑚 − 〈∇𝑥∇∗

𝑥 · 𝑚〉 · 𝑥 − 1
2 𝑑 〈Δ𝑥∇∗

𝑥 · 𝑚〉 b2 − 2
𝑑
〈∇𝑥 · 𝑚〉 𝜙𝑠 . (4.17)

Using (4.5) in order to estimate the first term, and performing several integration by parts
and using the boundedness assumption (H6) on 𝜙 in order to estimate the three last terms,
we obtain

‖Ω−1 ∇𝑥 𝜕𝑡𝑤𝑠 ‖ . ‖𝑚‖ . ‖ℎ‖ . (4.18)

Inserting (4.16) and (4.18) in

d
d𝑡

〈
Ω−1 ∇𝑥𝑤𝑠 , 𝑚𝑠

〉
=
〈
Ω−1 ∇𝑥 𝜕𝑡𝑤𝑠 , 𝑚𝑠

〉
+
〈
Ω−1 ∇𝑥𝑤𝑠 , 𝜕𝑡𝑚𝑠

〉
completes the proof of (4.13).
In order to control the time-derivative of 𝑤𝑠 , we write

d
d𝑡
〈
−Ω−1 𝜕𝑡𝑤𝑠 , 𝑤𝑠

〉
= −

Ω− 12 𝜕𝑡𝑤𝑠

2 − 〈
Ω−1 𝜕2𝑡𝑡𝑤𝑠 , 𝑤𝑠

〉
. (4.19)
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Differentiating (4.17) with respect to 𝑡, we have

𝜕2𝑡𝑡𝑤𝑠 = ∇∗
𝑥 · (𝜕𝑡𝑚) − 〈∇𝑥∇∗

𝑥 · (𝜕𝑡𝑚)〉 · 𝑥 − 1
2 𝑑 〈Δ𝑥∇∗

𝑥 · (𝜕𝑡𝑚)〉 b2 − 2
𝑑
〈∇𝑥 · (𝜕𝑡𝑚)〉 𝜙𝑠 ,

where the first term is obtained by differentiating (2.30b) and amounts to

∇∗
𝑥 (𝜕𝑡𝑚) = −∇∗

𝑥 · ∇𝑥𝑤 +
√︃
2
𝑑
∇∗
𝑥 · ∇∗

𝑥𝑒𝑠 + ∇∗
𝑥 · ∇∗

𝑥 · 𝐸 [ℎ⊥] ,

using (4.2c) and (4.2d). Similar expressions hold for the three next terms. Arguing simil-
arly as for (4.18), we have

Ω−1 𝜕2𝑡𝑡𝑤𝑠 = O(‖ℎ‖) .

Together with (4.19) this proves (4.14).

4.3.5. First Lyapunov functional. We end this section by introducing a first, partial Lya-
punov functional

F1 [ℎ] := ‖ℎ‖2 + Y1
〈
Ω−1 ∇𝑥𝑒,Θ[ℎ]

〉
+ Y2

〈
Ω−1 ∇sym𝑥 𝑚𝑠 , 𝐸 [ℎ] −

√︃
2
𝑑
〈𝑒〉 Id𝑑×𝑑

〉
+ Y3

〈
Ω−1 ∇𝑥𝑤𝑠 , 𝑚𝑠

〉
+ Y4 〈−Ω−1 𝜕𝑡𝑤𝑠 , 𝑤𝑠〉 (4.20)

where
Y1 = Y , Y2 = Y

3/2 , Y3 = Y
7/4 , Y4 = Y

15/8 . (4.21)

Let us define the dissipation functional

D1 [ℎ] := ‖ℎ⊥‖2 + ‖𝑒𝑠 ‖2 + ‖𝑚𝑠 ‖2 + ‖𝑤𝑠 ‖2 + ‖Ω− 12 𝜕𝑡𝑤𝑠

2 . (4.22)

Lemma 4.6. There are some positive constants ^0, 𝐶0 and ^ such that for any Y > 0 small
enough, we have

d
d𝑡
F1 [ℎ] ≤ − ^0 ‖ℎ⊥‖2 − Y

15
8 ^D1 [ℎ] + Y2 𝐶0 ‖ℎ‖2 .

Proof of Lemma 4.6. By collecting the results of Lemmata 4.2, 4.3, 4.4 and 4.5, we obtain

d
d𝑡
F1 [ℎ] ≤ − 2 cC ‖ℎ⊥‖2 − Y1 ^1 ‖𝑒𝑠 ‖2 + Y1 𝐶 ‖ℎ⊥‖ ‖ℎ‖

− Y2 ^2 ‖𝑚𝑠 ‖2 + Y2 𝐶
(
‖ℎ⊥‖ + ‖𝑒𝑠 ‖

)
‖ℎ‖

− Y3 ^3 ‖𝑤𝑠 ‖2 + Y3 𝐶
(
‖𝑒𝑠 ‖2 + ‖ℎ⊥‖2 + ‖𝑚𝑠 ‖ ‖ℎ‖

)
− Y4 ‖Ω− 12 𝜕𝑡𝑤𝑠 ‖2 + Y4 𝐶 ‖𝑤𝑠 ‖ ‖ℎ‖

for any Y𝑖 ∈ (0, 1), 𝑖 = 1, 2, 3, 4, up to a renaming of the generic constant 𝐶 > 0. Using
repeatedly Young’s inequality, we have

Y1 𝐶 ‖ℎ⊥‖ ‖ℎ‖ ≤ 1
2 cC ‖ℎ⊥‖2 + Y21 𝐶2

2 cC ‖ℎ‖2 ,

Y2 𝐶 ‖ℎ⊥‖ ‖ℎ‖ ≤ 1
2 cC ‖ℎ⊥‖2 + Y22 𝐶2

2 cC ‖ℎ‖2 ,
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Y2 𝐶 ‖𝑒𝑠 ‖ ‖ℎ‖ ≤ 1
2 Y1 ^1 ‖𝑒𝑠 ‖

2 + Y22
Y1

𝐶2

2 ^1 ‖ℎ‖
2 ,

Y3 𝐶 ‖𝑚𝑠 ‖ ‖ℎ‖ ≤ 1
2 Y2 ^2 ‖𝑚𝑠 ‖2 +

Y23
Y2

𝐶2

2 ^2 ‖ℎ‖
2 ,

Y4 𝐶 ‖𝑤𝑠 ‖ ‖ℎ‖ ≤ 1
2 Y3 ^3 ‖𝑤𝑠 ‖2 +

Y24
Y3

𝐶2

2 ^3 ‖ℎ‖
2 ,

and therefore

d
d𝑡
F1 [ℎ] ≤ − (cC − Y3 𝐶) ‖ℎ⊥‖2 − Y1 ^1

( 1
2 −

Y3
^1 Y1

𝐶
)
‖𝑒𝑠 ‖2 − 1

2 Y2 ^2 ‖𝑚𝑠 ‖2

− 1
2 Y3 ^3 ‖𝑤𝑠 ‖2 − Y4

Ω− 12 𝜕𝑡𝑤𝑠

2
+ 1
2 𝐶

2
(
Y21
cC + Y22

cC + Y22
^1 Y1

+ Y23
^2 Y2

+ Y24
^3 Y3

)
‖ℎ‖2 .

The choice ^0 = 1
4 cC , ^ = min

{ cC
4 ,

^1
4 ,

^2
2 ,

^3
2 , 1

}
and 𝐶0 = 1

2 𝐶
2 ( 2
cC + 1

^1
+ 1

^2
+ 1

^3

)
with

Y𝑖 , 𝑖 = 1, . . . , 4, given by (4.21) and

0 < Y < min
{
1, ( 4𝐶

^1
)−4/3, ( 2𝐶cC )−4/7

}
completes the proof.

4.4. Control of finite-dimensional quantities

After estimating the decay of the deviations from averages terms defined by (4.2), let us
consider the time-dependent global scalar quantities 〈𝑒〉, 〈∇skew𝑥 𝑚〉, 〈∇𝑥 · 𝑚〉, 〈𝑚〉, 〈∇𝑥𝑟〉,
〈Δ𝑥𝑟〉. We proceed as in the proof of Proposition 3.1. Let

𝐴(𝑡) := 〈∇skew𝑥 𝑚〉 , 𝑏(𝑡) := 〈𝑚〉 , 𝑐(𝑡) := 〈𝑒〉 , (4.23a)

𝑧(𝑡, 𝑥) := 𝑟 (𝑡, 𝑥) + 𝑏′(𝑡) · 𝑥 − 𝑐′′(𝑡) b2 (𝑥)
2
√
2 𝑑

− 𝑐(𝑡)
√︃
2
𝑑
b𝜙 (𝑥) . (4.23b)

By comparison with (3.2a), we know that 𝑧 = 0 if ℎ corresponds to a special macroscopic
mode. We observe here that there is no reason for 𝐴(𝑡) to be neither the orthogonal pro-
jection of 𝑚 onto infinitesimal rotation matrices nor independent of 𝑡. We shall have to
take this fact into account later and remember that, according to (4.15),

𝐴′(𝑡) =
〈(
𝐸 [ℎ⊥] ∇2𝑥𝜙

) skew〉
. (4.24)

4.4.1. The macroscopic equations. As defined by (2.25), the functions 𝑟 , 𝑚 and 𝑒 can be
rewritten in the new variables as follows.

Lemma 4.7. With previous notations, if ℎ solves (2.22)–(2.23) in L2 (M), then

𝑟 (𝑡, 𝑥) = − 𝑏′(𝑡) · 𝑥 + 𝑐′′(𝑡) b2 (𝑥)
2
√
2 𝑑

+ 𝑐(𝑡)
√︃
2
𝑑
b𝜙 (𝑥) + 𝑧(𝑡, 𝑥) , (4.25a)

𝑚(𝑡, 𝑥) = 𝐴(𝑡) 𝑥 + 𝑏(𝑡) − 𝑐′(𝑡) 1√
2 𝑑
𝑥 + 𝑚𝑠 (𝑡, 𝑥) , (4.25b)

𝑒(𝑡, 𝑥) = 𝑐(𝑡) + 𝑒𝑠 (𝑡, 𝑥) , (4.25c)
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where 𝑧 obeys the bounds

‖𝑧‖2 . ‖𝑤𝑠 ‖2 + ‖𝑒𝑠 ‖2 + ‖ℎ⊥‖2, (4.26a)Ω− 12 𝜕𝑡 𝑧
2 . Ω− 12 𝜕𝑡𝑤𝑠

2 + ‖𝑚𝑠 ‖2 + ‖ℎ⊥‖2 . (4.26b)

Proof of Lemma 4.7. The expression (4.25a) follows from the definition of 𝑧 in (4.23b),
while (4.25c) is no more than a rewriting of (4.2c). From (2.30c) one observes that

𝑐′ =
d
d𝑡
〈𝑒〉 = −

√︃
2
𝑑
〈∇𝑥 · 𝑚〉 , (4.27)

so that (4.25b) follows from the definition (4.2b) of 𝑚𝑠 .
From (2.30b) we have

𝑏′ =
d
d𝑡
〈𝑚〉 = − 〈∇𝑥𝑟〉 . (4.28)

Using (4.2a) and (4.2e), we write

𝑟 = 𝑤𝑠 +
√︃
2
𝑑
〈𝑒〉 𝜙𝑠 + 〈∇𝑥𝑟〉 · 𝑥 + 1

2 𝑑 〈Δ𝑥𝑟〉 b2

= 𝑤𝑠 +
√︃
2
𝑑
𝑐
(
b𝜙 − 1

2 𝑑 〈Δ𝑥𝜙〉 b2
)
− 𝑏′ · 𝑥 + 1

2 𝑑 〈Δ𝑥𝑟〉 b2 .

From (4.25a), we deduce

𝑧 = 𝑤𝑠 + 1√
2 𝑑

(
1√
2 𝑑

〈Δ𝑥𝑟〉 − 1
2 𝑐

′′ − 1
𝑑
〈Δ𝑥𝜙〉 𝑐

)
b2 . (4.29)

Finally, thanks to (4.27) and (2.30b), we compute

𝑐′′ = −
√︃
2
𝑑
〈∇𝑥 · 𝜕𝑡𝑚〉 =

√︃
2
𝑑
〈Δ𝑥𝑟〉 − 2

𝑑

〈
∇𝑥 · ∇∗

𝑥𝑒
〉
−
√︃
2
𝑑

〈
∇𝑥 ·

(
∇∗
𝑥 · 𝐸 [ℎ⊥]

)〉
,

and thus obtain

𝑐′′ =
√︃
2
𝑑
〈Δ𝑥𝑟〉 − 2

𝑑
〈𝑒 Δ 𝜙〉 −

√︃
2
𝑑

〈
Tr
(
𝐸 [ℎ⊥] ∇2𝑥𝜙

)〉
. (4.30)

By inserting (4.30) in (4.29), we obtain

𝑧 = 𝑤𝑠 + 1
2 𝑑

〈
𝐸 [ℎ⊥] : ∇2𝑥𝜙

〉
b2 + 1

𝑑
√
2 𝑑

〈𝑒𝑠 Δ𝑥𝜙〉 b2 ,

from which (4.26a) follows. By differentiating 𝑧 with respect to 𝑡, we get

𝜕𝑡 𝑧 = 𝜕𝑡𝑤𝑠 + 1
2 𝑑

〈
𝜕𝑡𝐸 [ℎ⊥] : ∇2𝑥𝜙

〉
b2 + 1

𝑑
√
2 𝑑

〈𝜕𝑡𝑒𝑠 Δ𝑥𝜙〉 b2 .

By (2.30d) and (2.31a), we know that

𝜕𝑡𝐸 [ℎ] = − 2∇sym𝑥 𝑚 + 𝐸 [L ℎ⊥] =
√︃
2
𝑑
𝜕𝑡𝑒 Id𝑑×𝑑 + 𝜕𝑡𝐸 [ℎ⊥] .

Besides, we learn from (4.2b) and (4.27) that

∇sym𝑥 𝑚 = ∇sym𝑥 𝑚𝑠 + 1𝑑 〈∇𝑥 · 𝑚〉 Id𝑑×𝑑 = ∇sym𝑥 𝑚𝑠 − 1√
2 𝑑

〈𝜕𝑡𝑒〉 Id𝑑×𝑑
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and, as a consequence,

𝜕𝑡𝐸 [ℎ⊥] = − 2∇sym𝑥 𝑚𝑠 + 𝐸 [L ℎ⊥] −
√︃
2
𝑑
𝜕𝑡𝑒𝑠 Id𝑑×𝑑 .

Hence
𝜕𝑡 𝑧 = 𝜕𝑡𝑤𝑠 − 1

𝑑

〈
∇sym𝑥 𝑚𝑠 : ∇2𝑥𝜙

〉
b2 + 1

2 𝑑
〈
𝐸 [L ℎ⊥] : ∇2𝑥𝜙

〉
b2

and Estimate (4.26b) follows using an integration by parts and (H6).

Using (4.25a) on the one hand, and (2.30a) combined with (4.25b) on the other hand,
we write

𝜕𝑡𝑟 =

√︃
2
𝑑
b𝜙 𝑐

′ − 𝑥 · 𝑏′′ + b2
2
√
2 𝑑
𝑐′′′ + 𝜕𝑡 𝑧

= ∇∗
𝑥 · 𝑚𝑠 + ∇𝑥𝜙 · 𝐴 𝑥 − 1√

2 𝑑
(∇𝑥𝜙 · 𝑥 − 𝑑) 𝑐′ + ∇𝑥𝜙 · 𝑏 .

We deduce a differential equation which is very similar to (2.12) up to additional terms
involving 𝑚𝑠 and 𝑧, namely

Proposition 4.8. The functions 𝐴, 𝑏, 𝑐, 𝑧 and 𝑚𝑠 defined by (4.23) and (4.2b) solve

2 b𝜙 (𝑥)+∇𝑥 𝜙 ·𝑥−𝑑√
2 𝑑

𝑐′ + b2
2
√
2 𝑑
𝑐′′′ − ∇𝑥𝜙 · 𝑏 − 𝑥 · 𝑏′′ − ∇𝑥𝜙 · 𝐴 𝑥

= ∇∗
𝑥 · 𝑚𝑠 − 𝜕𝑡 𝑧 . (4.31)

4.4.2. Control of 𝐴. The counterpart of Section 3.2 goes as follows.

Lemma 4.9. There are some positive constants ^4 and 𝐶 such that

− d
d𝑡
〈
(𝑋 − 𝑌 · ∇𝑥𝜙) ,∇𝑥𝜙 · 𝐴 𝑥

〉
≤ − ^4 |𝐴|2 + 𝐶

(
D1 [ℎ] + 𝐶 ‖ℎ⊥‖ ‖ℎ‖

)
, (4.32)

where 𝑋 = 𝑋 (𝑏′, 𝑐, 𝑐′′),𝑌 =𝑌 (𝑏′, 𝑐, 𝑐′′) and D1 [ℎ] are defined respectively in (3.5), (3.6)
and (4.22).

Proof of Lemma 4.9. We argue as for Lemma 3.4. We multiply (4.31) by 𝑥𝑘 for 𝑘 =

1, . . . , 𝑑 and after integration, we get√︃
2
𝑑

〈
b𝜙 𝑥

〉
𝑐′ + 1

2
√
2 𝑑

〈b2 𝑥 〉 𝑐′′′ − 𝑏 − 〈𝑥 ⊗ 𝑥〉 𝑏′′ = 〈𝑚𝑠〉 − 〈𝑥 𝜕𝑡 𝑧〉 . (4.33)

Using the definitions of 𝑋 and 𝑌 , (4.31) and (4.33) yield

d
d𝑡

(𝑋 − 𝑌 · ∇𝑥𝜙) = ∇𝑥𝜙 · 𝐴 𝑥 + ∇∗
𝑥 · 𝑚𝑠 − 〈𝑚𝑠〉 · ∇𝑥𝜙 − 𝜕𝑡 𝑧 + 〈𝑥 𝜕𝑡 𝑧〉 · ∇𝑥𝜙 .

Using (4.23a) and (4.24), we obtain

d
d𝑡
〈
− (𝑋 − 𝑌 · ∇𝑥𝜙),∇𝑥𝜙 · 𝐴 𝑥

〉
= − ‖∇𝑥𝜙 · 𝐴 𝑥‖2 − 〈∇∗

𝑥 · 𝑚𝑠 ,∇𝑥𝜙 · 𝐴 𝑥〉 +
〈
〈𝑚𝑠〉 · ∇𝑥𝜙 ,∇𝑥𝜙 · 𝐴 𝑥

〉
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+ 〈𝜕𝑡 𝑧,∇𝑥𝜙 · 𝐴 𝑥〉 −
〈
〈𝑥 𝜕𝑡 𝑧〉 · ∇𝑥𝜙 ,∇𝑥𝜙 · 𝐴 𝑥

〉
−
〈(
𝑋 − 𝑌 · ∇𝑥𝜙

)
,∇𝑥𝜙 ·

〈(
𝐸 [ℎ⊥] ∇2𝑥𝜙

) skew〉
𝑥

〉
.

For the first term and thanks to the conservation law (2.27), we note that

R⊥
𝜙 3 P(𝑚) = 𝐴 𝑥 + P(𝑚𝑠) ,

so that we can apply inequality (3.3) to 𝑥 ↦→ 𝐴 𝑥 + P(𝑚𝑠) to get

𝑐K ‖𝐴 𝑥 + P(𝑚𝑠)‖2 ≤ ‖∇𝑥𝜙 · 𝐴 𝑥 + ∇𝑥𝜙 · P(𝑚𝑠)‖2 ,

which yields
𝑐K |𝐴|2 = 𝑐K ‖𝐴 𝑥‖2 ≤ 4 ‖∇𝑥𝜙 · 𝐴 𝑥‖2 + 𝐶 ‖𝑚𝑠 ‖2 (4.34)

for any 𝐶 > 4 + 𝑐K. In order to estimate the other terms, we use〈(
𝑋 − 𝑌 · ∇𝑥𝜙

)
,∇𝑥𝜙 ·

〈(
𝐸 [ℎ⊥] ∇2𝑥𝜙

) skew〉
𝑥

〉
.
Ω−1 (𝑋 − 𝑌 · ∇𝑥𝜙)

 Ω (
∇𝑥𝜙 𝑥

) ��〈 (𝐸 [ℎ⊥] ∇2𝑥𝜙) skew〉��
.

(
|𝑏′ | + |𝑐 | + |𝑐′′ |

)
‖ℎ⊥‖ ,

and 〈
〈𝑚𝑠〉 · ∇𝑥𝜙 ,∇𝑥𝜙 · 𝐴 𝑥

〉
. ‖𝑚𝑠 ‖ ‖∇𝑥𝜙 · 𝐴 𝑥‖ . ‖𝑚𝑠 ‖ |𝐴| .

Thanks to the zeroth order Poincaré inequality (4.6), we also have〈
∇∗
𝑥 · 𝑚𝑠 ,∇𝑥𝜙 · 𝐴 𝑥

〉
=
〈
Ω− 12

(
∇∗
𝑥 · 𝑚𝑠

)
, Ω

1
2
(
∇𝑥𝜙 · 𝐴 𝑥

)〉
. ‖𝑚𝑠 ‖ |𝐴|

as well as similar estimates for the terms in 𝜕𝑡 𝑧 and 〈𝑥 𝜕𝑡 𝑧〉 · ∇𝑥𝜙. Collecting these estim-
ates with (4.34), we get

d
d𝑡
〈
−
(
𝑋 − 𝑌 · ∇𝑥𝜙

)
,∇𝑥𝜙 · 𝐴 𝑥

〉
≤ − 14 𝑐K |𝐴|

2 + 𝐶
(
‖𝑚𝑠 ‖ +

Ω− 12 𝜕𝑡 𝑧
 ) |𝐴| + (

|𝑏′ | + |𝑐 | + |𝑐′′ |
)
‖ℎ⊥‖ ,

for some ^4 < 1
4 𝑐K and 𝐶 > 0 large enough. Young’s inequality and (4.26b) conclude the

proof of (4.32).

4.4.3. Control of 𝑏, 𝑏′, 𝑏′′ and 𝑐, 𝑐′, 𝑐′′ and 𝑐′′′. It follows from three lemmata.

Lemma 4.10. The following estimate holds

|𝑏 | + |𝑏′′ | + |𝑐′ | + |𝑐′′′ | . |𝐴| +
Ω− 12 𝜕𝑡𝑤𝑠

 + ‖𝑚𝑠 ‖ + ‖ℎ⊥‖ . (4.35)

Proof. Using (4.31), we can write
2 b𝜙+∇𝑥 𝜙 ·𝑥−𝑑√

2 𝑑
𝑐′ + b2

2
√
2 𝑑
𝑐′′′ − ∇𝑥𝜙 · 𝑏 − 𝑥 · 𝑏′′ = 𝑅0
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with 𝑅0 := ∇𝑥𝜙 · 𝐴𝑥 + ∇∗
𝑥 · 𝑚𝑠 − 𝜕𝑡 𝑧. Arguing as in the proof of Lemma 3.5 with this new

definition of 𝑅0, we obtain that (3.11) holds with

𝑅3 := − 〈𝑅0 Φ̃〉 , Φ̃ := ∇𝜙 − 𝑥 − 〈(∇𝜙 − 𝑥) ⊗ 𝑥〉 ∇𝜙 .

Observing that

𝑅3 = −
〈
∇𝑥𝜙 · 𝐴 𝑥 Φ̃

〉
−
〈
𝑇
(
𝐷 Φ̃

)
𝑚𝑠

〉
+
〈
Ω
1
2 Φ̃,Ω− 12 𝜕𝑡 𝑧

〉
= O

(
|𝐴| + ‖𝑚𝑠 ‖ +

Ω− 12 𝜕𝑡 𝑧
 )

and using (4.26b), the proof of (4.35) follows for the same reasons as in the proof of
Lemma 3.5.

With D1 [ℎ] defined in (4.22), we obtain the counterpart of Lemma 3.6.

Lemma 4.11. There exists a constant 𝐶 > 0 so that
d
d𝑡
〈−𝑏, 𝑏′〉 ≤ − |𝑏′ |2 + 𝐶 |𝐴|2 + 𝐶D1 [ℎ] ,

d
d𝑡
〈−𝑐′, 𝑐′′〉 ≤ − |𝑐′′ |2 + 𝐶 |𝐴|2 + 𝐶D1 [ℎ] .

Lemma 4.12. The following estimates hold

|𝑐 | . |𝑏′ | + |𝑐′′ | + ‖𝑤𝑠 ‖2 + ‖𝑒𝑠 ‖2 + ‖ℎ⊥‖2, (4.36)
‖𝑟 ‖ . |𝑏′ | + |𝑐′′ | + ‖𝑤𝑠 ‖2 + ‖𝑒𝑠 ‖2 + ‖ℎ⊥‖2 . (4.37)

Proof. According to (4.25a), we can write 𝑟 as

𝑟 =

√︃
2
𝑑
b𝜙 𝑐 + 𝑅5 (4.38)

where 𝑅5 := 𝑧 − 𝑥 · 𝑏′ + b2
2
√
2 𝑑
𝑐′′ = O(|𝑏′ | + |𝑐′′ | + D1 [ℎ]) because of (4.26a). Using this

expression in (2.26) and recalling that 〈𝑒〉 = 𝑐 yields√︃
𝑑
2 𝑐

(
1 + 2

𝑑
〈b2𝜙

〉)
= −

〈
b𝜙 𝑅5

〉
,

from which (4.36) follows. Coming back to (4.38), we establish (4.37).

4.4.4. Second Lyapunov functional. Let us introduce the Lyapunov function

F2 [ℎ] := F1 [ℎ] − Y5 〈(𝑋 − 𝑌 · ∇𝑥𝜙),∇𝑥𝜙 · 𝐴 𝑥〉 − Y6 〈𝑏, 𝑏′〉 − Y6 〈𝑐′, 𝑐′′〉 (4.39)

for some additional small parameters Y5 and Y6, and the associated dissipation functional

D2 [ℎ] := D1 [ℎ] + |𝐴|2 + |𝑏′ |2 + |𝑐′′ |2 . (4.40)

Lemma 4.13. For any 0 < Y6 < Y5 < Y4 < Y3 < Y2 < Y1 with Y1 small enough, there holds

‖ℎ‖2 . F2 [ℎ] . D2 [ℎ] . ‖ℎ‖2 . (4.41)
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Proof of Lemma 4.13. We can control all quantities involved in the definitions of F2 and
D2 by ‖ℎ‖2. Indeed, from (4.1) and (4.23a), we have

‖𝑟 ‖ + ‖𝑚‖ + ‖𝑒‖ + ‖ℎ⊥‖ + |𝑏 | + |𝑐 | . ‖ℎ‖ (4.42)

and thus also ‖𝑒𝑠 ‖ . ‖𝑒‖ + |𝑐 | . ‖ℎ‖ from (4.25c). Next, we observe from (4.27) that

|𝑐′ | =
√︃
2
𝑑
|〈𝑚 · ∇𝜙〉| . ‖𝑚‖ ≤ ‖ℎ‖ ,

from (4.23a) that
|𝐴| = |〈𝑚∇skew𝑥 𝜙〉| . ‖𝑚‖ ≤ ‖ℎ‖ ,

and thus also ‖𝑚𝑠 ‖ . ‖𝑚‖ + |𝐴| + |𝑏 | + |𝑐′ | . ‖ℎ‖ from (4.25b). Similarly, we observe
from (4.28) that

|𝑏′ | = |〈𝑟∇𝑥𝜙〉| . ‖𝑟 ‖ ≤ ‖ℎ‖ .

Coming back to the definition of 𝑤𝑠 and using (4.28), we get

𝑤𝑠 = 𝑟 −
√︃
2
𝑑
𝑐
(
b𝜙 − 1

2 𝑑 〈Δ𝑥𝜙〉 b2
)
+ 𝑏′ · 𝑥 − 1

2 𝑑
〈
𝑟
(
|∇𝜙 |2 − Δ𝜙

)〉
b2 ,

and deduce ‖𝑤𝑠 ‖ . ‖𝑟 ‖ + |𝑐 | + |𝑏′ | . ‖ℎ‖. Similarly, from (4.30), we also have |𝑐′′ | .
‖𝑟 ‖ + ‖𝑒‖ + ‖ℎ⊥‖ ≤ ‖ℎ‖. Summing up, we have proved

‖𝑒𝑠 ‖ + ‖𝑚𝑠 ‖ + ‖𝑤𝑠 ‖ + |𝐴| + |𝑐′ | + |𝑏′ | + |𝑐′′ | . ‖ℎ‖ . (4.43)

We finally have to control the terms ‖Ω−1/2 𝜕𝑡𝑤𝑠 ‖. From (4.2e), (4.2a) and (2.30), we
have

𝜕𝑡𝑤𝑠 = ∇∗
𝑥 · 𝑚 − 〈∇𝑥∇∗

𝑥 · 𝑚〉 · 𝑥 − 1
2 𝑑

〈
Δ𝑥∇∗

𝑥 · 𝑚
〉
b2 −

√︃
2
𝑑
𝑐′𝜙𝑠

and, after performing several integration by parts,Ω− 12 𝜕𝑡𝑤𝑠

 . ‖𝑚‖ + |𝑐′ | . ‖ℎ‖ . (4.44)

As a consequence of the estimates (4.42), (4.43), (4.44) and of the definition (4.39) of F2
(also see (4.20)), we have ��‖ℎ‖2 − F2 [ℎ]

�� ≤ 𝐶 Y1 ‖ℎ‖2 .
This completes the proof of the first equivalence in (4.41). For the same reason, we have
D2 [ℎ] . ‖ℎ‖2. On the other way round, from (4.25a) and (4.36), we have

‖𝑟 ‖ . |𝑏′ | + |𝑐′′ | + |𝑐 | + ‖𝑤𝑠 ‖ + ‖𝑒𝑠 ‖ + ‖ℎ⊥‖ . |𝑏′ | + |𝑐′′ | + ‖𝑤𝑠 ‖ + ‖𝑒𝑠 ‖ + ‖ℎ⊥‖

and similarly, from (4.25b) and (4.35), we have

‖𝑚‖ . |𝐴| + |𝑏 | + |𝑐′ | + ‖𝑚𝑠 ‖ . |𝐴| + |𝑐′ | + ‖𝑚𝑠 ‖ + ‖Ω− 12 𝜕𝑡𝑤𝑠 ‖ + ‖ℎ⊥‖ .

Combining the last two estimates, (4.1), (4.25c) and the definition (4.22) ofD2, we deduce
the reverse inequality ‖ℎ‖2 .D2 [ℎ], which completes the proof of the second equivalence
in (4.41).
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4.5. Proof of Proposition 4.1

Proof of Proposition 4.1. We differentiate with respect to 𝑡 the Lyapunov function F2 [ℎ]
and use Lemmata 4.6, 4.9 and 4.11 to get

d
d𝑡
F2 [ℎ] ≤ − ^0 ‖ℎ⊥‖2 − Y

15
8 ^D1 [ℎ] + Y2 𝐶0 ‖ℎ‖2

− ^4 Y5 |𝐴|2 + 𝐶 Y5
(
D1 [ℎ] + 𝐶 ‖ℎ⊥‖ ‖ℎ‖

)
+ Y6

(
− |𝑏′ |2 − |𝑐′′ |2 + 2𝐶 |𝐴|2 + 2𝐶D1 [ℎ]

)
.

Using Young’s inequality we have

Y5 𝐶
2 ‖ℎ⊥‖ ‖ℎ‖ ≤ ^0 ‖ℎ⊥‖2 + Y25 ^

−1
0 𝐶4 ‖ℎ‖2

and we deduce for some new constants 𝐶1, 𝐶2, 𝐶3 > 0 that

d
d𝑡
F2 [ℎ] ≤ − Y

15
8 ^D1 [ℎ] + Y2 𝐶0 ‖ℎ‖2

− ^4 Y5 |𝐴|2 + 𝐶1 (Y5 + Y6) D1 [ℎ] + 𝐶2 Y25 ‖ℎ‖
2

− Y6

(
|𝑏′ |2 + |𝑐′′ |2

)
+ 𝐶3 Y6 |𝐴|2.

As in the proof of Lemma 4.6, we choose appropriately the small parameters Y𝑖 such that
the quantities Y5, Y6, Y5/Y4 and Y6/Y5 are small enough in terms of Y. With Y5 := Y61/32
and Y6 := Y62/32, we obtain

d
d𝑡
F2 [ℎ] ≤ − Y15/8

(
^ − 2 Y1/32 𝐶1

)
D1 [ℎ] − Y61/32

(
^4 − Y1/32 𝐶3

)
|𝐴|2

− Y62/32
(
|𝑏′ |2 + |𝑐′′ |2

)
+ Y2

(
𝐶0 + 𝐶2 Y29/16

)
‖ℎ‖2 .

Choosing Y > 0 small enough, the differential inequality simplifies into

d
d𝑡
F2 [ℎ] ≤ − Y62/32D2 [ℎ] + 5𝐶 Y2 ‖ℎ‖2 .

Because of the equivalences established in Lemma 4.13, there are two constants 𝐾𝑖 > 0,
such that

d
d𝑡
F2 [ℎ] ≤ − Y62/32

(
𝐾1 − 𝐾2 Y2/32

)
F2 [ℎ] .

Choosing Y > 0 smaller if necessary, we obtain

d
d𝑡
F2 [ℎ] ≤ − ^ F2 [ℎ] ,

for some ^ > 0, which implies F2 [ℎ(𝑡)] ≤ 𝑒−^ 𝑡F2 [ℎ0]. This completes the proof of Pro-
position 4.1, that is, of Part (2) of Theorem 1.1, by using once again the equivalences of
Lemma 4.13.
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5. Proof of hypocoercivity by the commutator method

In this section we give an alternative proof of our main result in Theorem 1.1 using a
commutator method, under the additional hypotheses that

The linear collision operator C is bounded in L2 (`−1) , (H9)

‖∇2𝑥 𝜙‖L∞ (R𝑑) < ∞ and
∫
R𝑑
𝑥 𝜙(𝑥) 𝑒−𝜙 (𝑥) d𝑥 = 0 . (H10)

Assumption (H9) means that the operator C as defined in (2.24) is bounded on L2 (`)
while (H10) means that the potential 𝜙 has bounded second derivatives and is superlinear
at infinity. These assumptions are added merely in order to simplify the computations
but the bound (H9) on the collision operator can be relaxed into just (H2) by using
�̃�𝑖 := Π∗𝐴𝑖Π instead of the 𝐴𝑖’s defined in (5.2) in Proposition 5.2 (where Πℎ = ℎ ‖ is the
orthogonal projection on the macroscopic part), and the bound in (H10) can be relaxed
into simply |∇2𝑥𝜙 | . 1 + |∇𝑥𝜙 | thanks to the additional weight b∇𝑥𝜙e in the Poincaré
inequality (H5). We include the commutator method because of its interesting algebraic
properties and potential applications to a larger class of equations. Then part (2) of The-
orem 1.1 writes:

Proposition 5.1. Assume that (H0)–(H10) hold and consider a solution ℎ to (2.22)–(2.23)
in L2 (M). Then there are explicit constants 𝐶 > 0 and ^ > 0 such that

‖ℎ(𝑡)‖ ≤ 𝐶 𝑒−^ 𝑡 ‖ℎ0‖

where 𝐶 and ^ depend only on bounded moments constants, spectral gap constants or
explicitly computable quantities associated to 𝜙 such as the rigidity constant defined
in (1.14).

While ∇𝑥 and ∇𝑣 map scalar functions to vector-valued functions, their adjoints in
L2 (M) are ∇∗

𝑥 = −∇𝑥 · +∇𝑥𝜙 and ∇∗
𝑣 = −∇𝑣 · + 𝑣 · and map vector-valued functions back

to scalar functions. The operators ∇𝑥 and ∇𝑣 commute but each does not commute with
its adjoint. We have

[∇𝑣 ,T ] = −∇𝑥 , [∇𝑥 ,T ] = 𝐻𝜙 ∇𝑣 ,

[∇∗
𝑣 ,T ] = −∇∗

𝑥 , [∇∗
𝑥 ,T ] =

(
∇2𝑥 ∇𝑣

)∗
,

(5.1)

where [𝐴, 𝐵] = 𝐴 𝐵 − 𝐵 𝐴 is the commutator and 𝐻𝜙 := (𝜕2𝑥𝑖 𝑥 𝑗
𝜙)𝑖, 𝑗 .

In addition to Ω = ∇∗
𝑥 · ∇𝑥 + 1 defined in (1.15), we also introduce

Γ = ∇∗
𝑣 · ∇𝑣 + 1 , Λ = ∇∗

𝑣 · ∇𝑣 + ∇∗
𝑥 · ∇𝑥 + 1 .

These scalar operators also act, coordinate by coordinate, on tensors.
From, e.g., [9] (see Sections 4.4-4.5) or [25, 27], these operators are self-adjoint in

L2 (M). As in Section 4, we construct a cascade of estimates.
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5.1. Cascade of infinite-dimensional correctors

The three following operators play the role of correctors:
𝐴0 := ∇∗

𝑥 ⊗ ∇∗
𝑥 ⊗ ∇∗

𝑥 Λ
− 32 : Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥 ,

𝐴1 := ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥 ,

𝐴2 := ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

−1 Λ− 12 : Λ− 12 Γ−1 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣 .

(5.2)

From [25, 27] or by standard pseudo-differential calculus arguments (see Lemma A.4),
𝐴0, 𝐴1, 𝐴2 are bounded operators in L2 (M). Let R𝑛 [𝑉] be the space of real polynomials
of 𝑣 with degree less or equal than 𝑛 ∈ N, then

∇⊗3
𝑣 (R2 [𝑉]) = {0} , ∇⊗2

𝑣 (R1 [𝑉]) = {0} , ∇𝑣 (R0 [𝑉]) = {0} ,

𝐴2 (R2 [𝑉]) = {0} , 𝐴1 (R1 [𝑉]) = {0} , 𝐴0 (R0 [𝑉]) = {0} .

This means for instance that 𝐴2 can access the local energy without seeing the local
density and local momentum, in a descending cascade. Note that the simplest “order 1”
corrector 𝐴0 is inspired by the corrector ∇∗

𝑥Λ
−1/2 :Λ−1/2∇𝑣 introduced in [27] for Fokker-

Planck type equations. We define macroscopic deviations from averages quantities that are
slighlty different from (4.2a)–(4.2c):

𝑒 := 𝑒 − 〈𝑒〉 ,
�̃� := 𝑚 − 〈∇𝑥𝑚〉 𝑥 − 〈𝑚〉 ,

𝑟 := 𝑟 − 1
2
〈∇⊗2

𝑥 𝑟〉 :
(
𝑥 ⊗ 𝑥 − 〈𝑥 ⊗ 𝑥〉

)
− 〈∇𝑥𝑟〉 · 𝑥 − 〈𝑟〉 .

The core commutator estimates are:

Proposition 5.2. For all 𝑖 ∈ {0, 1, 2}, we have

d
d𝑡
〈𝐴𝑖 ℎ, ℎ〉 = − 〈Λ𝑖 ℎ, ℎ〉 + 〈𝐵𝑖ℎ, ℎ〉 (5.3)

where the 𝐵𝑖’s are bounded operators that satisfy

〈𝐵0ℎ, ℎ〉 . ‖ℎ‖
(
‖ℎ⊥‖ + ‖𝑒‖ + ‖�̃�‖

)
,

〈𝐵1ℎ, ℎ〉 . ‖ℎ‖
(
‖ℎ⊥‖ + ‖𝑒‖

)
,

〈𝐵2ℎ, ℎ〉 . ‖ℎ‖ ‖ℎ⊥‖ ,

and where the Λ𝑖’s are nonnegative self-adjoint operators that satisfy, for some 𝐶0, 𝐶1,
𝐶2 > 0 and _̄0, _̄1, _̄2 > 0

− 〈Λ0 ℎ, ℎ〉 ≤ −_̄0 ‖𝑟 ‖2 + 𝐶0
(
‖�̃�‖ + ‖𝑒‖ + ‖ℎ⊥‖

)
‖ℎ‖ ,

− 〈Λ1 ℎ, ℎ〉 ≤ −_̄1 ‖�̃�‖2 + 𝐶1
(
‖𝑒‖ + ‖ℎ⊥‖

)
‖ℎ‖ ,

− 〈Λ2 ℎ, ℎ〉 ≤ −_̄2 ‖𝑒‖2 + 𝐶2 ‖ℎ⊥‖ ‖ℎ‖ .
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Proof of Proposition 5.2. Since C is self-adjoint and T is skew-adjoint,

d
d𝑡
〈𝐴𝑖 ℎ, ℎ〉 =

〈
( [𝐴𝑖 ,T ] + 𝐴𝑖 C + C 𝐴𝑖) ℎ, ℎ

〉
for 𝑖 ∈ {0, 1, 2}.

We can therefore write [𝐴𝑖 ,T ] + 𝐴𝑖 C + C 𝐴𝑖 =: 𝐵𝑖 − Λ𝑖 where, by using (5.1), we have
the following explicit formulas

𝐵0 := 𝐴0 C + C 𝐴0
+ ∇∗

𝑥 ⊗ ∇∗
𝑥 ⊗ ∇∗

𝑥

[
Λ− 32 ,T

]
: Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥 Λ

− 32 :
[
Λ− 32 ,T

]
∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥 Λ

− 32 : Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ (𝐻𝜙∇𝑣)

+ ∇∗
𝑥 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥Λ

− 32 : Λ− 32 ∇𝑣 ⊗ (𝐻𝜙∇𝑣) ⊗ ∇𝑥

+ (𝐻𝜙∇𝑣)∗ ⊗ ∇∗
𝑥 ⊗ ∇∗

𝑥 Λ
− 32 : Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ ∇∗

𝑥 ⊗ (𝐻𝜙∇𝑣)∗ Λ− 32 : Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ (𝐻𝜙∇𝑣)∗ ⊗ ∇∗

𝑥Λ
− 32 : Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥 ,

𝐵1 := 𝐴1 C + C 𝐴1
+ ∇∗

𝑥 ⊗ ∇∗
𝑣 ⊗ ∇∗

𝑥

[
Λ−1 Γ− 12 ,T

]
: Λ− 32 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Λ

− 32 :
[
Λ−1 Γ− 12 ,T

]
∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ (𝐻𝜙∇𝑣)

+ ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ (𝐻𝜙∇𝑣)∗ Γ− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥

− ∇∗
𝑥 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥

+ (𝐻𝜙∇𝑣)∗ ⊗ ∇∗
𝑣 ⊗ ∇∗

𝑥 Γ
− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥 ,

𝐵2 := 𝐴2 C + C𝐴2
+ ∇∗

𝑣 ⊗ ∇∗
𝑣 ⊗ ∇∗

𝑥

[
Λ− 12 Γ−1,T

]
: Γ−1 Λ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣

+ ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Λ

− 12 Γ−1 :
[
Γ−1 Λ− 12 ,T

]
∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣

+ ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ (𝐻𝜙∇𝑣)∗ Γ−1 Λ− 12 : Λ− 12 Γ−1 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣

− ∇∗
𝑣 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥 Γ

−1 Λ− 12 : Λ− 12 Γ−1∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣 ,

− ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

−1 Λ− 12 : Λ− 12 Γ−1 : ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣 ,

and

Λ0 :=∇∗
𝑥 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥 Λ

− 32 : Λ− 32 ∇𝑥 ⊗ ∇𝑥 ⊗ ∇𝑥 ,

Λ1 :=∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑥 ⊗ ∇𝑣 ⊗ ∇𝑥

+ ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥 ,

Λ2 :=∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

−1 Λ− 12 : Λ− 12 Γ−1 ∇𝑥 ⊗ ∇𝑣 ⊗ ∇𝑣
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+ ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

−1 Λ− 12 : Λ− 12 Γ−1 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑣

+ ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

−1 Λ− 12 : Λ− 12 Γ−1 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥 .

The Λ𝑖’s operators are nonnegative, self-adjoint (see Appendix A.3) and bounded (see
Lemma A.4 again).
Note that for all 𝑖 ∈ {0, 1, 2}:

|〈𝐴𝑖 C ℎ, ℎ〉| = |〈𝐴𝑖 C ℎ⊥, ℎ〉| . ‖ℎ⊥‖ ‖ℎ‖ ,
|〈C 𝐴𝑖 ℎ, ℎ〉| = |〈𝐴𝑖 ℎ, Cℎ〉| = |〈𝐴𝑖 ℎ, Cℎ⊥〉| . ‖ℎ‖ ‖ℎ⊥‖ ,

because C is self-adjoint and bounded by (H9).
Now we deal with 𝐵2. Let us denote by 𝐵2,ℓ the ℓ-th line. Since Λ1/2 Γ [Λ−1/2 Γ−1,T ]

is bounded by standard pseudo-differential calculus (see [25]),

𝑏2,2 := ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 [Λ− 12 Γ−1,T ]

is bounded and��〈𝐵2,2 ℎ, ℎ〉�� = ���〈𝑏2,2 : Γ−1 Λ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣ℎ, ℎ

〉���
=

���〈𝑏2,2 : Γ−1 Λ− 12 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑣ℎ
⊥, ℎ

〉��� . ‖ℎ‖ ‖ℎ⊥‖

since the three derivatives in velocity on the right hand side cancel all macroscopic quant-
ities. The other lines are dealt with similarly, using the boundedness of 𝐻𝜙 , and we deduce
|〈𝐵2ℎ, ℎ〉| . ‖ℎ‖ ‖ℎ⊥‖.
Now we deal with 𝐵1. We consider the second line 𝐵1,2. Then ΛΓ1/2 [Λ−1 Γ−1/2,T ]

is bounded by standard pseudo-differential calculus and so

𝑏1,2 := ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥

[
Λ−1 Γ− 12 ,T

]
is bounded. Thus��〈𝐵1,2ℎ, ℎ〉�� = ���〈𝑏1,2 : Γ− 12 Λ−1 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥ℎ, ℎ

〉���
.
���〈𝐵1,2 : Γ− 12 Λ−1 ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥 (𝑒 𝔈 + ℎ⊥), ℎ

〉��� .
The macroscopic quantities 𝑟 and 𝑚 are canceled since two derivatives in velocity are
involved. We then use ∇𝑣 ⊗ ∇𝑣 ⊗ ∇𝑥𝑒 𝔈 = ∇𝑥𝑒 ⊗ Id𝑑×𝑑 and Appendix A.4 shows (using
Ω ≥ 1 for the first inequality)Ω−1 ∇𝑥𝑒

 ≤ Ω− 12 ∇𝑥𝑒
 . ‖𝑒‖ so

��〈𝐵1,2ℎ, ℎ〉�� . ‖ℎ‖
(
‖𝑒‖ + ‖ℎ⊥‖

)
.

The other lines are similar and yield the same estimate.
We then deal with 𝐵0, and focus on the second line 𝐵0,2 again. The operator

𝑏0,2 := ∇∗
𝑣 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥

[
Λ− 32 ,T

]
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is bounded arguing as before, and��〈𝐵0,2ℎ, ℎ〉��= ���〈𝑏0,2 : Λ− 32 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥ℎ, ℎ

〉��� . ‖ℎ‖
(
‖𝑒‖ + ‖�̃�‖ + ‖ℎ⊥‖

)
. (5.4)

Indeed a direct computation gives

Γ−1 Λ− 12 ∇𝑣 ⊗ ∇𝑥 ⊗ ∇𝑥ℎ = Ω− 32 ∇𝑥 ⊗ ∇𝑥𝑚 + Ω̃− 32 ∇𝑥 ⊗ ∇𝑥 ⊗ (𝑣 𝑒)

with Ω̃ := (∇∗
𝑥 ∇𝑥 + 2). The factor 2 comes from the fact that for all 𝛼 ∈ R,

Λ𝛼 (𝑣 𝑒) = (∇∗
𝑥 ∇𝑥 + ∇∗

𝑣 ∇𝑣 + 1)𝛼 (𝑣 𝑒) = (∇∗
𝑥 ∇𝑥 + 1 + 1)𝛼 (𝑣 𝑒)

since 𝑣 is an eigenfunction of ∇∗
𝑣 ∇𝑣 with eigenvalue 1. To complete the proof of (5.4), it

is sufficient to notice that ‖Ω− 32 ∇2𝑥 𝑒‖ ≤ ‖Ω−1 ∇2𝑥 𝑒‖ . ‖𝑒‖ and also that, by Appendix A.4,
‖Ω− 32 ∇2𝑥𝑚‖ ≤ ‖Ω−1 ∇2𝑥𝑚‖ . ‖�̃�‖. The other lines in 𝐵0 are treated similarly again.
Now we deal with the main nonnegative terms 〈Λ𝑖 ℎ, ℎ〉 in (5.3). We first compute the

contribution of Λ0, Λ1 and Λ2 acting respectively on 𝑟, 𝑚 and 𝑒. Due to the number of
derivatives in velocity in the right hand side of the expressions giving the Λ𝑖’s, we have
Λ𝑖 (R𝑖−1 [𝑉]) = {0} for 𝑖 ∈ {1, 2} and Λ𝑖 (R𝑖 [𝑉]) ⊂ R𝑖 [𝑉] for 𝑖 ∈ {0, 1, 2} and

〈Λ0 𝑟, 𝑟〉 =
∬
R𝑑×R𝑑

���Ω− 32 ∇3𝑥𝑟
���2M d𝑥 d𝑣 =

∫
R𝑑

���Ω− 32 ∇3𝑥𝑟
���2 𝜌 d𝑥 , (5.5)

〈
Λ1 (𝑚(𝑥) · 𝑣) , (𝑚(𝑥) · 𝑣)

〉
=

∬
R𝑑×R𝑑

( (
Ω−1𝜕2𝑥𝑖 𝑥𝑘𝑚 𝑗

) (
Ω−1 𝜕2𝑥𝑖 𝑥𝑘𝑚 𝑗

)
+
(
Ω−1𝜕2𝑥𝑖 𝑥𝑘𝑚 𝑗

) (
Ω−1 𝜕2𝑥 𝑗 𝑥𝑘

𝑚𝑖

) )
M d𝑥 d𝑣

= 2
∫
R𝑑

��Ω−1∇𝑥∇sym𝑥 𝑚
��2 𝜌 d𝑥 ,

(5.6)

〈
Λ2 (𝑒(𝑥) 𝔈(𝑣)) , (𝑒(𝑥) 𝔈(𝑣))

〉
(5.7)

=

∬
R𝑑×R𝑑

( (
Ω− 12 𝜕𝑥𝑘 𝑒

) (
𝜕2𝑣𝑖 𝑣𝑗 𝔈

) (
Ω− 12 𝜕𝑥𝑘 𝑒

) (
𝜕2𝑣𝑖 𝑣𝑗 𝔈

)
+
(
Ω− 12 𝜕𝑥 𝑗

𝑒

) (
𝜕2𝑣𝑖 𝑣𝑘 𝔈

) (
Ω− 12 𝜕𝑥𝑘 𝑒

) (
𝜕2𝑣𝑖 𝑣𝑗 𝔈

)
+
(
Ω− 12 𝜕𝑥𝑖 𝑒

) (
𝜕2𝑣𝑗 𝑣𝑘 𝔈

) (
Ω− 12 𝜕𝑥𝑘 𝑒

) (
𝜕2𝑣𝑖 𝑣𝑗 𝔈

) )
M d𝑥 d𝑣

=

∫
R𝑑

(
2
(
Ω− 12 𝜕𝑥𝑘 𝑒

)2
+ 2
𝑑

(
Ω− 12 𝜕𝑥𝑖 𝑒

)2
+ 2
𝑑

(
Ω− 12 𝜕𝑥 𝑗

𝑒

)2)
𝜌 d𝑥

=

(
4
𝑑
+ 2

) ∫
R𝑑

���Ω− 12 ∇𝑥𝑒

���2 𝜌 d𝑥 .
Next we use the cascade of Poincaré inequalities of Lemma A.6. For the density 𝑟, this
implies that there isa constant _0 > 0 such that

〈Λ0 𝑟, 𝑟〉 =
∫
R𝑑

���Ω− 32 ∇3𝑥𝑟
���2 𝜌 d𝑥

≥ 2_0
 𝑟 − 〈𝑟〉 − 〈∇𝑥𝑟〉 · 𝑥 − 1

2 〈∇
2
𝑥 𝑟〉 : (𝑥 ⊗ 𝑥 − 〈𝑥 ⊗ 𝑥〉)

2 = 2_0 ‖𝑟 ‖2 . (5.8)
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Regarding the momentum 𝑚, one first observes that

|Ω−1∇𝑥∇sym𝑥 𝑚 |2 ≥ 1
9
|Ω−1 ∇2𝑥𝑚 |2

thanks to the Schwarz lemma written as

∀ 𝑖, 𝑗 , 𝑘 ∈ {1, . . . , 𝑑} , 𝜕2𝑖 𝑗𝑚𝑘 = 𝜕𝑖 (∇sym𝑚) 𝑗𝑘 + 𝜕 𝑗
(
∇sym𝑥 𝑚

)
𝑖𝑘
− 𝜕𝑘

(
∇sym𝑥 𝑚

)
𝑖 𝑗
.

Applied to (5.5)–(5.7), the cascade of Poincaré inequalities at order 2 stated in Lemma A.6
implies that there exists a constant _1 such that

〈Λ1 (𝑚 · 𝑣), (𝑚 · 𝑣)〉 ≥ 2
9
‖Ω−1 ∇2𝑥𝑚‖2

≥ 2_1 ‖𝑚 − 〈𝑚〉 − 〈∇𝑥𝑚〉 𝑥‖2 = 2_1‖�̃�‖2.
(5.9)

Regarding the energy 𝑒, we use the standard Poincaré inequality in L2 (𝜌) (the order 1
inequality of Lemma A.6) to get _2 > 0 such that

〈Λ2 (𝑒 𝔈(𝑣)), (𝑒 𝔈(𝑣))〉 =
(
4
𝑑
+ 2

)
‖Ω− 12 ∇𝑥𝑒‖2 ≥ 2_2 ‖𝑒 − 〈𝑒〉‖2 = 2_2 ‖𝑒‖2 . (5.10)

With the above estimates in hand, we can investigate all terms appearing in 〈Λ𝑖 ℎ, ℎ〉.
According to the number of velocity and space gradients in Λ2, we get that

〈Λ2 ℎ, ℎ〉 =
〈
Λ2 (𝑒 𝔈(𝑣)), 𝑒 𝔈(𝑣)

〉
+
〈
Λ2 (𝑒 𝔈(𝑣)), ℎ⊥

〉
+
〈
Λ2 ℎ

⊥, ℎ
〉
,

from which one obtains with (5.10) that

−〈Λ2 ℎ, ℎ〉 ≤ −_2 ‖𝑒‖2 + O
(
‖ℎ⊥‖ ‖ℎ‖

)
.

Similarly for 𝑚, using in addition that Λ1 is self-adjoint and Λ1 (𝑒 𝔈(𝑣)) = Λ1 (𝑒 𝔈(𝑣)),
one has

〈Λ1 ℎ, ℎ〉 = 〈Λ1 (𝑚 · 𝑣), 𝑚 · 𝑣〉 +
〈
Λ1 (𝑚 · 𝑣), (𝑒 − 〈𝑒〉) 𝔈(𝑣) + ℎ⊥

〉
+
〈
Λ1

(
(𝑒 − 〈𝑒〉) 𝔈(𝑣) + ℎ⊥

)
, ℎ

〉
,

which implies using (5.9) that

− 〈Λ1 ℎ, ℎ〉 ≤ −_1 ‖�̃�‖2 + O
(
‖𝑒‖ ‖ℎ‖

)
+ O

(
‖ℎ⊥‖ ‖ℎ‖

)
.

Finally, regarding the local density 𝑟 , we get similarly

〈Λ0 ℎ, ℎ〉 = 〈Λ0 𝑟, 𝑟〉
+
〈
Λ0 𝑟, �̃� · 𝑣 + 𝑒𝔈(𝑣) + ℎ⊥

〉
+
〈
Λ0 (�̃� · 𝑣 + 𝑒𝔈(𝑣) + ℎ⊥), ℎ

〉
and it follows from (5.8) that

− 〈Λ0 ℎ, ℎ〉 ≤ −_0 ‖𝑟 ‖2 + O
(
‖�̃�‖ ‖ℎ‖

)
+ O

(
‖𝑒‖ ‖ℎ‖

)
+ O

(
‖ℎ⊥‖ ‖ℎ‖

)
.

The proof of the proposition is complete.
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We collect the previous estimates into a first partial Lyapunov inequality:

Lemma 5.3. Define the following norm

‖ℎ‖2H1 := ‖ℎ‖2 + Y0 〈𝐴0 ℎ , ℎ〉 + Y1 〈𝐴1 ℎ, ℎ〉 + Y2 〈𝐴2 ℎ, ℎ〉

for Y0, Y1, Y2 > 0, then for cC � Y2 � Y1 � Y0, we have
1
2
d
d𝑡

‖ℎ‖2H1 ≤ − cC
2

‖ℎ⊥‖2 − Y2
2
_̄2 ‖�̃�‖2 −

Y1
2
_1 ‖𝑚‖2 − Y0 _0 ‖�̃� ‖2 + [1 ‖ℎ‖2 ,

for some 0 < [1 � Y0.

Proof of Lemma 5.3. Propositions 5.2 combined with Lemma 4.2 imply
1
2
d
d𝑡

‖ℎ‖2H1 ≤ − cC ‖ℎ⊥‖2 − Y2 _̄2 ‖�̃�‖2 − Y1 _1 ‖𝑚‖2 − Y0 _0 ‖�̃� ‖2

+ 𝐶 Y2 ‖ℎ‖ ‖ℎ⊥‖ + 𝐶 Y1 ‖ℎ‖
(
‖ℎ⊥‖ + ‖�̃�‖

)
+ 𝐶 Y0 ‖ℎ‖

(
‖ℎ⊥‖ + ‖𝑚‖ + ‖�̃�‖

)
for some constant 𝐶 > 0. The statement then follows from repeated uses of Young’s
inequality for products.

In fact the time derivatives of the local density, momentum and energy can also be
controlled as follows:

d
d𝑡

〈
𝜕𝑡 �̃� ,Ω

−1 �̃�
〉
≥
Ω− 12 𝜕𝑡 �̃�

2 − O
(
‖ℎ‖ ‖�̃� ‖

)
,

d
d𝑡
〈
𝜕𝑡𝑚 ,Ω

−1 𝑚
〉
≥ ‖Ω− 12 𝜕𝑡𝑚 ‖2 − O

(
‖ℎ‖ ‖𝑚‖

)
,

d
d𝑡
〈
𝜕𝑡 �̃� ,Ω

−1 �̃�
〉
≥ ‖Ω− 12 𝜕𝑡 �̃� ‖2 − O

(
‖ℎ‖ ‖�̃�‖

)
.

(5.11)

This leads to second improved partial Lyapunov inequality:

Lemma 5.4. Given 1 � Y2 � Y′2 � Y1 � Y′1 � Y0 � Y′0 � [1, the norm

‖ℎ‖2H2 := ‖ℎ‖2H1 − Y
′
2
〈
𝜕𝑡 �̃� ,Ω

−1 �̃�
〉
− Y′1

〈
𝜕𝑡𝑚 ,Ω

−1 𝑚
〉
− Y′0

〈
𝜕𝑡 �̃� ,Ω

−1 �̃�
〉
.

satisfies
1
2
d
d𝑡

‖ℎ‖2H2 ≤ − cC
4

‖ℎ⊥‖2 − Y2
4
_̄2 ‖�̃�‖2 −

Y1
4
_1 ‖𝑚‖2 − Y0

2
_0 ‖�̃� ‖2

− Y′2 _2
Ω− 12 𝜕𝑡 �̃�

2 − Y′1 _1 Ω− 12 𝜕𝑡𝑚
2 − Y′0 _0 Ω− 12 𝜕𝑡 �̃�

2
+ [2 ‖ℎ‖2

for some 0 < [2 � Y′0.

Proof of Lemma 5.4. This follows from (5.11) and��〈𝜕𝑡 �̃� ,Ω−1 �̃�
〉�� + ��〈𝜕𝑡𝑚 ,Ω−1 𝑚

〉�� + ��〈𝜕𝑡 �̃� ,Ω−1 �̃�
〉�� . ‖ℎ‖2

and the fact that second order time derivatives of the macroscopic quantities can be con-
trolled by Ω (as in Section 4).
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5.2. Cascade of finite-dimensional correctors

In view of Lemma 5.3, what remains to be controlled are the finite dimensional terms

〈𝑟〉 , 〈∇𝑥𝑚〉 𝑥 + 〈𝑚〉 and
1
2
〈∇⊗2

𝑥 𝑟〉 :
(
𝑥 ⊗ 𝑥 − 〈𝑥 ⊗ 𝑥〉

)
− 〈∇𝑥𝑟〉 · 𝑥 − 〈𝑟〉 .

5.2.1. Control of moments of the local momentum. We compute

d
d𝑡
〈𝑣𝑖 𝑣 𝑗 ℎ〉 = 2

〈(
∇sym𝑥 𝑚

)
𝑖 𝑗

〉
+
〈(

T (𝑣𝑖 𝑣 𝑗 ) + C(𝑣𝑖 𝑣 𝑗 )
)
ℎ⊥

〉
,

which yields

d
d𝑡

(
〈𝑣𝑖 𝑣 𝑗 ℎ〉

d
d𝑡
〈𝑣𝑖 𝑣 𝑗 ℎ〉

)
≥ 2

〈(
∇sym𝑥 𝑚

)
𝑖, 𝑗

〉2
−
���〈 (T (𝑣𝑖 𝑣 𝑗 ) + C(𝑣𝑖 𝑣 𝑗 )

)
ℎ⊥

〉2��� + 〈𝑣𝑖 𝑣 𝑗 ℎ〉
d2

d2𝑡
〈𝑣𝑖 𝑣 𝑗 ℎ〉

and 
〈𝑣𝑖 𝑣 𝑗 ℎ〉

d
d𝑡
〈𝑣𝑖 𝑣 𝑗 ℎ〉 . ‖ℎ‖ ‖ℎ⊥‖ ,���〈 (T (𝑣𝑖 𝑣 𝑗 ) + C(𝑣𝑖 𝑣 𝑗 )

)
ℎ⊥

〉2��� + 〈𝑣𝑖 𝑣 𝑗 ℎ〉
d2

d2𝑡
〈𝑣𝑖 𝑣 𝑗 ℎ〉 . ‖ℎ‖ ‖ℎ⊥‖ .

Define for all 𝑖 ∈ {1, . . . , 𝑑}

𝜓𝑖 (𝑣) := 1 +
√︃

𝑑
2

(
1 + 4

𝑑

)
𝔈(𝑣) −

√︃
𝑑
2 |𝑣𝑖 |

2 𝔈(𝑣)

which is orthogonal to 1, 𝑣, |𝑣 |2. We then compute

d
d𝑡
〈𝜓𝑖 ℎ〉 = 4

〈 1
𝑑
∇𝑥 · 𝑚 − 𝜕𝑥𝑖𝑚𝑖

〉
+
〈
[T (𝜓𝑖) + C (𝜓𝑖)] ℎ⊥

〉
,

which yields

d
d𝑡

(
〈𝜓𝑖 ℎ〉

d
d𝑡
〈𝜓𝑖 ℎ〉

)
≥ 8

〈 1
𝑑
∇𝑥 · 𝑚 − 𝜕𝑥𝑖𝑚𝑖

〉2 − 〈
[T (𝜓𝑖 (𝑣)) + C(𝜓𝑖 (𝑣))]ℎ⊥

〉2 + 〈𝜓𝑖 ℎ〉
d2

d2𝑡
〈𝜓𝑖 ℎ〉

and 
〈𝜓𝑖 ℎ〉

d
d𝑡
〈𝜓𝑖 ℎ〉 . ‖ℎ‖2 ,��〈[T (𝜓𝑖 (𝑣)) + C(𝜓𝑖 (𝑣))]ℎ⊥

〉��2 + 〈𝜓𝑖 ℎ〉
d2

d2𝑡
〈𝜓𝑖 ℎ〉 . ‖ℎ‖ ‖ℎ⊥‖ .

We finally introduce the third norm

‖ℎ‖2H3 := ‖ℎ‖2H2 − Y3
∑︁
𝑖≠ 𝑗

〈𝑣𝑖 𝑣 𝑗 ℎ〉
d
d𝑡
〈𝑣𝑖 𝑣 𝑗 ℎ〉 − Y3 〈𝜓𝑖 ℎ〉

d
d𝑡
〈𝜓𝑖 ℎ〉
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− Y′3
∑︁
𝑖≠ 𝑗

〈 d
d𝑡

(
∇sym𝑥 𝑚

)
𝑖, 𝑗

〉〈 (
∇sym𝑥 𝑚

)
𝑖, 𝑗

〉
− Y′3

〈 d
d𝑡

(
1
𝑑
∇𝑥 · 𝑚 − 𝜕𝑥𝑖𝑚𝑖

) 〉 〈 1
𝑑
∇𝑥 · 𝑚 − 𝜕𝑥𝑖𝑚𝑖

〉
for 1 � Y3 � Y′3 � Y2 � Y′2 � Y1 � Y′1 � Y0 � Y′0. Therefore, defining as in (4.2b)
and (4.2c) the space inhomogeneous terms

𝑚𝑠 := 𝑚 − 〈∇skew𝑥 𝑚〉 𝑥 − 1
𝑑
〈∇𝑥 · 𝑚〉 𝑥 − 〈𝑚〉 and 𝑒𝑠 := 𝑒 = 𝑒 − 〈𝑒〉 ,

we obtain
1
2
d
d𝑡

‖ℎ‖2H3 ≤ − cC
8

‖ℎ⊥‖2 − Y2
4
_̄2 ‖𝑒𝑠 ‖2

− Y1
8
_1 ‖𝑚‖2 − Y1

8
_1 ‖𝑚𝑠 ‖2 −

Y0
2
_0 ‖�̃� ‖2

−
Y′2
2
_2

Ω− 12 𝜕𝑡 �̃�
2

−
Y′1
2
_1

Ω− 12 𝜕𝑡𝑚
2 − Y′1

2
_1

Ω− 12 𝜕𝑡𝑚𝑠

2
− Y′0 _0

Ω− 12 𝜕𝑡 �̃�
2 + [3 ‖ℎ‖2

for another 0 < [3 � Y′0.

5.2.2. Control of moments of the local density and energy. We now control the difference
between the finite dimensional quantities

𝑟 − 1
2
〈∇⊗2

𝑥 𝑟〉 :
(
𝑥 ⊗ 𝑥 − 〈𝑥 ⊗ 𝑥〉

)
− 〈∇𝑥𝑟〉 · 𝑥 − 〈𝑟〉

and

𝑤𝑠 := 𝑟 −
1
2 𝑑

〈Δ𝑥𝑟〉
(
|𝑥 |2 − 〈|𝑥 |2

)
− 〈∇𝑥𝑟〉 · 𝑥

−
√︂
2
𝑑
〈𝑒〉

[
𝜙 − 〈𝜙〉 − 1

2 𝑑
〈Δ𝑥𝜙〉

(
|𝑥 |2 − 〈|𝑥 |2〉

)]
defined in (4.2e) in Section 4, which is made of the two terms (using that 〈𝑟〉 = 0)

𝐼1 := −1
2

∑︁
1≤𝑖, 𝑗≤𝑑

(
〈𝜕2𝑥𝑖 𝑥 𝑗

𝑟〉 − 1
𝑑
〈Δ𝑥𝑟〉𝛿𝑖 𝑗

) (
𝑥𝑖 𝑥 𝑗 − 〈𝑥𝑖𝑥 𝑗〉

)
,

𝐼2 :=
√︂
2
𝑑
〈𝑒〉

[
𝜙 − 〈𝜙〉 − 1

2 𝑑
〈Δ𝑥𝜙〉

(
|𝑥 |2 − 〈|𝑥 |2〉

)]
.

The first term is controlled by using

d
d𝑡

(〈
(∇sym𝑥 𝑚)𝑖 𝑗

〉
− 1
𝑑
〈∇𝑥 · 𝑚〉 𝛿𝑖 𝑗

)
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= −
(
〈𝜕2𝑥𝑖 𝑥 𝑗

𝑟〉 − 1
𝑑
〈Δ𝑥𝑟〉𝛿𝑖 𝑗

)
+ controlled terms

since the left hand side is already under control, and the second term is controlled by
observing that 〈𝑒〉 = 〈𝑟 𝜙〉 due to the energy conservation, and

〈𝑟 𝜙〉 = 〈𝑟 𝜙〉 + 1
2
〈∇2𝑥𝑟〉 : 〈(𝑥 ⊗ 𝑥 − 〈𝑥 ⊗ 𝑥〉) 𝜙〉

provided that
∫
R𝑑
𝑥 𝜙 𝑒−𝜙 d𝑥 = 0, and ∇2𝑥𝑟 = ∇2𝑥𝑟 , so finally

|〈𝑒〉| = |〈𝑟 𝜙〉| . ‖𝑟 ‖ .

This allows to define the final and fourth norm

‖ℎ‖2H4 := ‖ℎ‖2H3

+ Y𝑤
d
d𝑡

(〈
(∇sym𝑥 𝑚)𝑖 𝑗

〉
− 1
𝑑
〈∇𝑥 · 𝑚〉 𝛿𝑖 𝑗

) (
〈𝜕2𝑥𝑖 𝑥 𝑗

𝑟〉 − 1
𝑑
〈Δ𝑥𝑟〉 𝛿𝑖 𝑗

)
− Y′𝑤

(
〈𝜕2𝑥𝑖 𝑥 𝑗

𝑟〉 − 1
𝑑
〈Δ𝑥𝑟〉 𝛿𝑖 𝑗

)
d
d𝑡

(
〈𝜕2𝑥𝑖 𝑥 𝑗

𝑟〉 − 1
𝑑
〈Δ𝑥𝑟〉 𝛿𝑖 𝑗

)
for 1 � Y3 � Y′3 � Y2 � Y′2 � Y1 � Y′1 � Y0 � Y′0 � Y𝑤 � Y′𝑤 , with

1
2
d
d𝑡

‖ℎ‖2H4 ≤ − cC
16

‖ℎ⊥‖2 − Y2
8
_̄2 ‖𝑒𝑠 ‖2 −

Y𝑤

2
‖𝑤𝑠 ‖2

− Y1
8
_1 ‖𝑚‖2 − Y1

16
_1 ‖𝑚𝑠 ‖2 −

Y0
2
_0 ‖�̃� ‖2

−
Y′2
2
_2

Ω− 12 𝜕𝑡 �̃�
2 − Y′1

2
_1

Ω− 12 𝜕𝑡𝑚
2

−
Y′1
2
_1

Ω− 12 𝜕𝑡𝑚𝑠

2 − Y′0 _0 Ω− 12 𝜕𝑡 �̃�
2

− Y′𝑤
Ω− 12 𝜕𝑡𝑤𝑠

2 + [4 ‖ℎ‖2
for 0 < [4 � Y′𝑤 . Denote by C4 [ℎ] the semi-norm of the controlled quantities

C4 [ℎ] :=
(
‖ℎ⊥‖2 + ‖�̃�‖2 + ‖𝑚‖2 + ‖𝑚𝑠 ‖2 + ‖�̃� ‖2 + ‖𝑤𝑠 ‖2 +

Ω− 12 𝜕𝑡𝑒𝑠
2

+
Ω− 12 𝜕𝑡𝑚

2 + Ω− 12 𝜕𝑡𝑚𝑠

2 + Ω− 12 𝜕𝑡 �̃�
2 + Ω− 12 𝜕𝑡𝑤𝑠

2)1/2
and adjust the constants to get, for some 0 < [ � Y � 1,

1
2
d
d𝑡

‖ℎ‖2H4 ≤ − Y C4 [ℎ]2 + [ ‖ℎ‖2 . (5.12)

5.3. Control of the remaining finite-dimensional quantities related to the special
macroscopic modes

Estimate (5.12) controls the same microscopic and macroscopic parts of the solution as
in Lemma 4.6 in the micro-macro method. The remaining finite-dimensional quantities
related to the special macroscopic modes can then be treated exactly as in Sections 4.4
and 4.5. This completes the proof of Proposition 5.1.
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Appendix A. Some technical computations

A.1. Momentum conservation versus infinitesimal rotations

Here we prove (2.19) for a solution 𝑓 ∈ C
(
R+; L2 (M−1)

)
to (1.1) with initial datum 𝑓0 ∈

L2 (M−1). With 𝑥 ↦→ 𝐴 𝑥 := P𝜙𝑚0 (𝑥),

𝑚0 (𝑥) := 𝑒𝜙 (𝑥)
∫
R𝑑
𝑣 𝑓0 (𝑥, 𝑣) d𝑣 , 𝑚 𝑓 (𝑡, 𝑥) := 𝑒𝜙 (𝑥)

∫
R𝑑
𝑣 𝑓 (𝑡, 𝑥, 𝑣) d𝑣 ,

𝑟 𝑓 (𝑡, 𝑥) := 𝑒𝜙 (𝑥)
∫
R𝑑
𝑓 (𝑡, 𝑥, 𝑣) d𝑣 , 𝑒 𝑓 (𝑡, 𝑥) := 𝑒𝜙 (𝑥)

∫
R𝑑

𝔈(𝑣) 𝑓 (𝑡, 𝑥, 𝑣) d𝑣 ,

let us define ℎ⊥ such that 𝑓 = 𝑟 𝑓 M + 𝑚 𝑓 · 𝑣M + 𝑒 𝑓 𝔈M + ℎ⊥M.

Lemma A.1. With the above notations, we have have P(𝑚 𝑓 − 𝑚0) ∈ R⊥
𝜙
.

Proof of Lemma A.1. At 𝑡 = 0, we have P𝑚 𝑓 (0) − P𝑚0 = 0. Let 𝐵 ∈ R𝜙 . To prove that
P(𝑚 𝑓 − 𝑚0) is orthogonal to 𝑥 ↦→ 𝐵 𝑥, it is sufficient to prove that

∀ 𝑡 ≥ 0 ,
〈
𝑚 𝑓 (𝑡) − 𝑚0, 𝐵 𝑥

〉
= 0 .

By direct computation, we have

𝜕𝑡𝑚 𝑓 = −∇𝑥𝑟 𝑓 +
√︃
2
𝑑
∇∗
𝑥 𝑒 𝑓 + ∇∗

𝑥 · 𝐸 [ℎ⊥]

where 𝐸 [ℎ⊥] =
∫
R𝑑

(𝑣 ⊗ 𝑣 − Id𝑑×𝑑) ℎ⊥ ` d𝑣, and use it to compute

d
d𝑡
〈𝑚 𝑓 −𝑚0, 𝐵 𝑥〉

= 〈𝜕𝑡𝑚 𝑓 , 𝐵 𝑥〉

=

〈
− ∇𝑥𝑟 𝑓 +

√︃
2
𝑑
∇∗
𝑥 𝑒 𝑓 + ∇∗

𝑥 · 𝐸 (ℎ⊥), 𝐵 𝑥
〉

= −
〈
𝑟 𝑓 ,∇∗

𝑥 · 𝐵 𝑥
〉
+
√︃
2
𝑑

〈
𝑒 𝑓 ,∇𝑥 · 𝐵 𝑥

〉
+
〈
𝐸 [ℎ⊥] : ∇ ⊗ 𝐵 𝑥

〉
where the last line follows from an integration by parts. The first term in the right hand
side vanishes because ∇∗

𝑥 · 𝐵 𝑥 = −∇𝑥 · 𝐵 𝑥 + ∇𝜙 · 𝐵 𝑥 = 0 since 𝐵 is skew-symmetric and
(𝑥 ↦→ 𝐵 𝑥) ∈ R𝜙 . The second term vanishes as well because ∇𝑥 · 𝐵 𝑥 = 0. Since 𝐸 [ℎ⊥] :
∇ ⊗ 𝐵𝑥 =−𝐸 [ℎ⊥] : 𝐵 = 0 because 𝐸 [ℎ⊥] is symmetric and 𝐵 is skew-symmetric, the third
term also vanishes. This proves that dd𝑡 〈𝑚(𝑡) − 𝑚0, 𝐵 𝑥〉 = 0 and completes the proof.

A.2. Special macroscopic modes: the invertibility and rank

We state and prove two results used in Section 3.3 and implicitely in Section 4.5. The
first result deals with the invertibility of the matrices 𝑀𝜙 and 𝑀𝜙 defined respectively
in (3.10) and (3.16).
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Lemma A.2. If 𝑑𝜙 = 𝑑, the matrix 𝑀𝜙 is invertible. If 1 ≤ 𝑑𝜙 ≤ 𝑑 − 1, the matrix 𝑀𝜙 is
invertible.

Proof of Lemma A.2. Assume that 𝑑𝜙 = 𝑑 in (1.9). Let 𝑢 ∈ R𝑑 be such that 𝑀𝜙𝑢 = 0.
Then 𝑀𝜙𝑢 · 𝑢 = 〈|Φ · 𝑢 |2〉 = 0, which implies that Φ(𝑥) · 𝑢 = 0 for any 𝑥 ∈ R𝑑 , hence
𝑢 = 0. This means that Ker𝑀𝜙 = {0}. The proof in the case 𝑑𝜙 ≤ 𝑑 − 1 follows exactly
the same scheme.

The second result deals with the linear independence of the two functions Ψ̃1 and Ψ̃2
defined in (3.14), and similarly for Ψ̂1 and Ψ̂2 defined in (3.19).

Lemma A.3. If 𝑑𝜙 = 𝑑, we have Rank(Ψ̃1, Ψ̃2) = 2.
If 1 ≤ 𝑑𝜙 ≤ 𝑑 − 1, we have Rank(Ψ̂1, Ψ̂2) = 2.

Proof of Lemma A.3. Let us assume that 𝑑𝜙 = 𝑑 and argue by contradiction. Assume that
Ψ̃1 = _ Ψ̃2 for some _ ∈ R∗, that is, there are constants 𝛼, 𝛽 ∈ R𝑑 and 𝛾 ∈ R such that

𝜙 + 12 ∇𝑥𝜙 · 𝑥 + 𝛼 · ∇𝑥𝜙 = _
4 |𝑥 |

2 + 𝛽 · 𝑥 + 𝛾 . (A.1)

We first look for quadratic solutions to (A.1) of the form 𝜙0 = 𝑥 · 𝑀0 𝑥 + 𝑏0 · 𝑥 + 𝑐0 with
𝑀0 ∈ 𝔐𝑑×𝑑 (R), 𝑏0 ∈ R𝑑 and 𝑐0 ∈ R. Plugging 𝜙0 into (A.1), one obtains 𝑀0 = _

8 Id𝑑×𝑑 ,
𝑏0 =

2
3
(
𝛽 − _

4 𝛼
)
and 𝑐0 = 𝛾 − 2

3 𝛼 ·
(
𝛽 − _

4 𝛼
)
. Now let 𝜙 be a solution to (A.1). Define

𝜓0 (𝑥) = 𝜙(𝑥) − 𝜙0 (𝑥) and then 𝜓(𝑦) = 𝜓0 (𝑦 − 2𝛼), which hence verifies

𝜓(𝑦) − 1
2 ∇𝑦𝜓(𝑦) · 𝑦 = 0 .

Let Z (𝑦) = |𝑦 |2 𝜓(𝑦) so that ∇𝑦Z (𝑦) · 𝑦 = 2 |𝑦 |2
(
𝜓(𝑦) − 12 ∇𝑦𝜓(𝑦) · 𝑦

)
= 0 for any 𝑦 ∈ R𝑑 .

In polar coordinates (𝑟, \), this implies that Z (𝑦) = Z (\) and hence

∀ 𝑟 > 0 , 𝜓(𝑟, \) = Z (\)
𝑟2

.

But 𝜓 is by assumption continuous at the origin, therefore lim𝑟→0 𝜓(𝑟, \) is finite, which
in turn implies that 𝜓(𝑟, \) = 0. Finally one gets 𝜙 = 𝜙0. Thanks to the normalizations (H3)
and (H7), one gets 𝜙(𝑥) = 1

2 |𝑥 |
2 + 𝑑

2 log(2 𝜋) and, by definition (1.9), 𝐸𝜙 = {0
}
, which

contradicts the hypothesis 𝑑𝜙 = 𝑑. This completes the proof when 𝑑𝜙 = 𝑑. When 𝑑𝜙 ≤
𝑑 − 1, we argue similarly on Ψ̂1 and Ψ̂2.

A.3. Some computations for the commutator method

Here we prove technical claims used in Section 5. The first result is concerned with
boundedness of the operators defined in Section 5.1 under Assumptions (H9) and (H10).

Lemma A.4. Assume that (H0)–(H1)–(H2)–(H3)–(H4)–(H5)–(H6)–(H7)–(H8)– (H9)–
(H10) hold. Then the operators Λ𝑖 , 𝐴𝑖 and 𝐵𝑖 , 𝑖 ∈ {1, . . . , 3}, are bounded.
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Proof of Lemma A.4. As a typical example, we focus on Λ1 for which it is sufficient to
show that Λ−1 Γ−1/2 𝜕𝑥𝑖𝜕𝑣𝑗 𝜕𝑣𝑘 is bounded in L2 (M). Adopting the point of view of [25,
Proposition A.7], we first conjugate withM1/2 and only have to check that Γ̃−1/2 (𝜕𝑣𝑘 +
𝑣𝑘/2) and Λ̃−1 (𝜕𝑥𝑖 + 𝑥𝑖/2) (𝜕𝑣𝑗 + 𝑣 𝑗/2) are bounded in L2 (R𝑑 , d𝑥d𝑣), where

Λ̃ =
∑︁
𝑖

(
− 𝜕𝑥𝑖 +

𝑥𝑖

2

) (
𝜕𝑥𝑖 +

𝑥𝑖

2

)
+
(
− 𝜕𝑣𝑖 +

𝑣𝑖

2

) (
𝜕𝑣𝑖 +

𝑣𝑖

2

)
,

Γ̃ =
∑︁
𝑖

(
− 𝜕𝑣𝑖 +

𝑣𝑖

2

) (
𝜕𝑣𝑖 +

𝑣𝑖

2

)
.

For Γ̃−1/2 (𝜕𝑣𝑘 + 𝑣𝑘/2) this is due to the fact that Γ̃−1/2 is of order −1 and 𝜕𝑣𝑘 + 𝑣𝑘/2 of order
1 in the pseudo-differential calculus associated to the metric (d𝑣2 + d[2)/(1 + |𝑣 |2 + |[ |2),
[ being the dual variable of 𝑣. The composition is then of order 0 and the Calderón-
Vaillancourt Theorem (see [8]) implies the boundedness. For Λ̃−1 (𝜕𝑥𝑖 + 𝑥𝑖/2) (𝜕𝑣𝑗 + 𝑣 𝑗/2),
the result is also true because Λ−1 is of order −2 and (𝜕𝑥𝑖 + 𝑥𝑖/2) (𝜕𝑣𝑗 + 𝑣 𝑗/2) is of order
2 in the pseudo-differential calculus associated to the metric (d𝑥2 + d𝑣2 + db2 + d[2)/(1 +
|[ |2 + |𝑣 |2 + |∇𝜙|2 + |b |2), b being the dual variable of 𝑣. This implies the desired bounded-
ness. Such calculus with two levels (involving Λ in all variable and Γ only in velocity
variables) is also at the core of the boundedness of terms like Λ Γ1/2

[
Λ−1 Γ−1/2, T

]
where we use that Λ and Γ commute and that the commutation decrease the order by 1,
so that this operator is of order 0 and therefore bounded by the Calderón-Vaillancourt
Theorem. Note in addition that 𝐻𝜙 (which appears, e.g., in the 𝐵𝑖’s) is of order 0 which
greatly simplifies the proofs. For all other terms Λ𝑖 , 𝐴𝑖 and 𝐵𝑖 , similar computations give
the result.

The second result deals with the symmetry and nonnegativity of Λ1.

Lemma A.5. The operator Λ1 is symmetric and nonnegative.

Proof of Lemma A.5. First we check that

∇∗
𝑥 ∇∗

𝑣 ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ∇𝑥 ∇𝑥

is symmetric, since for the other part of Λ1 this is obvious:〈
∇∗
𝑥 ∇∗

𝑣 ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ∇𝑥∇𝑥 𝑓 , 𝑔
〉

=
∑︁
𝑖, 𝑗 ,𝑘

〈
𝜕∗𝑥𝑖 𝜕

∗
𝑣𝑗
𝜕∗𝑥𝑘 Γ

− 12 Λ−1 : Λ−1 Γ− 12 𝜕𝑣𝑘 𝜕𝑥 𝑗
𝜕𝑥𝑖 𝑓 , 𝑔

〉
=

∑︁
𝑖, 𝑗 ,𝑘

〈
Λ−1 Γ− 12 𝜕𝑣𝑘 𝜕𝑥 𝑗

𝜕𝑥𝑖 𝑓 , Λ
−1 Γ− 12 𝜕𝑥𝑘 𝜕𝑣𝑗 𝜕𝑥𝑖 𝑔

〉
=

∑︁
𝑖, 𝑗 ,𝑘

〈
Λ−1 Γ− 12 𝜕𝑥 𝑗

𝜕𝑣𝑘 𝜕𝑥𝑖 𝑓 , Λ
−1 Γ− 12 𝜕𝑣𝑗 𝜕𝑥𝑘 𝜕𝑥𝑖 𝑔

〉
=

∑︁
𝑖, 𝑗 ,𝑘

〈 𝑓 , 𝜕∗𝑥𝑖 𝜕
∗
𝑣𝑘
𝜕∗𝑥 𝑗

Γ− 12 Λ−2 Γ− 12 𝜕𝑣𝑗 𝜕𝑥𝑘 𝜕𝑥𝑖 𝑔〉
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=
〈
𝑓 , ∇∗

𝑥 ∇∗
𝑣 ∇∗

𝑥 Γ
− 12 Λ−1 : Λ−1 Γ− 12 ∇𝑣 ∇𝑥 ∇𝑥 𝑔

〉
.

Next check that Λ1 is indeed a nonnegative operator:

〈Λ1 𝑓 , 𝑓
〉
=
〈
∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 𝑓 , 𝑓

〉
+
〈
∇∗
𝑥 ⊗ ∇∗

𝑣 ⊗ ∇∗
𝑥 Γ

− 12 Λ−1 : Λ−1 Γ− 12 ∇∗
𝑣 ⊗ ∇∗

𝑥 ⊗ ∇∗
𝑥 𝑓 , 𝑓

〉
=

∑︁
𝑖, 𝑗 ,𝑘

〈
Λ−1 Γ− 12 𝜕𝑥𝑘 𝜕𝑣𝑗 𝜕𝑥𝑖 𝑓 , Λ

−1 Γ− 12 𝜕𝑥𝑘 𝜕𝑣𝑗 𝜕𝑥𝑖 𝑓
〉

+
〈
Λ−1 Γ− 12 𝜕𝑣𝑘 𝜕𝑥 𝑗

𝜕𝑥𝑖 𝑓 , Λ
−1 Γ− 12 𝜕𝑥𝑘 𝜕𝑣𝑗 𝜕𝑥𝑖 𝑓

〉
=

∑︁
𝑖, 𝑗 ,𝑘

1
2

Λ−1 Γ− 12 (𝜕𝑥𝑘 𝜕𝑣𝑗 + 𝜕𝑣𝑘 𝜕𝑥 𝑗
) 𝜕𝑥𝑖 𝑓

2 .
This completes the proof.

A.4. A cascade of Poincaré-Lions inequalities

Under Assumptions (H9) and (H10), we prove several inequalities used in Section 5.1.
Let 𝜑 a smooth function in L2 (𝜌) with compact support and

𝑃0 (𝜑) := 〈𝜑〉 ,

𝑃1 (𝜑) := 〈𝜑〉 + 〈∇𝑥𝜑〉 · 𝑥 ,

𝑃2 (𝜑) := 〈𝜑〉 + 〈∇𝑥𝜑〉 · 𝑥 +
1
2
〈(∇𝑥 ⊗ ∇𝑥) 𝜑〉 :

(
𝑥 ⊗ 𝑥 − 〈𝑥 ⊗ 𝑥〉

)
.

Lemma A.6. Let 𝑛 ∈ {1, 2, 3}. Then there exists a constant 𝑐P,𝑛 > 0 such that for all
smooth 𝜑 with compact support we have

𝑐P,𝑛 ‖𝜑 − 𝑃𝑛−1 (𝜑)‖2 ≤
Ω−𝑛/2 ∇⊗𝑛

𝑥 𝜑
2.

Proof of Lemma A.6. For 𝑛 = 1 this is exactly the Poincaré-Lions Theorem as stated in [9,
Proposition 5] and recalled in (4.6). Let us prove the result for 𝑛 = 2. Let 𝜑 be smooth and
with compact support. We have

〈𝜑 − 𝑃1 (𝜑)〉 = 〈𝜑〉 − 〈𝜑〉 − 〈∇𝑥𝜑〉 · 〈𝑥〉 = 0

because 〈𝑥〉 = 0. We therefore apply the Poincaré-Lions inequality (i.e., the case 𝑛 = 1) to
𝜑 − 𝑃1 (𝜑), which gives

‖𝜑 − 𝑃1 (𝜑)‖2 ≤ 𝑐−1P,1
Ω− 12 ∇𝑥 (𝜑 − 𝑃1 (𝜑))

2 = 𝑐−1P,1 Ω− 12
(
∇𝑥𝜑 − 〈∇𝑥𝜑〉

)2.
We then apply the “−1-order” Poincaré-Lions inequality in [9, Lemma 10] recalled in (4.7)
to ∇𝑥𝜑 to get, for some 𝐶LPL > 0 depending only on 𝜙,Ω− 12

(
∇𝑥𝜑 − 〈∇𝑥𝜑〉

)2 ≤ 𝐶LPL Ω−1 ∇2𝑥𝜑
2.
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This proves the case 𝑛 = 2 with 𝑐P,2 = 𝑐P,1/𝐶LPL.
In the case 𝑛 = 3, we define 𝜓 := 𝜑 − 1

2 〈∇
2𝜙〉 : 𝑥 ⊗ 𝑥 and we compute

𝜓 − 𝑃1 (𝜓) = 𝜓 − 〈𝜓〉 − 〈∇𝑥𝜓〉 · 𝑥
= 𝜑 − 1

2 〈∇
2𝜑〉 : 𝑥 ⊗ 𝑥 − 〈𝜑〉

+ 12 〈∇
2𝜑〉 : 〈𝑥 ⊗ 𝑥〉 − 〈∇𝑥𝜑〉 · 𝑥 + 〈∇2𝑥𝜑〉 : 〈𝑥〉 ⊗ 𝑥

= 𝜑 − 𝑃2 (𝜑)

since 〈𝑥〉 = 0. We apply the inequality for 𝑛 = 2 and obtain

‖𝜑 − 𝑃2 (𝜑)‖2 = ‖𝜓 − 𝑃1 (𝜓)‖2

≤ 𝑐−1P,2
Ω−1∇2𝑥𝜓

2 = 𝑐−1P,2 Ω−1 (∇2𝑥𝜑 − 〈∇2𝑥𝜑〉)
2 . (A.2)

Arguing as for the proof of the “−1 order” Poincaré-Lions inequality in [9, Lemma 10],
we prove the “−2 order” Poincaré-Lions inequality with constant 𝐶LPL > 0:Ω−1 ( 𝑓 − 〈 𝑓 〉)

2 ≤ 𝐶LPL Ω− 32 ∇𝑥 𝑓
2

for any 𝑓 ∈ 𝐶∞
𝑐 . Applying this estimate in (A.2) to ∇2𝑥𝜑 gives

‖𝜑 − 𝑃2 (𝜑)‖2 ≤ 𝑐−1P,2 𝐶LPL
Ω− 32 ∇3𝑥𝜑

2
and concludes for 𝑛 = 3 with 𝑐P,3 = 𝑐P,2/𝐶LPL, and completes the proof.

Appendix B. Extension to weakly coercive collision operators

Our method covers the case of collision operators C that do not possess a spectral gap
(assumption (H1) in Section 1) but only satisfy a weaker coercivity property (see (H1’)
below). In this appendix, we state some results and changes to be done in the proofs.

B.1. Results on decay rates

We assume that C satisfies, for some 𝛼 > 0, the weak coercivity property

−
∫
R𝑑

(
C 𝑓 (𝑣)

)
𝑓 (𝑣) `(𝑣)−1 d𝑣 ≥ cC ‖ 𝑓 − Π 𝑓 ‖2L2 ( b𝑣e−𝛼`−1) (H1’)

for some constant cC > 0, and for all 𝑓 in the domain of C , where Π is the L2 (`−1)-
orthogonal projection onto KerC . Here b𝑣e denotes the weight

√︁
1 + |𝑣 |2. Moreover, we

suppose that for any polynomial function 𝑝(𝑣) : R𝑑 → R of degree at most 4, the func-
tion 𝑝 ` is in the domain of C and

𝐶 (𝑝) := ‖C (𝑝 `)‖L2 ( b𝑣e𝛼`−1) < ∞ . (H2’)

The analog of our main result in Theorem 1.1 then becomes:
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Theorem B.1. Assume that the potential 𝜙 and the collision operator C satisfy assump-
tions (H0)–(H1’)–(H2’)–(H3)–(H4)–(H5)–(H6)–(H7)–(H8). Then
(1) All special macroscopic modes of (1.4) are given by (1.12), i.e., are linear combin-

ations of the Maxwellian, the energy mode, rotation modes compatible with 𝜙, and
harmonic directional or pulsating modes if allowed by 𝜙.

(2) There exists a norm |||·|||L2 (M−1) on L2 (M−1), which is equivalent to ‖ · ‖L2 (M−1)
(with quantitative comparison constants), and some explicit _ > 0 such that, for any
solution 𝑓 ∈ C

(
R+; L2 (M−1)

)
to (1.1) with initial datum 𝑓0 ∈ L2 (M−1), there exists

a unique special macroscopic mode 𝐹 (determined by 𝑓0) such that

∀ 𝑡 ≥ 0 , 1
2
d
d𝑡
||| 𝑓 (𝑡) − 𝐹 (𝑡) |||2L2 (M−1) ≤ −_ ‖ 𝑓 (𝑡) − 𝐹 (𝑡)‖2L2 ( b𝑣e−𝛼M−1) . (B.1)

The differential inequality (B.1) alone is not sufficient to prove a decay estimate
when 𝑓0 is merely in L2 (M−1). In order to get such an estimate, one needs to assume
more decay at infinity for 𝑓0 and the differential inequality (B.1) has to be replaced by an
inequality in spaces with stronger weights. For instance, assume that, for some 𝛽 > 0,

𝑡 ↦→ 𝑒𝑡L is a strongly continuous uniformly bounded semigroup on L2 (M−1−𝛽) , (H9’)

withL as in (1.1). In the spirit of [43], we obtain the following decay rate.

Corollary B.2. Assume that the potential 𝜙 and the collision operator C satisfy assump-
tions (H0)–(H1’)–(H2’)–(H3)–(H4)–(H5)–(H6)–(H7)–(H8)–(H9’). Then there are expli-
cit constants 𝐶0 > 0 and Λ > 0 such that, for any solution 𝑓 ∈ C

(
R+; L2 (M−1)

)
to (1.1)

with initial datum 𝑓0 ∈ L2 (M−1−𝛽), there exists a unique special macroscopic mode 𝐹
(determined by 𝑓0) such that

∀ 𝑡 ≥ 0 , ‖ 𝑓 (𝑡) − 𝐹 (𝑡)‖L2 (M−1) ≤ 𝐶0 exp
(
−Λ 𝑡

2
2+𝛼

)
‖ 𝑓0 − 𝐹 (0)‖L2 (M−1−𝛽) .

As in the proof of Theorem 1.1, it is convenient to work with the function ℎ defined
by (2.22). We use various norms: ‖ · ‖ defined by (1.13) and also

‖ℎ‖2★ :=
∬
R𝑑×R𝑑

|ℎ|2 b𝑣e−𝛼 M d𝑥 d𝑣 and ‖ℎ‖21−𝛽 :=
∬
R𝑑×R𝑑

|ℎ|2M1−𝛽 d𝑥 d𝑣 .

Observe that ‖ · ‖ = ‖ · ‖1 ≤ ‖ · ‖1−𝛽 , ‖ · ‖★ = ‖ · ‖2L2 ( b𝑣e−𝛼M−1) ≤ ‖ · ‖ and

‖ℎ‖2★ ≈ ‖ℎ⊥‖2★ + ‖𝑟 ‖2 + ‖𝑚‖2 + ‖𝑒‖2.

B.2. Proof of Theorem B.1

Proposition 3.1 applies: the proof of Part (1) is the same as Part (1) of Theorem 1.1. To
prove Part (2), we argue as in the proof of Proposition 4.1, using the new assumptions.
Thanks to (H1’) and using that 〈T ℎ, ℎ〉 = 0, the function ℎ defined by (2.22) satisfies

1
2
d
d𝑡

‖ℎ‖2 = 〈Cℎ, ℎ〉 + 〈T ℎ, ℎ〉 ≤ − cC ‖ℎ⊥‖2★ .
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This replaces the estimate of Lemma 4.2. We can then use (H2’) and the above estimate to
prove counterparts of estimates between Lemma 4.3 and Lemma 4.12 with ‖ℎ⊥‖ and ‖ℎ‖
respectively replaced by ‖ℎ⊥‖★ and ‖ℎ‖★. Then F2 defined in (4.39) using (4.20), with an
appropriate choice of parameters 0� Y6 � Y5 � Y4 � Y3 � Y2 � Y1 � 1, is equivalent
to ‖ · ‖2 and satisfies

d
d𝑡
F2 [ℎ] ≤ − ^D2 [ℎ]

for some constant ^ > 0, where D2 [ℎ] is defined as D2 [ℎ] in (4.40) with ‖ℎ⊥‖2 replaced
by ‖ℎ⊥‖2★ in (4.22). This concludes the proof with

||| 𝑓 − 𝐹 |||2L2 (M−1) := F2 [ℎ]

since D2 is equivalent to ‖ · ‖2★.

B.3. Proof of Corollary B.2

Let ℎ0 ∈ L2 (M1−𝛽) and consider the solution 𝑡 ↦→ ℎ(𝑡) to the equation 𝜕𝑡ℎ = Lℎ with
initial datum ℎ(0) = ℎ0. Thanks to (H9’), there is some 𝐶 > 0 such that

∀ 𝑡 ≥ 0 , ‖ℎ(𝑡)‖1−𝛽 ≤ 𝐶 ‖ℎ0‖1−𝛽 .

We now observe that, for any 𝑅 > 0, the following interpolation inequality holds

‖𝑔‖2 ≤
(
1 + 𝑅2

)𝛼/2 ‖𝑔‖2★ + ¯̀𝛽 (𝑅) ‖𝑔‖21−𝛽

with ¯̀(𝑅) := (2𝜋)−𝑑/2
𝑒−𝜙L∞ (R𝑑) 𝑒

−𝑅2/2. Therefore, thanks to (B.1) and using fact that
ℎ ↦→ ||| 𝑓 − 𝐹 |||2L2 (M−1) = F2 [ℎ] is equivalent to ℎ ↦→ ‖ℎ‖2, one deduces that

d
d𝑡
F2 [ℎ(𝑡)] ≤ −Λ

(
1 + 𝑅2

)−𝛼/2 F2 [ℎ(𝑡)] + _ (
1 + 𝑅2

)−𝛼/2 ¯̀𝛽 (𝑅) ‖ℎ(𝑡)‖21−𝛽
≤ −Λ

(
1 + 𝑅2

)−𝛼/2 F2 [ℎ(𝑡)] + _𝐶 (
1 + 𝑅2

)−𝛼/2 ¯̀𝛽 (𝑅) ‖ℎ0‖21−𝛽
for any 𝑅 > 0 and all 𝑡 ≥ 0, and for some positive constant Λ. This yields, for all 𝑡 ≥ 0,

F2 [ℎ(𝑡)] ≤ exp
(
−Λ

(
1 + 𝑅2

)−𝛼/2
𝑡

)
F2 [ℎ0] +

_

Λ
𝐶 ¯̀𝛽 (𝑅) ‖ℎ0‖21−𝛽 .

Taking 𝑅 > 0 such that 1 + 𝑅2 = 𝑡2/(2+𝛼) , we obtain

∀ 𝑡 ≥ 0 , F2 [ℎ(𝑡)] . exp
(
−Λ 𝑡

2
2+𝛼

)
‖ℎ0‖21−𝛽 ,

which completes the proof.
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B.4. Comments and open questions

In order to apply Theorem B.1 to the linearized Boltzmann and Landau operators with
very soft potentials, one has to establish (H9’), which is so far an open question. Instead
of proving stretched exponential decay rates as in Corollary B.2, polynomial decay rates
could also be achieved with (H9’) replaced, for some 𝑘 > 0 large enough, by

𝑡 ↦→ 𝑒𝑡L is a strongly continuous uniformly bounded semigroup on L2 (H 𝑘M−1)
(H9”)

whereH (𝑥, 𝑣) = 𝜙(𝑥) + 12 |𝑣 |
2 −minR𝑑 𝜙. Such a condition is also open in the case of the

linearized Boltzmann and Landau operators with very soft potentials, but might be easier
to prove in the spirit of [34, Appendix A].

Appendix C. Examples and remarks

C.1. Examples of collision operators

We list some examples of linear collision operators C satisfying the hypotheses of The-
orem 1.1, in particular the spectral gap property (H1) and the bounded moment prop-
erty (H2).

Example C.1 (The full linear Boltzmann operator). Consider

C 𝑓 := −
(
𝑓 − 𝑟 𝑓 M − 𝑚 𝑓 · 𝑣M − 𝑒 𝑓 𝔈M

)
where 𝑟 𝑓 , 𝑚 𝑓 and 𝑒 𝑓 are defined by

𝑟 𝑓 (𝑡, 𝑥) :=
(∫
R𝑑
𝑓 (𝑡, 𝑥, 𝑣) d𝑣

)
𝑒𝜙 (𝑥) , (local) density ,

𝑚 𝑓 (𝑡, 𝑥) :=
(∫
R𝑑
𝑣 𝑓 (𝑡, 𝑥, 𝑣) d𝑣

)
𝑒𝜙 (𝑥) , (local) momentum ,

𝑒 𝑓 (𝑡, 𝑥) :=
(∫
R𝑑

𝔈(𝑣) 𝑓 (𝑡, 𝑥, 𝑣) d𝑣
)
𝑒𝜙 (𝑥) , (local) thermal energy .

By construction, C satisfies the spectral gap condition (H1) and since it is bounded, it
satisfies also the bounded moment property (H2).

Example C.2 (The linearized Boltzmann collision operator). Consider

C 𝑓 :=
∫
R𝑑

∫
S𝑑−1

(
𝑓 ′ `′∗ + 𝑓 ′∗ `

′ − 𝑓 `∗ − 𝑓∗ `
)
|𝑣 − 𝑣∗ |𝛾 𝑏(\) d𝜎 d𝑣∗

with the notation 𝑓 ′ = 𝑓 (𝑣′), 𝑓∗ = 𝑓 (𝑣∗) and 𝑓 ′∗ = 𝑓 (𝑣′∗) and

𝑣′ :=
𝑣 + 𝑣∗
2

+ 𝜎 |𝑣 − 𝑣∗ |
2

, 𝑣′∗ :=
𝑣 + 𝑣∗
2

− 𝜎 |𝑣 − 𝑣∗ |
2

, (C.1)
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and \ is the deviation angle defined by cos \ := (𝑣−𝑣∗)
|𝑣−𝑣∗ | · 𝜎, and where 𝛾 ∈ (−𝑑, +∞). We

assume that 𝑏 is positive, smooth away from \ = 0 and bounded by 𝑏(\) . \−(𝑑−1)−𝑠 with
𝑠 ∈ [0, 2). This framework includes the short-range so-called hard spheres interactions,
as well as the long-range so-called hard potentials and moderately soft potentials inter-
actions. This operator satisfies the spectral gap property (H1) when 𝛾 + 𝑠 ≥ 0 but only
satisfies the weaker coercivity property (H1’) with 𝛼 = 𝛾 + 𝑠 when 𝛾 + 𝑠 < 0 (see [2,35,37]
for quantitative estimates). It is in general not bounded on L2 (`−1). Polynomials multi-
plied by ` are however in the domain of C and it satisfies the boundedness property (H2).

Example C.3 (The linearized Landau collision operator). With same convention as in
Example C.2, consider C 𝑓 = ` Cℎ with ℎ = 𝑓 /` and

Cℎ := ∇𝑣 ·
(∫
R𝑑

B𝛾 (𝑣, 𝑣∗)
(
∇ℎ − ∇ℎ∗

)
` `∗ d𝑣∗

)
where the cross-section is defined by

B𝛾 (𝑣, 𝑣∗) := |𝑣 − 𝑣∗ |𝛾+2
(
Id − 𝑣 − 𝑣∗

|𝑣 − 𝑣∗ |
⊗ 𝑣 − 𝑣∗

|𝑣 − 𝑣∗ |

)
with parameter 𝛾 ∈ [−𝑑, 1]. This operator is non-local, of order 2 in velocity (of dif-
fusive type) and therefore not bounded. It satisfies the spectral gap condition (H1) when
𝛾 ∈ [−2,1] but only the weaker coercivity property (H1’)with 𝛼 = 𝛾 + 2when 𝛾 ∈ [−𝑑,−2)
(see, e.g., [2, 37] for constructive estimates). Again all polynomials in velocity multiplied
by ` are in its domain and it satisfies the boundedness property (H2). Note that the
main physical case, the linearisation of the so-called Landau-Coulomb collision operator
(describing statistically collisions for a gas of electrons with Coulomb interactions) cor-
responds to 𝛾 = −3 in dimension 𝑑 = 3 and is covered by our (extended) assumption (H1’).

Remark C.4. Examples C.2 and C.3 are obtained after a linearization of the bilinear
form associated with the original nonlinear collision kernel around the Gaussian ` and
not around the Maxwellian M: when linearizing the full nonlinear inhomogeneous kin-
etic models around a Maxwellian M, one gets an additional term 𝜌(𝑥) in front of the
collision operator that goes to zero at infinity. We have not considered this degeneracy
in the present paper: it is likely to create significant difficulties since there is then no
uniform-in-𝑥 spectral gap for 𝜌 C .

C.2. Examples of potentials

Let us discuss and illustrate the hypotheses (H5) and (H6) on the potential 𝜙. The bounded
moment hypothesis (H6) is not restrictive. Functions like 𝜙(𝑥) = 𝑑+5

2 ln(1 + |𝑥 |2) − 𝑍𝜙

which are very slowly increasing at infinity satisfy this hypothesis, as well as fast increas-
ing ones like 𝜙(𝑥) = 𝑒 |𝑥 |4 − 𝑍𝜙 (here 𝑍𝜙 is the constant of normalization of 𝑒−𝜙 in L1).
Regarding the Poincaré inequality (H5), many works have been devoted to the study of
sufficient conditions in order to guarantee the existence of a spectral gap. Here are some
examples.
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Example C.5. The harmonic potential 𝜙(𝑥) = 1
2 |𝑥 |

2 + 𝑑
2 log(2 𝜋) satisfies the Poincaré

inequality with constant 𝑐P = 1. The inequality is equivalent to the spectral gap inequality
for the operator Ω defined in (1.15). In the flat L2 space, the change of unknown 𝑢 = 𝑣 𝑒−𝜙/2

shows that the Poincaré inequality is also equivalent to the spectral gap inequality for the
quantum harmonic oscillator operator −Δ𝑥 + 14 |𝑥 |

2 − 𝑑
2 .

Example C.6. For a general 𝜙, the change of unknown 𝑢 = 𝑣 𝑒−𝜙/2 yields the following
Schrödinger-type operator

𝑃𝜙 = −Δ𝑥 +
1
4
|∇𝑥𝜙 |2 −

1
2
Δ𝑥𝜙 .

According to the so-called Bakry-Emery theory (see for instance to [1]), there is a spec-
tral gap as soon as the Hessian ∇2𝑥𝜙 is uniformly strictly positive at infinity. When it is
uniformly strictly positive everywhere the following estimate is available on the spectral
gap 𝑐P:

𝑐P ≥ 1
2
inf
𝑥∈R𝑑

_1 (∇2𝑥𝜙)

where _1 (∇2𝑥𝜙) > 0 is the lowest eigenvalue of ∇2𝑥𝜙.

Example C.7. All potentials 𝜙 such that 𝑃𝜙 has compact resolvent satisfy the Poincaré
inequality (H5). This happens in particular when

lim
|𝑥 |→∞

(
1
4 |∇𝑥𝜙|2 − 1

2 Δ𝑥𝜙

)
= +∞ ,

which is implied for instance by the stronger assumption

lim
|𝑥 |→∞

|∇𝑥𝜙 | = +∞ , and lim
|𝑥 |→∞

Δ𝑥𝜙(𝑥)
|∇𝑥𝜙(𝑥) |2

= 0 . (C.2)

This is a standard result on Schrödinger operators, see for instance [38, Theorem XIII.67
p. 249], and 0 is then a simple discrete eigenvalue. The argument in the latter reference
is not constructive, and for a simpler constructive argument we refer for instance to [46,
Theorem A.1] or the IMS truncation method in [41].

Example C.8. Here is an exotic example of potential that does not satisfy (C.2) nor the
Bakry-Émery criterion (uniform convexity of 𝜙) and for which the Poincaré inequality
holds. Consider on R2

𝜙(𝑥, 𝑦) = 𝑥2
(
1 + 𝑦2

)2
− 𝑍𝜙

where 𝑍𝜙 is the normalization constant so that 𝜌 = 𝑒−𝜙 is a probability density. One can
check that 𝑃𝜙 has a spectral gap, although 𝜙 is constant on the unbounded set {𝑥 = 0}.
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C.3. Change of coordinates

Let us discuss the reduction to the normalization (H7). Note that the formulas for KerC
are invariant by orthonormal change of coordinates in the velocity variable. By orthonor-
mal change of coordinates in both the velocity and space variables, we can then reduce to
the case when 𝜙 satisfies

〈∇2𝑥𝜙〉 =

©«
𝑝21 0 0 · · · 0
0 𝑝22 0 · · · 0
...

...

0 0 0 . . . 𝑝2
𝑑

ª®®®®®¬
. (C.3)

where we suppose without loss of generality that all 𝑝 𝑗 ’s are positive. The analysis of
the present paper can be adapted to this case, including the main Theorem 1.1, with the
following changes. We define the set of adapted centred rotational modes compatible with
𝜙 as in (1.8):

ℜ𝜙 =
{
(𝑥, 𝑣) ↦→ (𝐴 𝑥 · 𝑣) M : 𝐴 ∈ R𝜙

}
. (C.4)

We then choose orthonormal coordinates 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑑) such that 𝜕𝑥 𝑗
𝜙 = 𝑝2

𝑗
𝑥 𝑗 for

some 𝑝 𝑗 > 0 if and only if 𝑗 ∈ 𝐼𝜙 := {𝑑𝜙 + 1, . . . , 𝑑}, and 𝑥 𝑗 = 0 for any 𝑗 ∈ 𝐼𝜙 if 𝑥 ∈ 𝐸𝜙

(the linear subspace defined in (1.9)). We define the set of harmonic directional modes by

𝔇𝜙 = Span
{
𝑓 −𝑗 (𝑡, 𝑥, 𝑣) , 𝑓 +𝑗 (𝑡, 𝑥, 𝑣)

}
𝑗∈𝐼𝜙 , (C.5)

where

𝑓 −𝑗 (𝑡, 𝑥, 𝑣) :=
(
𝑝 𝑗 𝑥 𝑗 cos(𝑝 𝑗 𝑡) − 𝑣 𝑗 sin(𝑝 𝑗 𝑡)

)
M(𝑥, 𝑣) ,

𝑓 +𝑗 (𝑡, 𝑥, 𝑣) :=
(
𝑝 𝑗 𝑥 𝑗 sin(𝑝 𝑗 𝑡) + 𝑣 𝑗 cos(𝑝 𝑗 𝑡)

)
M(𝑥, 𝑣) .

If 𝑑𝜙 = 0 and for some 𝑝 > 0, 𝑝 𝑗 = 𝑝 for all 𝑗 ∈ {1 , . . . , 𝑑}, we define the set of harmonic
pulsating modes by

𝔓𝜙 = Span
{
𝑓 − (𝑡, 𝑥, 𝑣) , 𝑓 + (𝑡, 𝑥, 𝑣)

}
where

𝑓 − (𝑡, 𝑥, 𝑣) :=
(
1
2

(
|𝑝 𝑥 |2 − |𝑣 |2

)
cos(2 𝑝 𝑡) − 𝑝 𝑥 · 𝑣 sin(2 𝑝 𝑡)

)
M(𝑥, 𝑣) ,

𝑓 + (𝑡, 𝑥, 𝑣) :=
(
1
2

(
|𝑝 𝑥 |2 − |𝑣 |2

)
sin(2 𝑝 𝑡) + 𝑝 𝑥 · 𝑣 cos(2 𝑝 𝑡)

)
M(𝑥, 𝑣) .

The functions in ℜ𝜙 , 𝔇𝜙 and 𝔓𝜙 are special macroscopic modes of (1.1). With these
definitions, the proof of Theorem 1.1 can be adapted to prove a hypocoercivity result
taking into account all special macroscopic modes.
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C.4. Spectral interpretation

We have focused so far on real solutions to (1.1), which is natural since physical solu-
tions (densities of probability) are real valued. By considering complex solutions, we can
interpret the results in terms of the complex spectrum of the nonnegative operator

−L = 𝑣 · ∇𝑥 − ∇𝑥𝜙 · ∇𝑣 − C

in L2
C
(M−1), the complexification of L2 (M−1). We consider 𝜙 as in (C.3). We can then

describe precisely the spectrum of −L and obtain resolvent estimates in a half-plane that
includes the imaginary axis. Notice first that 0 is in the spectrum of −L with associated
eigenspace

Span
C

(M) ⊕ Span
C

(H M) ⊕ ℜ𝜙,C

where ℜ𝜙,C is the set of rotation modes as defined in (C.4) but extended to the corres-
ponding C-vector space. This set is then of (complex) dimension 2 + dim(ℜ𝜙). Depending
on the harmonicity of 𝜙 we have three cases which are summarized in Figure 1.
(a) Case with no harmonic modes (𝑑𝜙 = 𝑑). In this case 𝜙 has no harmonic directions
and there no non-zero eigenvalue on the imaginary axis.
(b) Case with harmonic directional modes but no pulsating modes (1 ≤ 𝑑𝜙 ≤ 𝑑 − 1).
In this case, the real vector space of functions 𝔇𝜙 in (C.5) yields the complex set

𝔇𝜙,C = Span
C

{ (
𝑝 𝑗 𝑥 𝑗 − 𝑖 𝑣 𝑗

)
𝑒−𝑖 𝑝 𝑗 𝑡M(𝑥, 𝑣) ,

(
𝑝 𝑗 𝑥 𝑗 + 𝑖 𝑣 𝑗

)
𝑒𝑖 𝑝 𝑗 𝑡M(𝑥, 𝑣)

}
𝑗∈𝐼𝜙

where 𝐼𝜙 :=
{
𝑑𝜙 + 1, . . . , 𝑑

}
, to which we can associate the eigenfunctions of (−L ) cor-

responding to the eigenvalues ∓ 𝑖 𝑝 𝑗 and given by

(𝑥, 𝑣) ↦→ 𝑓 ±𝑗 (𝑥, 𝑣) = (𝑝 𝑗 𝑥 𝑗 ± 𝑖 𝑣 𝑗 )M(𝑥, 𝑣) .

(c) Case with harmonic directional and pulsating modes (𝑑𝜙 = 0). In this last case
necessarily all 𝑝 𝑗 ’s are equal to a common value 𝑝 > 0 and 𝜙(𝑥) = 12 |𝑝 𝑥 |

2 + 𝑑
2 log(2 𝜋) −

𝑑 log(𝑝). All possible harmonic directional modes exist, as well as all possible infinites-
imal rotational modes ℜ𝜙,C with R𝜙 = 𝔐skew

𝑑×𝑑 (C). The complexification of the set 𝔓𝜙

defined in (C.5) is

𝔓𝜙,C = Span
{
𝑒2 𝑖 𝑝 𝑡 𝑓 + (𝑥, 𝑣) , 𝑒− 2 𝑖 𝑝 𝑡 𝑓 − (𝑥, 𝑣)

}
where 𝑓 ± (𝑥, 𝑣) :=

[
𝑝 𝑥 · 𝑣 ± 𝑖

2
(
|𝑝 𝑥 |2 − |𝑣 |2

) ]
M(𝑥, 𝑣) are eigenfunctions of (−L ) with

eigenvalues ± 2 𝑖 𝑝.
The analysis of the paper can be extended to the complex Hilbertian space L2

C
(M−1)

with a set of special macroscopic modes defined by

S := Span
C

(M) ⊕ Span
C

(H M) ⊕ ℜ𝜙,C ⊕ Span
{
𝑓 ±𝑗
}
𝑗∈𝐼𝜙 ⊕ Span

{
𝑓 ±
}

where the 𝑓 𝑗 ’s and the 𝑓 ±’s are defined above (when 𝜙 has the relevant harmonicity). Let
S⊥ be the orthogonal of S in L2

C
(M−1). We note that since L is a real operator, both S
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κ

Spectrum

(a) No harmonic modes

κ

Spectrumip1

ip2

ip3

−ip1

−ip2

−ip3

(b) Harmonic directional modes

κ

Spectrum
ip

−ip

2ip

−2ip

(c) Harmonic directional and pulsating
modes

Fig. 1. Complex spectrum of −L .

and S⊥ are stable by conjugation and therefore stable by L and L ∗. Using the Laplace
transform, we obtain from Theorem 1.1 the following resolvent estimate for −L |S⊥ :

∀ 𝑧 ∈ C with <(𝑧) < ^ ,
(𝑧Id + L |S⊥ )−1


B(S⊥) ≤

�̃�

^ −<(𝑧)

where �̃� is an explicit constant depending on ^ and𝐶 in Theorem 1.1 and ‖ · ‖B(S⊥) stands
for the operator norm on S⊥. The provides the resolvent estimates in the left half-planes
in Figure 1.
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C.5. Special macroscopic modes for the full nonlinear Boltzmann equation

The special macroscopic modes which minimize the entropy for the full nonlinear Boltz-
mann equation are the nonlinear counterparts to the linearized special macroscopic modes
studied in the present paper. They appear for the first time in the literature in Boltzmann’s
paper [5] as mentioned in the introduction. The full nonlinear inhomogeneous Boltzmann
equation is

𝜕𝑡𝐹 + 𝑣 · ∇𝑥𝐹 − ∇𝑥𝜙 · ∇𝑣𝐹 = 𝜕𝑡𝐹 + T 𝐹 = Q(𝐹, 𝐹) (C.6)

where, with the classical notations 𝐹 ′ = 𝐹 (𝑣′), 𝐹∗ = 𝐹 (𝑣∗) and 𝐹 ′
∗ = 𝐹 (𝑣′∗) associated to

elastic collisions (𝑣, 𝑣∗) ↦→ (𝑣′, 𝑣′∗), such that the microscopic conservation of momentum
𝑣′ + 𝑣′∗ = 𝑣 + 𝑣∗ and energy |𝑣′ |2 + |𝑣′∗ |2 = |𝑣 |2 + |𝑣∗ |2 hold, the Boltzmann collision operator
writes

Q(𝐹, 𝐹) :=
∫
R𝑑

∫
S𝑑−1

B(𝑣 − 𝑣∗, 𝜎)
(
𝐹 ′𝐹 ′

∗ − 𝐹𝐹∗
)
d𝜎 d𝑣∗ .

Here B ≥ 0 is the cross-section. We refer to [10] for more details. Let us assume the
normalization (H7) on 𝜙. We consider the functions in the space S of special macroscopic
modes generated by
B the set ℜ𝜙 of rotation modes compatible with 𝜙 if 𝜙 admits any,
B the set 𝔇𝜙 of harmonic directional modes if 𝜙 has harmonic directions,
B the set 𝔓𝜙 of harmonic pulsating modes if 𝜙 is fully harmonic.
For any 𝑓 ∈ S, the function 𝐹 (𝑡, 𝑥, 𝑣) := 𝑒ℎ (𝑡 ,𝑥,𝑣) M(𝑥, 𝑣) with ℎ = 𝑓 /M is a time-periodic
solution to (C.6). Indeed ℎ(𝑡, 𝑥, ·) is a linear combination of 1, 𝑣𝑖 , 𝑖 ∈ {1, . . . , 𝑑} and |𝑣 |2
for each 𝑡, 𝑥, and therefore the microscopic conservation of momentum and energy imply

∀ 𝑡, 𝑥, 𝑣, 𝜎, ℎ(𝑡, 𝑥, 𝑣′) + ℎ(𝑡, 𝑥, 𝑣′∗) = ℎ(𝑡, 𝑥, 𝑣) + ℎ(𝑡, 𝑥, 𝑣∗)

where the four velocities 𝑣, 𝑣∗, 𝑣′, 𝑣′∗ satisfy (C.1). This proves the identity 𝑒ℎ
′ M ′ 𝑒ℎ

′
∗ M ′

∗ =

𝑒ℎ M 𝑒ℎ∗ M∗ and thusQ(𝑒ℎ M, 𝑒ℎ M) = 0. Finally we obtain T (𝑒ℎ M) = T (𝑒ℎ) M +
𝑒ℎ T (M) = 𝑒ℎ [T (ℎ) M + T (M)] = 0, where we have used that T is a first order
operator and T (M) = T (ℎ) = 0 as calculated before.
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