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Front propagation of a sexual population with evolution of
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Abstract

The adaptation of biological species to their environment depends on their traits.
When various biological processes occur (survival, reproduction, migration, etc.),
the trait distribution may change with respect to time and space. In the context
of invasions, when considering the evolution of a heritable trait that encodes the
dispersive ability of individuals, the trait distribution develops a particular spatial
structure that leads to the acceleration of the front propagation. That phenomenon
is known as spatial sorting. Many biological examples can be cited like the bush
cricket in Britain, the cane toad invasion in Australia or the common myna one in
South Africa.

Adopting this framework, recent mathematical studies have led to highlight the
influence of the reproductive mode on the front propagation. Asexual populations
have been shown to spread with an asymptotic rate of t3/2 in a minimal reaction-
diffusion model, whereas the analogous rate for sexual populations is of t5/4 (where
t denotes the time). However, the precise description of the behaviour of the front
propagation in the sexual case is still an open question.

The aim of this paper is to give precise approximations for large times of its
position, as well as some features of the local trait distribution at the front. To do so,
we solve explicitly the asymptotic problem derived formally. Numerical simulations
are shown to confirm these calculations.
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1 Introduction
Individuals can be more or less adapted to their environment, depending on their traits.
Various processes shape the trait distributions: some of them intervene locally, like
survival and reproduction, and others highly depend on the spatial structure of the
environment, like migration. Biological invasions are an example of a process where the
role of space is structuring. As the combination of locally limited amount of resources
and large available inhabited space tends to drive individuals further away, the ability
to explore can be selected upon. Morphological features can therefore evolve to increase
dispersion: closer to the front of the invasion, cane toads in Australia tends to develop
longer legs B. Phillips et al. 2006, common myna birds in South Africa and conocephalus
discolor bush cricket in Britain, larger wings Berthouly-Salazar et al. 2012; Thomas et
al. 2001.

However, that process is not homogeneous in space: individuals with higher dispersal
ability are typically located at the range expansion front. This phenomenon is called
spatial sorting. Its relationship with the evolution of dispersion has been studied by
biologists for the past two decades Birzu, Hallatschek, and Korolev 2017; Shine, Brown,
and B. L. Phillips 2011; Thomas et al. 2001; Travis and Dytham 2002; Travis, Mustin,
et al. 2009. More recently, mathematical studies have been quantifying its influence
on the asymptotic speed of the invasion. Our model equation describes the effects of
evolution of a trait θ > 1, which determines the dispersion rate, in space (x ∈ R) and
through time (t ≥ 0) in a population subject to sexual reproduction and competition.
The trait density f(t,x,θ) evolves according to:

∂tf(t,x,θ) = r [B[f ](t,x,θ)︸ ︷︷ ︸
reproduction

−K−1%(t,x)f(t,x,θ)︸ ︷︷ ︸
competition

] + θ∆xf(t,x,θ)︸ ︷︷ ︸
dispersion

, (1)

for ∆x the Laplace operator with respect to x.
When the dispersal rate is possibly unbounded, the relationship between the front

propagation and sustained spatial sorting leads to an acceleration of front propagation
N. Berestycki, Mouhot, and Raoul 2015; Bouin, Calvez, et al. 2012; Bouin, Henderson,
and Ryzhik 2017; Calvez, Henderson, et al. 2018, contrary to the case of constant dis-
persion for which it is well established that the front expands asymptotically at constant
speed Aronson and Weinberger 1978; H. Berestycki, Hamel, and Nadin 2008; Fang and
Zhao 2011; Genieys, Volpert, and Auger 2006; Gourley 2000; Hamel and Ryzhik 2014;
Mirrahimi and Raoul 2013.

To our knowledge, analytical results describing the asymptotic accelerating rate of
propagation exist only for asexual (clonal) populations (e.g., see N. Berestycki, Mouhot,
and Raoul 2015; Bouin, Henderson, and Ryzhik 2017; Calvez, Henderson, et al. 2018),
for which the reproduction operator in (1) is :

B[f ] = f + σ2∆θ f ,

for some constant σ2 ≥ 0 depending on the mutation variance and mutation rate and for
∆θ the Laplace operator with respect to θ. In this case, the position of the population
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range asymptotically expands as t3/2 (see N. Berestycki, Mouhot, and Raoul 2015; Bouin,
Calvez, et al. 2012; Bouin, Henderson, and Ryzhik 2017; Calvez, Henderson, et al. 2018
for more details). Furthermore, the precise asymptotic position of the front has been
derived in Calvez, Henderson, et al. 2018, by specifying the prefactor term. The value of
this prefactor is sensitive to how the competition is modelled : when it is local in trait,
it has been shown to be equal to a larger value N. Berestycki, Mouhot, and Raoul 2015;
Bouin, Calvez, et al. 2012; Bouin, Henderson, and Ryzhik 2017.

However, as reproductive mode is thought to potentially significantly influence the
rate of propagation Williams, Hufbauer, and Miller 2019, we take interest into invasions
of sexually reproducing populations. An analogous model as for asexual populations can
be built using Fisher’s infinitesimal model, a model of allelic segregation that has been
studied and used for a century in quantitative genetics, a branch of evolutionary biology
Barton, Etheridge, and Véber 2017; Bulmer 1972; Fisher 1919; Lange 1978; Tufto 2000;
Turelli 2017; Turelli and Barton 1994. This model has also been used to model sexually
reproducing populations in several integro-differential studies Bouin, Bourgeron, et al.
2018; Calvez, Garnier, and Patout 2019; Mirrahimi and Raoul 2013; Raoul 2017, with
the following reproduction operator in (1):

B[f ](t,x,θ) =
∫∫

(θmin,∞)2
Gλ
[
θ − θ1 + θ2

2

]
f(t,x,θ1)f(t,x,θ2)

%(t,x) dθ1 dθ2.

It assumes that the trait of the offspring is given by the mean parental trait up to a
random normal deviation given by Gλ with constant segregational variance λ2. Using this
model, the authors of the report Calvez, Crevat, et al. 2019 predicted and numerically
confirmed an asymptotic invasion rate of t5/4 for sexually reproducing populations.

However, to understand the complexity of the interplay between ecology and evo-
lution in the dynamics of an invasion, the relationship between the propagation and
the trait distribution has to be untangled. That requires to describe precisely the trait
distribution and the effect of spatial sorting at the front of the invasion, which is the
goal of this paper. First, we present our model and the explicit formula that we derive
to approximate the position of the front propagation and its local trait distribution at
large times (Section 2). Next, we present numerical simulations that confirm this for-
mula (Section 3). Finally, we derive formally the limit problem for large times and find
an explicit solution to it (Section 4).

2 Deterministic model
In this section, we present the integro - differential model that we use and state our formal
result as an approximation of the solutions of the resulting equation. The population is
described according to its location x ∈ R and its dispersive trait θ ∈ (θmin,+∞), with
θmin > 0. Here we are interested by the evolution of the density f(t,x,θ) of individuals
being at time t ≥ 0 at the location x ∈ R, presenting the trait θ. We also assume that,
initially, the density is compactly supported.
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Our model. The evolution of the density f(t,x,θ) can be modeled with the fol-
lowing reaction - diffusion equation for all t > 0, x ∈ R and θ > θmin:

∂tf(t,x,θ) = r
[
B[f ](t,x,θ)−K−1%(t,x)f(t,x,θ)

]
+ θ∆xf(t,x,θ), (2)

where r > 0 and K > 0 are fixed constants, and %(t,x) :=
∫∞
θmin

f(t,x,θ) dθ is the
population size at x ∈ R and time t > 0. We will detail the reaction term B[f ] later.
At first, let us discuss the modelling motivation of each term.

First, the term r
[
B[f ](t,x,θ)−K−1%(t,x)f(t,x,θ)

]
is analogous to a logistic

growth term that models reproduction and competition. More precisely, the reproduction
term B[f ](t,x,θ) represents the number of new individuals that are born with the trait
θ at time t ≥ 0 and position x ∈ R and we will detail the modelling of the segregational
process later. Moreover, at point x ∈ R and at time t ≥ 0, there is a competition
between individuals for resources, related to the parameter K which is a measure of the
carrying capacity of the environment. When the local population size at x is relatively
small – %(t,x) � K – the local population disposes of enough resources to allow an
exponential - like growth, while, if %(t,x) � K, then competition between individuals
is strong, and consequently the local population size decreases. The constant r > 0 is
therefore called growth rate at low density.

Then, the diffusion term θ∆xf models the dispersion phenomenon. Individuals are
assumed to diffuse through space at each time t, at a rate given by the dispersive trait
θ ≥ θmin. When θ gets larger, it models situations like having longer legs or bigger
wings, which potentially give an advantage to explore a new environment faster.

Finally, let us come back to the reproduction operator B[f ]. We consider a monoe-
cious population in which the individuals breed randomly and only with those at the same
location x ∈ R. At time t, an individual with trait θ1 finds a mate with trait θ2 with
the probability density equal to the trait frequency at position x : f(t,x,θ2)/%(t,x).
To model the segregation, we use Fisher’s infinitesimal model, which classically states
that the offspring trait differs from the mean parental trait (θ1 + θ2)/2 according to
a normal distribution with a segregrational variance λ2 > 0 assumed to be constant
and independent of the parental trait values. These assumptions imply the following
formulation of the reproduction term:

B[f ](t,x,θ) =
∫∫

(θmin,∞)2
Gλ
[
θ − θ1 + θ2

2

]
f(t,x,θ1)f(t,x,θ2)

%(t,x) dθ1 dθ2.

The term Gλ[θ − (θ1 + θ2)/2], symbolizing the stochasticity of the segregation process,
is defined as a normalized Gaussian density with variance λ2 > 0, that is:

Gλ(θ) := 1√
2πλ2 exp

[
− θ2

2λ2

]
. (3)

Let us rescale the equation by setting :

t = rt, x =
√

r

θmin
x, θ = θ

θmin
, and f(t, x, θ) = θmin

K
f(t,x,θ).
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Then, we can simplify the previous PDE into:

∂tf(t, x, θ) = B[f ](t, x, θ)− %(t, x)f(t, x, θ) + θ∆xf(t, x, θ), (4)

with the rescaled population size:

%(t, x) =
∫ ∞

1
f(t, x, θ) dθ.

By this simplification, the reproduction term is:

B[f ](t, x, θ) =
∫∫

(1,∞)2
Gλ
[
θ − θ1 + θ2

2

]
f(t, x, θ1) f(t, x, θ2)

%(t, x) dθ1 dθ2, (5)

where Gλ is given by (3), and λ = λ/θmin. One can notice the truncation at the bottom
level θmin = 1, chosen for the sake of simplicity (note that θmin can only take positive
values), which does not influence the long time asymptotics in the subsequent analysis
as θ is expected to take large values at the front.

Main result. In this paper, we denote by x · J , for some x ∈ R and J = [a, b], the
interval [xa, xb] and |J | the length of the interval J . As some computations are only
formal, we state our main result as a conjecture:

Conjecture 1. Define the constant

yc = 4
(
λ

3

)1/2
. (6)

There exists an interval of trait values J0 centered in 1 such that, for all J ⊂ J0 open
interval centered in 1, the density f at large time t ≥ 0 can be approximated by:

f(t, x, θ) =



exp
[
− 1

4λ2

[
θ − λ4/5(6x2)1/5]2 + O

t→∞
(|J |2)

]
,

for x ≤ yc t5/4, θ ∈ λ4/5(6x2)1/5 · J,

exp
[(

1−
(

x
yc t5/4

)4/3
)
t

]
exp

[
− 1

4λ2

[
θ −

(
3λ2x2

2t

)1/3
]2

+ O
t→∞

(
|J |2 x

8/3

t10/3

)]
,

for x ≥ yc t5/4, θ ∈
(

3λ2x2

2t

)1/3
· J.

For x ≥ yc t
5/4, we call the coefficient exp

[(
1−

(
x

yc t5/4

)1/3
)
t

]
the prefactor of the

trait distribution, which is of the form exp
[
−c
(

x
yc t5/4

)
t
]
, where the function c is positive

and increasing on ]1,+∞[.

The justification of this conjecture is postponed to Section 4.
Conjecture 1 yields that at each time t ≥ 0 large enough, the propagating front is at

the position:

X(t) ≈ yc t5/4 = 4
(
λ

3

)1/2
t5/4. (7)
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Additionally, at large time t and all space position x ∈ R, the dispersive trait is
normally distributed, with variance 2λ2. Behind the front, i.e., at all position x� X(t),
the mean of the dispersive trait θ can be approximated by the value:

θ(x) ≈ λ4/5(6x2)1/5, (8)

while ahead of the front, i.e., at all position x� X(t), it can be approximated by:

θ(t, x) ≈
(

3λ2x2

2t

)1/3

. (9)

Moreover, the prefactor of the distribution trait, exp
[
−c
(
y
yc

)
t
]
, with c > 0 increas-

ing on ]1,+∞[ and y = t−5/4x, indicates that, ahead of the front, the population size
presumably decreases with regard to the rescaled space variable y at a given time t > 0.

3 Simulations and validation
In this section, we display numerical simulations, in order to validate the approximation
of the solution of the Eq. (4) provided by Conjecture 1. The initial distribution used for
simulation is assumed to be a truncated Gaussian distribution:

f(0, x, θ) =
√

2
π

exp
[
− x

2 + (1− θ)2

2

]
1θ≥1, (10)

with 1θ≥1 the characteristic function of {θ ≥ 1}. The segregational variance λ2 is taken
equal to 1/2. The discretization of the sexual reproduction term B[f ] represents the
biggest challenge for the simulations, in comparison to the asexual case (see Calvez,
Crevat, et al. 2019).

3.1 Scheme

We consider xmax ≥ 0 and θmax ≥ 1 so that we work with tuples (x, θ) in the bounded
domain [0, xmax] × [1, θmax], discretized with the meshes (xi)1≤i≤Nx and (θj)1≤j≤Nθ ,
respectively of step length δx > 0 and δθ > 0. As for the time discretization, let δt > 0
be a time step length, and let us define for all n ∈ N, tn := n δt. We denote by ANx
the matrix of the discrete Laplace operator in x of size Nx with Neumann boundary
condition at x = 0 and Dirichlet boundary condition at x = xmax:

ANx = 1
δx2


−1 1 (0)
1 −2 1

. . . . . . . . .
1 −2 1

(0) 1 −2

 ∈MNx(R),
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and the diagonal matrix:

Dθ =

 θ1 (0)
. . .

(0) θNθ

 ∈MNθ(R).

Futhermore, we introduce a 3D hypermatrix Gθ ∈MNθ,Nθ,Nθ(R) such that:

∀i, j, k, Gθ(i, j, k) = Gλ
[
θk −

θi + θj
2

]
,

representing the discretization of the segregation kernel (Gλ given by (3)).
For all n ∈ N, we approximate (f(tn, xi, θj))1≤i≤Nx,1≤j≤Nθ by a matrix:

Fn =
(
Fnij

)
1≤i≤Nx,1≤j≤Nθ

∈MNx,Nθ(R),

and the population size (%(tn, xi))1≤i≤Nx by the vector:

%̃ni :=
Nθ∑
k=1

Fni,k δθ ≈ %(tn, xi),

using the following scheme. At each time iteration n,

1. For every index 1 ≤ k ≤ Nθ, we compute the vector V n
k,l defined by:

∀l, V n
k,l := δθ2

[
FnGθ(·, ·, k) (Fn)T

]
ll
.

We can check that V n
k,l is the discretization of the reproduction integral term:

V n
k,l = δθ2

Nθ∑
i,j=1

Fnl,iGθ(i, j, k)Fnl,j ,

≈ δθ2
Nθ∑
i,j=1

f(tn, xl, θi)Gλ
[
θk −

θi + θj
2

]
f(tn, xl, θj),

≈
∫∫

(1,∞)2
f(tn, xl, θ1)Gλ

[
θk −

θ1 + θ2
2

]
f(tn, xl, θ2) dθ1dθ2.

Now to compute the reproduction matrix MatReprod ∈ MNx,Nθ(R), we need to
divide the previous quantities by the corresponding %̃ni . To be consistent, we set:

∀i, k, MatnReprod(i, k) =
{
V n
k,i/%̃

n
i , if %̃ni > 0,

0, else.

2. We define the diagonal matrix Dn
% := diag ((%̃ni )1≤i≤Nx) ∈MNx(R).
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3. We approximate in time using an explicit Euler scheme that is for all n ∈ N:

Fn+1 := Fn + δt
[
ANx × Fn ×Dθ + r

(
MatnReprod −K−1 ×Dn

% × Fn
)]
. (11)

In this section, the parameters r and K are equal to 1. The general scheme 11 is
used in supplementary materials, to show the effects of differents parameters on
the invasion.

To be sure that this scheme gives a good approximation of the solution of the PDE (4),
the spatial step δx is taken large enough.

3.2 Numerical results

We show our results of simulations of the solution of the Eq. (4) in two figures Fig. 1 and
Fig. 2. In the first one, we display different features of the front, whereas in the second
one, we compare the numerical trait distribution behind the front with the approximation
formally obtained in Conjecture 1.

In the top subfigure Fig. 1 (a), the population size %(t, x) is displayed at multiple
time regularly spaced between t = 20 and t = 200 for different scaled position x. As
expected, thanks to Fig. 1 (a), we can see that this front accelerates: there exists a
constant ynumc such that the front at time t is at position:

Xnum(t) = ynumc t5/4,

where the numerical front position Xnum(t) at time t ≥ 0 is defined by:

Xnum(tn) = xinum(tn), with inum(tn) := argmin
1≤i≤Nx

|%̃ni − 0.01| . (12)

More precisely, thanks to a linear regression, the constant ynumc can be approximated by
2.1, and the exponent of t by 1.22 (with R2 = 1 and p-value < 10−4). These numerical
results are consistent with (7), which numerically gives:

X(t) = 4
( 1

2× 9

)1/4
t5/4 ≈ 1.94 t5/4.

With Fig. 1 (b), we confirm that the mean of the dispersive trait at the front that we
get from the numerical simulations is quite consistent with the approximation given by
Conjecture 1. Precisely, let us define the mean of the dispersive trait θ̄num(t) at the
front position Xnum(t), given by:

θ̄num(t) :=
∫
R θ f(t,Xnum(t), θ) dθ

%(t,Xnum(t)) . (13)

Using a linear regression on the values for t ∈ [60, 200] (illustrated in Fig. 1 (b)), the
mean of the dispersive trait θ̄num can be approximated by:

θ̄num(t) ≈ 1.02 t0.54, (R2 = 1, p-value < 10−14).
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(a)

(b)

Figure 1: Simulations of the invasion of a sexual population, associated to the
Eq.(4) with parameters δt = 0.02, δx = 4, δθ = 2/3, xmax = 3000 and θmax = 201.
(a) Plot of the population size %(t, ·) for successive fixed times at regular intervals from
t = 20 to t = 200, with respect to the auto - similar variable xt−5/4. (b) Plot of the
mean of the dispersive trait θnum(t) (see (13)) at the front position with respect to time
(blue curve) and of the function t→ 1.02t0.54 (red curve), in log− log scale.
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(a)

(b)

Figure 2: Contour lines of the trait distribution of a sexual population, asso-
ciated to the Eq. (4) with parameters δt = 0.02, δx = 4, δθ = 2/3, xmax = 3000 and
θmax = 201. (a) Trait distribution given by the numerical simulations, at t = 200. (b)
Trait distribution behind the propagating front given by Conjecture 1, at t = 200. The
red line represents the approximation of the mean trait behind the propagating front
given by (8), and is common to both subfigures, while the dark line is the mean trait
behind the propagating front given by the simulations.

We can compare this relationship with the mean of the dispersive trait θ̄(t) at the front
X(t), given respectively by (8) and (7):

θ̄(t) = λ4/5(6X(t)2)1/5 = 2λ
√
t =
√

2t.

We notice a non trivial difference between θ̄(t) and θ̄num, mainly in their prefactors (
√

2
and 1.02), but also in their exponents (0.5 and 0.54) (see also the gap between the red
and black lines in Fig. 2). This seems partly due to numerical inaccuracies resulting
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(a) t = 50 (b) t = 100

(c) t = 150 (d) t = 200

Figure 3: Contour lines of the trait distribution during the invasion of a sexual
population, given by simulations, at (a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200.
The red line represents the approximation of the mean trait behind the propagating
front given by (8), at time t = 200. The parameters are δt = 0.02, δx = 4, δθ = 2/3,
xmax = 3000 and θmax = 201.

from having a bounded trait space (thus disregarding the largest traits) and from nu-
merical scheme errors. One can also note that the asymptotic distribution indicated by
Conjecture 1 might not yet be reached at time 200 (upper time bound in our numerical
simulations).

Let us turn to the description of the trait distribution behind the front. In Fig. 2,
we display the contour lines of the trait distribution at time t = 200: subfigure (a) is
the trait distribution given by the simulations, while (b) is the formal trait distribution
(behind the front only) given by Conjecture 1. Our approximation appears to fit the
numerical results. More precisely, the red curve, representing the mean of the dispersive
trait at each position behind the front given by (8), yields a good approximation of
the numerical mean of the dispersive trait. Moreover, if we represent the numerical
trait distribution behind the front at multiple times (see Fig. 3), we can see that it
seems to remain stationary, which is consistent with the fact that the expression of the
approximation behind the front given by Conjecture 1 is independent of the time.

Fig. 4 shows the evolution of the amplitude of the trait distribution f(t, x, ·) ahead
of the front, in blue curve (log scale). We can see that it can be approximated by the red
curve, which displays the prefactor of the trait distribution ahead of the front given by
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Figure 4: Plot of logarithm of the amplitude of the distribution ahead of the
front at time t = 200. The blue curve represents the log of the maximum of the
distribution f(t, x, ·) of the numerical approximation given by the scheme, for different
positions x located beyond the numerical value of the front position (Xnum(200) ≈ 1400).
The red curve represents the prefactor of the trait distribution ahead of the front given
by Conjecture 1. The parameters are δt = 0.02, δx = 4, δθ = 2/3, xmax = 3000 and
θmax = 201.

Conjecture 1, and that this approximation holds even at very low density. The difference
is due to the other terms of higher power, which are neglected.

4 Formal proof of the results
This section is devoted to the formal proof of Conjecture 1. In Section 4.1, we set the
self-similar variables framework suitable to capture the asymptotic invasion acceleration
process. Then in Section 4.2, we formally derive an asymptotic equation that will allow
us in Section 4.3 to determine the position of the front and to derive an approximation
of the trait distribution f(t, x, θ) by finding a solution to the limit problem.

4.1 Preliminaries

According to the same methodology used in previous studies that model the evolution of
dispersion (see for instance Bouin, Henderson, and Ryzhik 2017; Calvez, Crevat, et al.
2019; Calvez, Henderson, et al. 2018), we define the function u such that:

f(t, x, θ) = exp
[
−t u

(
s(t), t−5/4x, t−1/2θ

)]
, (14)

where s(t) = log(t) is a time parametrization (chosen so that ts′(t) = 1). According to
the formal arguments of Calvez, Crevat, et al. 2019, we also scale the spatial variable
(y = t−5/4x) and trait variable (η = t−1/2θ), which leads to the spatial invasion rate
accelerating proportionally to t5/4 (see Calvez, Crevat, et al. 2019 for details). Like in
the latter, we recall that the power exponents are chosen so that the all biological forces
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(particularly, migration and reproduction) contribute in a balanced way in the following
PDE on u, satisfied for all t ≥ 0, for all y ∈ R and for all η ≥ e−s/2:

− u(s, y, η)− ∂su(s, y, η) + 5
4y∂yu(s, y, η) + η

2∂ηu(s, y, η)

= η
[
(∂yu(s, y, η))2 − e−s∆yu(s, y, η)

]
+ (I[u](s, y, η)− %u(s, y)) , (15)

where:
%u(s, y) = es/2

∫ ∞
e−s/2

exp [−esu(s, y, η)] dη, (16)

and:

I[u](s, y, η) = es√
2πλ2%u(s, y)∫∫

(e−s/2,∞)2
exp

[
es

(
−
(
η − η1+η2

2

)2

2λ2 + [u(s, y, η)− u(s, y, η1)− u(s, y, η2)]

)]
dη1 dη2. (17)

Henceforth, we note for the sake of clarity: α = 5/4 and β = 1/2. We generalise also
the notation oε→0(εp) for a sequence of functions rε(y, η) by :

rε(y, η) = oε→0(εp) if sup(y,η) |ε−prε(y, η)| goes to 0, as ε vanishes.

Our formal aim is to determine the large time behaviour of the solution of (15), as
s→∞ (which is equivalent to take t→∞).

4.2 Formal asymptotic equation

In this subsection, we will derive from (15) an asymptotic equation in the limit s→∞
that will explicit the interplay between spatial sorting and trait distribution at the front
of the solution. The main idea is to perform a Taylor expansion of u. For that purpose,
let us define the variation ε = e−s/2. In the line of Calvez, Garnier, and Patout 2019,
we make the following ansatz:

u(s, y, η) = u0(y, η) + ε2u1(y, η) + oε→0(ε2). (18)

In the next paragraph, we justify the following separation of trait and space variable
in u0, where:

u0(y, η) = b(y) + (η − a(y))2

4λ2 . (19)

where a and b are continuous and piecewise differentiable functions of the space variable.
Let us interpret them.

Using the ansatz (18) and (19) in (14) yields (we recall that ε = e−s/2):

13



f(s, y, η) = exp
[
− b(y)

ε2

]
exp

[
− (η − a(y))2

4λ2ε2

]
exp

[
−u1(y, η) + o

ε→0
(ε2)

]
. (20)

Hence, when s→∞, the leading term of the trait distribution η 7→ f(s, y, ·) is Gaus-
sian, and the correction is brought by a term determined by u1. The space dependent
functions a and b crystallize the main effect of spatial sorting on the trait distribution:

� a(y) gives the mean rescaled dispersal trait η > 0 at position y. It is therefore
positive and satisfies the relation:

u0(y, a(y))) = min{u0(y, η), with η ∈ (0,∞)};

� b(y) determines the prefactor of this distribution: formally, we will see that if
b(y) > 0, %u(s, ·) vanishes when s tends to ∞. On the contrary, the set {b(y) = 0}
is associated to that area where %u is asymptotically non-zero. In the context
of a spatial invasion, it corresponds to the spatial area that has already been
invaded. Hence, we are searching b such that there exists a constant yc such that
{b(y) = 0} = {y ≤ yc}. We can interpret yc as the rescaled position of the front.

Finally, the space dependent functions a and b are linked to the corrector term u1 by an
asymptotic equation that we deduce from (15) (see below for the details). For y where
a and b are differentiable:

− b(y)− (η − a(y))2

4λ2 + αy

[
b′(y)− a′(y) η − a(y)

2λ2

]
+ βη

η − a(y)
2λ2 − η

[
b′(y)− a′(y) η − a(y)

2λ2

]2

= exp
[
u1(y, η) + u1(y, a(y))− 2u1

(
y,
η + a(y)

2

)]
− 1{y≤yc}. (21)

In the next section, we find an explicit solution to (21), which encodes the intertwined
relationship between spatial sorting and trait distribution.

Explanation for the decomposition of u0 (19). We will recall the fundamental
steps, more extensively detailed formally in Bouin, Bourgeron, et al. 2018 and rigorously
in Calvez, Garnier, and Patout 2019 (for a model without any spatial structure). From
the Taylor expansion of u given in (18), we get the following expression for I[u]:

I[u](s, η, y) = 1
ε
√

2πλ2

∫∫
(ε,∞)2

exp
[

1
ε2A

0
y,η(η1, η2)

]
exp
[
A1
y,η(η1, η2)

]
exp
[
o
ε→0

(1)
]

dη1dη2∫∞
ε

exp
[
−u0(y,η′)

ε2 − u1(y, η′)
]

dη′
,

where: 
A0
y,η(η1, η2) = − 1

2λ2

[
η − η1+η2

2

]2
+ u0(y, η)− u0(y, η1)− u0(y, η2),

A1
y,η(η1, η2) = u1(y, η)− u1(y, η1)− u1(y, η2).

14



Then, we have several considerations to make. First, if we assume that u0 reaches
its minimum at a non degenerated-point, then the following modified expression of the
denominator: ∫ ∞

ε
exp

[
− 1
ε2
[
u0(y, η′)−min u0(y, .)

]
− u1(y, η′)

]
dη′,

will concentrate, as ε goes to 0, around the minimum of u0(y, ·) and have a finite limit.
Therefore it is relevant to introduce it both at the numerator and the denominator:

1[
ε
√

2πλ2
]2

∫∫
(ε,∞)2 exp

[
1
ε2

(
A0
y,η(η1, η2) + minu0(y, .)

)]
exp
[
A1
y,η(η1, η2) + o

ε→0
(1)
]
dη1dη2

1
ε
√

2πλ2

∫∞
ε

exp
[
− 1
ε2 [u0(y, η′)−minu0(y, .)]− u1(y, η′)

]
dη′

.

As we want consequently the numerator not to diverge as ε→ 0, we need that:

∀η ∈ R, max
(η1,η2)

[
− 1

2λ2

(
η − η1 + η2

2

)2
+ u0(y, η)− u0(y, η1)− u0(y, η2) + minu0(y, .)

]
= 0. (22)

As shown in Bouin, Bourgeron, et al. 2018, thanks to some convexity arguments, this
leads necessarily to choose u0(y, ·) as a quadratic function in η with variance λ2, hence
(19).

Deriving the asymptotic Eq. (21) verified by u1(η, y), a(y) and b(y). To
get an asymptotic equation from (15), we still need to establish (formally) the limit of
I[u](s, y, η) as s = −2 log(ε) goes to ∞, by incorporating the quadratic expression (19)
of u0 in I[u]. We will separate the cases of the numerator and the denominator for the
sake of clarity.

According to Laplace’s method, as we expect the denominator to concentrate around
the minimum of u0, namely at a(y), one can perform the change of variable z := η′−a(y)

ε :

1
ε
√

2πλ2

∫ ∞
ε

exp
[
− 1
ε2

[
u0(y, η′)−minu0(y, .)

]
− u1(y, η′)

]
dη′

= 1√
2πλ2

∫ ∞
1−a(y)/ε

exp
[
− z2

4λ2

]
exp [−u1 [y, a(y) + εz]] dz →

ε→0

√
2 exp [−u1 [y, a(y)]] .

Similarly, following the analysis of the authors of Bouin, Bourgeron, et al. 2018
and Calvez, Garnier, and Patout 2019 on (22), we get that the numerator concentrates
around the point (η, η), with η = η+a(y)

2 > 0, realizing its minimum. One can thus
perform the change of variables (η1, η2) = (η + εz1, η + εz2), so that a straightforward
computation following the quadratic expression (19) of u0 leads to:

− 1
ε2

[
− 1

2λ2

[
η − η1 + η2

2

]2
+ u0(y, η)− u0(y, η1)− u0(y, η2) + minu0(y, .)

]
= 1

4λ2 z1z2 + 3
8λ2 (z2

1 + z2
2), (23)

and therefore:
1[

ε
√

2πλ2
]2

∫∫
(ε,∞)2

exp
[ 1
ε2

(
A0
y,η(η1, η2) + minu0(y, .)

)]
exp
[
A1
y,η(η1, η2) + oε→0(1)

]
dη1dη2,

=
∫∫

(1−η/ε,∞)2

exp
[
− z1z2

4λ2 − 3
8λ2 (z2

1 + z2
2)
]

[
√

2πλ2]2
exp [u1(y, η)− u1(y, η + εz1)− u1(y, η + εz2)] dz1dz2,

→
ε→0

√
2 exp [u1(y, η)− 2u1(y, η)] .
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We can thereby obtain the formal limit of I[u]:

I[u] (s, y, η) →
s→∞

exp
[
u1(y, η) + u1(y, a(y))− 2u1

(
y,
η + a(y)

2

)]
.

Moreover, we need the formal limit of %u(s, y) as s = −2 log(ε) tends to ∞:

%u (− 2 log(ε), y) = 1
ε

∫ ∞
ε

exp
[
−u(−2 log(ε, y, η)

ε2

]
dη,

= exp
[
−b(y)

ε2

] 1
ε

∫ ∞
ε

exp
[
−(η − a(y))2

4λ2ε2

]
exp

[
−u1(y, η) + o

ε→0
(1)
]

dη,

= exp
[
−b(y)

ε2

] ∫ ∞
1−a(y)

ε

exp
[
− z2

4λ2

]
exp

[
−u1(y, a(y) + εz) + o

ε→0
(1)
]

dz.

Hence, formally, we get:

%u (− 2 log(ε), y) −→
ε→0

1{b(y)=0}2
√
πλ exp [−u1(y, a(y))] .

By integrating all these formal computations in (15), we formally obtain an asymp-
totic equation satisfied by a, b and u1, where a and b are differentiable:

− b(y)− (η − a(y))2

4λ2 + αy

[
b′(y)− a′(y) η − a(y)

2λ2

]
+ βη

η − a(y)
2λ2 − η

[
b′(y)− a′(y) η − a(y)

2λ2

]2

= exp
[
u1(y, η) + u1(y, a(y))− 2u1

(
y,
η + a(y)

2

)]
− 1{b(y)=0}2

√
πλ exp [−u1(y, a(y))] .

As we are describing a front propagation, we are looking for a and b continuous on R
and differentiable everywhere but not necessarily at the front position (to be determined):

yc = sup{y, b(y) = 0}.

For such functions a and b, we have by evaluating the latter at η = a(y) for y < yc:

2
√
πλ exp [−u1(y, a(y))] = 1.

Hence, for y 6= yc and η ∈ Jy (subset of R∗+ to be determined), we consider the asymptotic
Eq. (21):

− b(y)− (η − a(y))2

4λ2 + αy

[
b′(y)− a′(y) η − a(y)

2λ2

]
+ βη

η − a(y)
2λ2 − η

[
b′(y)− a′(y) η − a(y)

2λ2

]2

= exp
[
u1(y, η) + u1(y, a(y))− 2u1

(
y,
η + a(y)

2

)]
− 1{y<yc}.
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4.3 Resolution of the asymptotic Eq. (21)

Let us define for y 6= yc, η > 0:

g(y, η) := −b(y)− (η − a(y))2

4λ2 + αy

[
b′(y)− a′(y) η − a(y)

2λ2

]
+ βη

η − a(y)
2λ2 − η

[
b′(y)− a′(y) η − a(y)

2λ2

]2
+ 1{y<yc}.

Let us fix y 6= yc. For η > 0 such that g(y, η) > 0, we can reformulate (21) as:

Ty(η) = Ly(u1)(η), (24)

where:
Ty(η) = log [g(y, η)] ,

and:
Ly(u1) : η 7→ u1(y, η) + u1(y, a(y))− 2u1

(
y,
η + a(y)

2

)
.

Eq. (24) suggests that a, b and yc are to be chosen so that Ty lies in the image of
the linear operator Ly. One can notice that the kernel of Ly is composed of the linear
functions, hence:

dim ker (Ly) = 2.

Heuristically, the image of Ly is orthogonal to a two dimensional space, which is
generated by δa(y) and δ′a(y). More precisely, following Calvez, Garnier, and Patout
2019, one can show that if Ty verifies:{

Ty (a(y)) = 0,
T ′y (a(y)) = 0,

(25)

then the following sum converges:

uy : η 7→
∞∑
k=0

2kTy
[
a(y) + (η − a(y)) 2−k

]
, (26)

and Ly(uy) = Ty.
Hence, we first need to solve (25), that is to find yc > 0, (a, b) ∈ C0(R)∩C1(R\{yc}),

such that:

∀y 6= yc,

{
−b(y) + αyb′(y)− a(y)(b′(y))2 + 1{y<yc} = 1,
−αya′(y) + βa(y)− 2λ2(b′(y))2 + 2a(y)b′(y)a′(y) = 0. (27)

Here, we present an explicit solution to (27):
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Proposition 1. Let us define:

yc = 4
√
λ

3 , a : y 7→
{

λ4/5 61/5 y2/5, if y ≤ yc,(
3λ2

2

)1/3
y2/3, if y > yc,

and:

b : y 7→
{

0, if y ≤ yc,( 3
λ24

)2/3
y4/3 − 1, if y > yc.

Then a, b ∈ C0(R) ∩ C1(R\{yc}) and yc, a and b are solutions of (27).

Remark 1. The functions a, b and yc given in the previous proposition are the only solutions
of (27) of the form : a(y) = Cym, b(y) = Kyn − 1 that are positive for y > yc and continuous
in yc.

To derive a solution for (21) from Proposition 1, one still has to define Ty(η), which requires
g(y, η) > 0. As g(y, ·) is a three order polynomial in η with a negative leading coefficient, it is
not positive as η becomes large so we can not define Ty on R∗+. However, a, b and yc are solutions
of (27), which is equivalent to:

g(y, a(y)) = 1, ∂ηg(y, a(y)) = 0.

We aim therefore at solving (21) locally in η around a(y):

Proposition 2. Let a, b and yc be as in Proposition 1. Then, there exists J0 an interval centered
in 1 such that, for all y 6= yc, η > 0 such that η

a(y) ∈ J0, we have g(y, η) > 0. Moreover, for
y 6= yc, Ty = log(g(y, ·)) is well defined on a(y) · J0 and for all J ⊂ J0 open interval centered in
1:
� for y < yc and η ∈ a(y) · J , the series defined in (26) converges and is bounded uniformly

with regard to η and y and the bound is of the form A |J |2.
� for y > yc and η ∈ a(y) · J , the series defined in (26) converges and is bounded uniformly

with regard to η, and the bound is of the form: B|J |2y8/3.

Proof. Since g(y, ·) is a polynomial of order three in η such that:

g(y, a(y)) = 1, ∂ηg(y, a′(y)) = 0,

we can define Py polynomial of order three such that:

∀η > 0, g(y, η) = 1− Py
(

η

a(y)

)
.

As Py(1) = P ′y(1) = 0, we get:

Py(X) = (X − 1)2 [γX + Py(0)] ,

where γ > 0 is the leading coefficient of Py.
We next compute, for y 6= yc (by continuity for Py(0)):

γ = a′(y)2a(y)3

4λ4 , Py(0) = b(y) + a(y)2

4λ2 − αy
[
b′(y) + a′(y) a(y)

2λ2

]
+ 1{y>yc}.

Hence (adopting the notations Ka− ,Ka+ and Kb such that for y < yc, a(y) = Ka−y
2/5 and for

y > yc, a(y) = Ka+y2/3, b(y) = Kby
4/3 − 1 – see the previous proposition):
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� for y < yc, γ = a(y)5

25y2λ4 = Ka−
5

25λ4 and:

Py(0) = a2

4λ2 −
αa′(y)ya(y)

2λ2 = a2

4λ2 −
5
4 ·

2a2

10λ2 = 0.

So, in that case, Py = Ka−
5

25λ4 (X−1)2X := P (X) does not depend on y. As P (1) = 0, there
exists δ ∈ (0, 1) such that for all y < yc and η ∈]a(y)(1 − δ), a(y)(1 + δ)[, P

(
η
a(y)

)
< 1,

hence g(y, η) > 0.

� for y > yc, γ = 4
9
a(y)5

4y2λ4 = K5
a+

9λ4 y
4/3 and:

Py(0) = (b(y) + 1)− 5
3(1 + b(y)) + a(y)2

4λ2 −
5a(y)2

12λ2 ,

= −y4/3
[
K2
a+

6λ2 + 2Kb

3

]
= −γy4/3

[
3λ2

2K3
a+

+ 6Kbλ
4

K5
a+

]
,

= −γy4/3
[
1 + 6× 32/3λ425/3

28/3λ12/335/3

]
= −2γy4/3.

Hence: Py(X) = γy4/3(X − 1)2(X − 2), thus: ∀y > yc,∀η ∈]0, 2a(y)[, g(y, η) > 1 > 0.

That proves the first part of the proposition. Let us call J0 a closed interval centered in 1
on which, for all y 6= yc, g(y, .) is positive, and on which Ty is therefore well-defined.

Let us now consider J ⊂ J0 an open interval centered in 1. For y 6= yc, η ∈ a(y) · J , let us
define, for k ∈ N:

ηk := a(y) + η − a(y)
2k .

Next, as Ty(a(y)) = T ′(a(y)) = 0, we get the following:

2kTy(ηk) = 2k
∫ ηk

a(y)
T ′′y (t)ηk − t2 dt.

With the change of variables s = 2k (t− a(y)), we get:

2kTy(ηk) =
∫ η−a(y)

0
T ′′y
(
a(y) + s2−k

) η − a(y)− s
2k ds. (28)

T ′′y is continuous on a(y)·J , so the latter ensures that
∑
k≥0 2kT (ηk) converges for all η ∈ a(y)·J .

Finally, for y 6= yc, we need to uniformly bound
∑
k≥0 2kT (ηk) with regard to η ∈ a(y) · J .

For y < yc, from the first part of the proof, we have:

∀η ∈ a(y) · J, Ty(η) = log
(

1− P
(

η

a(y)

))
,

with P (X) = γX(X − 1)2 and γ independent of y and η. Setting:

F : J → R,
x 7→ log (1− P (x)) ,
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we dispose of a smooth function, independent from y and η, such that:

∀η ∈ a(y) · J, Ty(η) = F

(
η

a(y)

)
,

and therefore T ′′y (η) = F ′′ (η/a(y))/a(y)2. Following (28), we get (writing |J | as the length of
J):

∀y < yc, η ∈ a(y) · J,
∑
k≥0
|2kTy(ηk)| ≤

∑
k≥0

2−(k+1)‖F ′′‖∞,J
(η − a(y))2

a(y)2 ≤ |J |2‖F ′′‖∞,J0 .

For y > yc, we have from above:

∀η ∈ a(y) · J, Ty(η) = log
(

1− y4/3Q

(
η

a(y)

))
,

with Q(X) = γQ(X − 1)2(X − 2) (γQ a constant independent of y and η). A straight-
forward calculus leads to:

T ′′y (η) = − y4/3

a(y)2

 Q′′
(

η
a(y)

)
1− y4/3Q

(
η
a(y)

) + y4/3
Q′
(

η
a(y)

)2

(
1− y4/3Q

(
η
a(y)

))2

 .
We recall that, additionally, for y > yc and η ∈ a(y) · J , we have: 1− y4/3Q

(
η
a(y)

)
> 1.

Hence, from (28), we get:

∀y > yc, ∀η ∈ a(y) · J,
∑
k≥0

|2kTy(ηk)| ≤ y4/3|J |2
[
‖Q′′‖∞,J + y4/3‖Q′2‖∞,J

]
≤ y8/3|J |2

[
‖Q′′‖∞,J0

yc4/3 + ‖Q′2‖∞,J0

]
.

The last proposition allows us to complete our solution for (21) for y 6= yc and η ∈ a(y) · J ,
by defining:

u1 : (y, η) 7→
∑
k≥0

2kTy
(
a(y) + (η − a(y)) 2−k

)
.

It also highlights the fact that this solution is local in trait around the mean trait a(y). Finally,
we use it in Conjecture 1 to specify the magnitude of the error terms in our approximation at
large times.

5 Discussion
Contributions In this paper, we have developed a different framework than the one used for
the study of asexual populations (N. Berestycki, Mouhot, and Raoul 2015; Bouin, Henderson,
and Ryzhik 2017; Calvez, Henderson, et al. 2018) by using a mixing operator to analyze the
behaviour of the propagation front for sexual population. We have formally found an explicit
approximation of the trait distribution during the invasion by finding a solution to the limit
problem at large times. These formal computations have been numerically compared to the
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solution of (4) and thus confirmed. All the computations have been made after having rescaled
the partial differential Eq. (2). By a variable change, we have that, for all growth rate at low
density r > 0, carrying capacity K > 0 and segregational variance λ2 > 0, for a population with
dispersive traits θ ≥ θmin > 0, the density f can be approximated at large time t > 0 by:

f(t,x,θ) ≈ K

θmin



exp
[
− 1

4λ2

[
θ − λ4/5 (6rx2)1/5

]2
]
, for x ≤ yc t5/4,

exp
[
rt−

(
9x4

256λ2t2

)1/3
]

exp
[
− 1

4λ2

[
θ −

(
3λ2x2

2t

)1/3
]2
]
,

for x ≥ yc t5/4.

with:

yc = yc

√
θmin
r

r5/4 = 4
[
λ

3

]1/2√
θmin r

3/4 = 4
[
λ

3

]1/2
r3/4.

Difference in acceleration rate between asexual and sexual invasive popula-
tions Our study shows that the effect of spatial sorting only, through the evolution
of dispersion, accelerates the speed at which a sexual population invades. The rate
of this acceleration, of t5/4, is lower than when considering the influence of the same
phenomenon on asexual populations (t3/2, see N. Berestycki, Mouhot, and Raoul 2015;
Bouin, Henderson, and Ryzhik 2017; Calvez, Henderson, et al. 2018). Mathematically,
the blending inheritance property of the infinitesimal model operator reduces the effect
of the spatial sorting by crossing extremely dispersive individuals with less dispersive
ones, which does not happen for individuals reproducing clonally.

Extension: Shape of the front However, there are still structural questions to an-
swer on the asymptotic behaviour of the front that we can observe numerically. For
instance, the additional Fig. 5 allows us to study the deformation of the front prop-
agation, more precisely the shape of the transition front. In Fig. 5 (a), the spatial
distribution % is displayed with respect to a re-centered scale in:

X1/2(t) = sup{x ∈ R, %(t, x) = 1/2}. (29)

We can observe a flattening of the front shape, as t → +∞. More precisely, Fig 5 (b),
displaying % with respect to the re-scaled variable

(
x−X1/2(t)

)
t−1/4, shows that the

shape of the front seems to flatten at order t1/4, as the different curves overlap.

Expansion load Here, we consider only a trait linked to the dispersive ability, thus
isolating the sole effect of spatial sorting in range expansions, for which there existed
no previous precise results. By doing so, our model does not account for any process
of selection by adaptation to the local environment. However, in cases of fast range
expansion, a phenomenon called the expansion load can occur Peischl, Dupanloup, et
al. 2013. As the density of individuals at the front is low, the effective strength of
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(a) (b)

Figure 5: Plots of the density %(t, ·) of a sexual population, with respect to
re-centered variables. The two plots show the evolution of the population density,
associated to (4), for successive times at regular intervals from t = 20 to t = 200, with
respect to (a) the re-centered variable x − X1/2(t), and (b) to the re-scaled variable
(x−X1/2(t))t−1/4, with X1/2(t) defined in (29). The parameters are δt = 0.02, δx = 4,
δθ = 2/3, xmax = 3000 and θmax = 201. Note that the x-axis are different between the
two plots, for the sake of clarity.

natural selection is reduced allowing deleterious mutations to accumulate at the front.
That would eventually undermine the invasion process by reducing the fitness of leading
individuals (see Burton, B. L. Phillips, and Travis 2010), with the potential effect of
slowing down the speed of the front in comparison to the asymptotic formal result
of our study. Nevertheless, the clear relationship between the effect of spatial sorting
and expansion load is yet to be explored, as a recent analysis using a discrete space
framework seems to indicate that the evolution of dispersal rate can prevent expansion
load in certain cases (see Peischl and Gilbert 2020). By isolating the effect of spatial
sorting, our study can therefore constitute a first step in understanding the intricate
relationship between the evolution of dispersion and of life history traits, ultimately
providing tools to analyse the source of variability in range expansions (see Williams,
Hufbauer, and Miller 2019).

Because the formal computations ignore competition ahead of the front, even though
the simulations seems to validate our results, this paper has to be seen as a premise for
a consistent and rigorous proof for this problem.
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