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Abstract—

The following article has been submitted to the special issue on
Machine Learning in Acoustics in JASA. After it is published, it
will be found at http://asa.scitation.org/journal/jas.

Sound sources localization using multichannel signal process-
ing has been a subject of active research for decades. In recent
years, the use of deep learning in audio signal processing has
allowed to drastically improve performances for machine hearing.
This has motivated the scientific community to also develop
machine learning strategies for source localization applications.
In this paper, we present BeamLearning, a multi-resolution deep
learning approach that allows to encode relevant information
contained in unprocessed time domain acoustic signals captured
by microphone arrays. The use of raw data aims at avoiding sim-
plifying hypothesis that most traditional model-based localization
methods rely on. Benefits of its use are shown for realtime sound
source 2D-localization tasks in reverberating and noisy environ-
ments. Since supervised machine learning approaches require
large-sized, physically realistic, precisely labelled datasets, we
also developed a fast GPU-based computation of room impulse
responses using fractional delays for image source models. A
thorough analysis of the network representation and extensive
performance tests are carried out using the BeamLearning
network with synthetic and experimental datasets. Obtained re-
sults demonstrate that the BeamLearning approach significantly
outperforms the wideband MUSIC and SRP-PHAT methods in
terms of localization accuracy and computational efficiency in
presence of heavy measurement noise and reverberation.

Index Terms—Sound source localization - direction of arrival
- deep end-to-end learning - reverberating environments - time
domain - atrous convolution

I. INTRODUCTION

Sound sources localization (SSL) is a research field in
acoustics that has only recently made use of machine learning
approaches. Even if research works on the subject can be found
as early as in the 1990s [1] – and sporadically until 2015 [2]–
[5] – it is mainly from 2017 onwards, in particular with the
development of deep learning, that the scientific community
proposed to use advanced machine learning techniques for SSL
tasks. The present paper proposes a supervised deep learning

approach for the localization of acoustic sources in aerial
environment, using raw, unprocessed time-domain acoustic
pressure measurements on a compact array of microphones.
Although not aiming at giving a systematic and exhaustive
bibliographical review on this subject, this section presents an
overview of the methods recently proposed in the scientific
literature on this subject in which motivates the development
of the BeamLearning approach.

The growing interest in using deep learning techniques for
SSL has been recently illustrated by the publication of the
work of several authors [6]–[9] in a special issue on acoustic
source localization [10]. The LOCATA challenge [11],
which brings together a corpus of data recorded by different
microphone arrays for different scenarios (single or multiple,
moving or static sound sources combinations recorded on
static or moving arrays), has also motivated the proposal of
the use of a deep neural network [12], which has been shown
to outperform both the baseline method and the conventional
MUSIC method. While most publications on the subject use
supervised learning strategies [6]–[9], [13]–[39] for audible
acoustic sources in air and for underwater localization [18],
[19], unsupervised or semi-supervised learning approaches
have also recently been successfully applied for SSL tasks
in reverberant and noisy environments [40], [41]. Among
these studies, the majority of authors apply the SSL task to
a single active source – this is also the case in this paper
– while others evaluate their methods for multiple sources
localization [8], [20]–[24] or propose specific deep learning
approaches to count the number of active sources [42], [43].

The rise of deep learning algorithms based on convolutional
neural networks for machine hearing and acoustics [44] –
along with their ability to improve the robustness of direction
of arrival (DoA) estimation techniques in presence of noise
and reverberation – led to the use of various kinds of inputs
to the proposed neural network architectures. Among them,
the most common choices are based on time-frequency
representations based on short-time Fourier transforms [6],
[8], [20], [23]. Using this bidimensional representation, some



authors proposed to exploit the phase information only [20],
others used both amplitude and phase [8], [21], and some used
the power computed from the STFT matrix [22], [25], [32].
Still, other kinds of imput features have been proposed in the
litterature, such as the GCC features [35], the eigenvectors of
the spatial covariance matrix [33], [34], or ambisonics signals
[7], [8], [31], [39]. However, there is still no consensus on
the best representation to use in order to better encode the
information needed to localize sound sources.

Since the unprocessed, time-domain audio signals contain
all the information to be extracted, the scientific community
has recently put some efforts to directly use the raw
waveforms as inputs for deep learning models, either for
machine hearing tasks [45]–[47], [47]–[49], [51] or for SSL
tasks [24], [36]–[38]. Joint acoustic model learning from the
raw waveform has therefore emerged as an active area of
research in the last few years, and recent works have shown
that this approach, also known as end-to-end learning, allows
to successfully learn the temporal and spatial dynamics scales
of the waveforms. These studies, along with recent advances
in machine learning architectures for one-dimensional signals
[52]–[54] and the work of the authors on a similar approach
for speech and environmental sounds recognition [49] has
motivated the present work, which aims at showing the
benefit of a deep-learning multi-resolution approach for the
SSL task, that allows to avoid the need to pre-process the
multichannel waveforms in order to encode the relevant
information contained in raw acoustic measurements.

Among the already published studies on SSL using deep
learning techniques, the problem is the most commonly
treated in a classification framework, where the space is
divided into distinct zones. These zones can be angular
sectors, and thus represent portions of azimuthal angles [25]–
[28], or combine azimuthal and elevation angles to define
portions of a sphere [21]. Perotin et al. [7] proposed to use
a classification task to also estimate the distance between the
source and the microphone array. However, for a SSL task, a
regression approach seems as legitimate as classification [55].
When a high angular precision is required, a classification
approach may also not be longer sufficient, and a regression
approach, giving a continuous numerical value of the source’s
angular position [29]–[31] even appears to be more accurate
in scenarios with diffuse interference [55]. In a recent study
[24], the authors propose to combine the two approaches in
order to determine the position of several speakers in a room.
The position is first roughly inferred using a classification
approach, and then refined using a regression approach. With
regard to the BeamLearning network detailed in the present
paper, both approaches will be studied in order to compare
the observed results.

Machine learning approaches for SSL localization require
a large amount of training data. Since signals captured by
microphone arrays with different geometries are radically

different, individual experimental data collection is required
for each specific type of microphone array. This is why
most SSL studies use simulated data, which therefore need
to be as realistic as possible in order to adapt to real
recording conditions. Some solutions have been proposed
in the litterature using domain adaptation [56] when the
mismatch between training and testing conditions is too high.
We therefore also developed an efficient tensor GPU-based
computation of synthetic room impulse responses using
fractional delays for image source models.

In this article, we present the Beamlearning approach, which
relies on the use of a deep neural network (DNN) DoA
estimation system, using raw multichannel measurements. The
BeamLearning neural network architecture has been specifi-
cally developed in order to be insensitive to the microphone
array geometry and to the number of sensors involved in the
measurement array, and to be compatible with both classifica-
tion and regression approaches. The obtained results are eval-
uated for both experimental and synthetic data using speech
signals, in anechoic and reverberant environments, with strong
noisy conditions. These results are compared on the same data
with two state of the art model-based SSL methods (MUSIC
and SRP-PHAT). Section II provides details on the method
used to build the synthetic datasets, and the BeamLearning
neural network architecture is extensively detailed. The dif-
ferent datasets used in this paper are described in Section III,
along with the evaluation methods and the training procedure.
The ensemble of three multichannel, multiresolution learnable
stacked filterbanks, which constitutes the core of the first
subnet of the BeamLearning network is analyzed in detail
in Section IV. Finally, several SSL experiments are presented
and analyzed in Section V, before drawing our conclusions in
Section VI.

II. METHODS

A. Synthetic and experimental datasets generation

For both the dataset generation and the neural network
architecture, the BeamLearning approach proposed in the
present paper has been tailored and extensively tested in order
to accomodate to any microphone array configurations in
arbitrary reverberant rooms. However, in this paper, for sake
of clarity and concision, we chose to illustrate the results
using only a particular microphone array. For the experimental
dataset, we used the MiniDSP® UMA-8 compact microphone
array (https://www.minidsp.com/products/usb-audio-interface/
uma-8-microphone-array). This compact array is composed of
Nc = 7 digital MEMS microphones. The first one is placed at
the center of the circular array, and the 6 others microphones
are evenly distributed over the perimeter of a 8 cm diameter
circle. This geometry is mostly similar to the microphone
arrays used in personal assistants such as Amazon Echo®,
or Apple HomePod®, where the estimation of a speaker’s
direction could represent an important pre-requisite in the
processing chain for hands-free communication during voice
interaction with these devices in noisy and reverberating



environments.

The experimental datasets have been generated using the
UMA-8 microphone array, placed at the ”sweet spot” of
the laboratory’s 5-th order ambisonic playback system [57],
which allows a great flexibility and reproducibility for the
generation and labelling task of experimental datasets. This
sound field synthesis system consists in a 1.07 m radius
spherical loudspeaker array following a 50-node Lebedev grid.
The loudspeakers are made with a tubular plastic cabinets
and 2” drivers (AuraSound® NSW2-380-8A). Datasets of
72000 sources positions (80% for learning, 10% evaluation
and 10% for testing) have been encoded in the ambisonic
domain in order to drive the 50 loudspeakers [58]. These
sources positions are randomly generated using the procedure
detailed in III-A.

In this paper, the BeamLearning network has also been
trained and tested using synthetic datasets corresponding to
different room configurations. For these datasets, the micro-
phone array geometry matches the one used in the experi-
mental datasets. Since there is a need to model accurately
a large number of sound sources positions and signals in
various simulated environments, we specifically developed for
this purpose a GPU-based computation of synthetic room
impulse responses (RIRs) using fractional delays [59]. This
computation of realistic RIRs relies on the use of the image
source method [60]. In this process, all the reflections on the
room’s boundaries are computed, for any time of arrival on the
array smaller than the reverberation time (RT) of the room. As
an example, for a typical classroom size of 7 × 10 × 3.70 m
with a RT of 0.5 s, the whole number of image sources
requires a high order of reflections (up to the 60th order), and
represents more than 80000 image sources for each of RIR of
the synthetic dataset. For each simulated environment, 48000
primary source positions are used in the RIR computations.
These sources positions are randomly generated using the
procedure detailed in III-A. Using the UMA-8 microphone
array, the dataset therefore corresponds to the computation
of 336000 RIRs for each room. For each of these RIRs, the
whole number of image sources positions and corresponding
attenuations that contribute to the acoustic field for a time
interval of [0;TR] are computed using the Pyroomacoustics
library [61]. For such a large number of RIRs and image
sources, the existing frameworks did not allow to perform the
RIR computation efficiently and accurately enough. This is the
reason why we developed for this specific application a fast
parallel batch RIR computation performed on the GPU using
the Tensorflow APIs [62]. This implementation is achieved
using sparse tensors computations and an efficient fractional
delay filtering implementation [59]. For a compact microphone
such as the UMA-8, there is indeed a critical need to keep
the precision of the time delays corresponding to the distance
between each of the image sources involved in the RIR
computation and the microphones. In order to implement the
RIR with non integer sample delays, we therefore used a 7th

order Lagrange interpolation [63], that allows to perform a
better accuracy than standard truncated sinc interpolations,
with a much lower computation cost. The integer part of
the sample delay is represented as a sparse array, and the
8 coefficients of each fractional delay filters along with the
individual dampings corresponding to the cumulative effect of
each wall of the room and the distance between the image
source and the microphones are then used to compute the
RIRs using every source image contributions [59]. Using this
large number of RIRs, the complete dataset is built using
batch convolutions with real-life recordings for each simulated
environments.

B. Proposed neural network architecture

The proposed BeamLearning neural network is composed
of three subnetworks, which are further detailed in the
following subsections. This DNN architecture is fed with raw
multichannel audio data measured by a microphone array
(see Fig. 1), without any further preprocessing. This allows
to perform a joint feature learning along with the SSL task,
and to avoid manual input features choices that may not
be well adapted to particular microphone array geometries.
We also specifically developed this architecture in order
to allow real-time SSL inference after convergence of the
training process. This led to the use of input frames of length
Nt = 1024 samples. Since most conventional beamforming
methods can be thought as filter and sum approaches [64],
the global neural architecture depicted on Fig. 1 has been
developed in a similar way. The DNN architecture is mainly
based on the use of a learnable filterbank, with specific
operations allowing the neural network to be expressive
enough to achieve the SSL task in reverberant and noisy
environments using raw multichannel audio input data of
dimension Nc × Nt, with Nc = 7 for the particular array
used in this paper.

The first subnetwork can be thought as a set of finite
impulse-response (FIR) filters with learnable coefficients,
that self-adapts to the multichannel audio input data for
the SSL task. The convolutional neural cells, which are
widely used in DNN architectures, can indeed be thought
as a strict equivalent to learnable finite impulse response
(FIR) filters in standard digital signal processing (DSP). For
this purpose, we propose the use of residual networks of
one-dimensional depthwise separable atrous convolutions,
which allow to operate in a computationally efficient way,
with a similar strategy to the one used in the FrameNet subnet
that we proposed in a previous published study for sound
recognition [49]. A depthwise separable convolution consists
in a convolution performed independently over each channel
of an input, followed by a pointwise convolution, i.e. a 1x1
convolution, projecting the channels output by the depthwise
convolution onto a new channel space. This process allows
to operate a convolution on data, faster, with much less
parameters than standard convolutions [50]. This residual
subnetwork of depthwise separable atrous convolutions is
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Fig. 1. Schematical representation of the global architecture of the BeamLearning network. This neural network takes a raw multichannel waveform measured
by a microphone array, and outputs the DOA estimation of the emitting source.

described in detail in II-B1. The overall output of these
three filterbanks – which are composed of 3 × 768 cascaded
learnable filters, each of them having a channel multiplier of 4
– is a two-dimensional map, where the first dimension is Nt,
and the second dimension represents the Nf outputs of the
cascaded learnable filters. In the present paper, for a 2D-DoA
finding task, Nf = 128. This hyperparameter value has been
determined after extensive preliminary training and testing
phases for the proposed DOA task, in order to optimize
the neural network performances while limiting the impact
on the computational cost on a single GPU. The obtained
data representation is then fed to the second subnetwork
depicted on Fig. 1, which aims at computing an energy-like
representation in Nf dimensions. This subnet is inspired by
Beamforming approaches, where the sound source position
is determined using a maximization of the Steered Response
Power (SRP) of a beam former [64]. The last part of the
BeamLearning network aggregates the energy of the Nf

channels using a full connected subnetwork in order to infer
the sound source position. In the following, the architecture
of each of these sub-networks is presented and discussed in
relation to the physics of the associated SSL problem.

1) Learnable filterbanks : raw waveform processing:
As introduced in the previous subsection, from a

machine-learning point of view, the first subnetwork in
the BeamLearning DNN consists of three stacked modules,
which are residual networks of one-dimensional depthwise
separable atrous convolutions. The proposed filterbank module
architecture is detailed on Fig. 2. The use of convolutional
layers is a common operation in deep learning for audio
applications, that allows to extract features from the data.
From a signal processing point of view, the kernel of
the convolutional cells can be seen as the Finite Impulse
Response (FIR) of a learnable filter. However, acoustic model
learning from the raw waveform using dense kernels can lead
to large FIR sizes in order to be efficient at filtering at low
frequency [49], [51]. As a consequence, rather than making
convolutions with large and dense kernels, the proposed
filterbank is implemented using one-dimensional atrous

convolutional kernels, which have a long history in classical
signal processing, and have originally been developed for the
efficient computation of the undecimated wavelet transform
[65]. The use of this kind of convolution with upsampled
filters has been revisited in the context of Deep Learning and
have already been shown as an efficient architecture for audio
generation [52], denoising [54], neural machine translation
[53], and word recognition [49]. Similarly to previous
published studies [49], [52], [54], we use dilation rates which
are multiplied by a factor of two for each successive layers
and very short kernel widths of 3 samples (early experiments
with larger filters of length 5, 7 and 9 showed inferior
performances). This allows to achieve a large receptive field
(127 samples for a single residual subnetwork of depthwise
separable atrous convolutions, and a total receptive field of
379 samples for the three stacked learnable filterbanks), with
only 3×6 sets of one-dimensional convolutions with kernels of
size 1×3, corresponding to dilation rates ranging from 1 to 32.

The proposed network topology has been developed in
order to optimize the SSL performances in the frequency
range of [100 Hz ; 4000 Hz]. For such a large frequency
range, using raw audio data, it is useful to offer different
timescales of analysis in order to extract the relevant
information for the SSL task. The use of three stacked
residual atrous convolutional filterbanks depicted on Fig. 1
and Fig. 2 – which share the same architecture but do not
operate on the same data, being in cascade – allow the
network to operate on multiple time scales in the range of
[68 µs ; 8.6 ms]. The corresponding filter impulse response
lengths can thus take values of one period for frequencies
ranging from 115 Hz to 14.7 kHz without impacting the
computational efficiency. Since the frequency response of
a FIR filter is highly dependent on its impulse response
length, the proposed network topology – along with the skip
connections offered by the residual network – allows for a
wide range of filtering possibilities in the targeted frequency
range.

In our approach, we use non-causal depthwise separable



Fig. 2. Inner architecture of a learnable filterbank module, showing the
residual connections (dotted lines) between the successive layers. Each layer
corresponds to a different dilation rate D, taking values 1,2,4,8,16, and 32.
In each depthwise-separable convolutional layer, the depthwise convolution
is achieved using a channel multiplier m = 4, and a pointwise convolution
mapping the outputs of the depthwise convolution into Nf = 128 pooled
channels.

convolutions, which present the considerable advantage of
making a much more efficient use of the parameters available
for representation learning than standard convolutions [53].
The convolutions are performed independently over channels
(depthwise separable convolutions), with a channel multiplier
m. These computed depthwise convolutions are then projected
onto a new channel space of dimension Nf for each layer
using a pointwise convolution, which is a type of convolution
that uses a kernel of size 1 × 1 : this kernel iterates through
every single time sample of the input tensor. This kernel
has a depth of however many channels its input tensor has.
From a signal processing point of view, this approach aims
at pooling together the contents in the filtered multichannel
soundwave that share similar spatial and spectral features,
in order to ease the sound localization task: the pointwise
convolution therefore helps combining the pooled channels in
order to enhance the expressivity of the network.

As shown on Fig. 1, three of these filterbank modules
are stacked, and residual connections are added between
each layers of the three successive filterbanks (see Fig. 2),
in order to allow shortcut connections between layers and
offer increased representation power by circumventing some
of the learning difficulties introduced by deep layers [66].
These skip connections allow the information to flow across
the layers easier by bypassing the activations from one
layer to the next. This limits the probability of saturation or
deterioration phenomenons of the learning process, both for
forward and backward computations in deep neural networks
[66]–[68].

As depicted on Fig. 2, each atrous convolutional layer is
followed by a layer-normalization layer (LN) [69], which
allows to compute layer-wise statistics and to normalize the
nonlinear tanh activation accross all summed inputs within
the layer, instead of within the batch with a standard batch-
normalization [70], [71] process. The layer-normalization
approach has the great advantage of being insensitive to
the mini-batchsize [69], and to be usable even if the batch
dimension is reduced to one, when the DNN is used for
realtime inference. Each LN layer is then followed in this
module by a tanh nonlinear activation function, which was
selected after extensive comparison with other standard
activation functions for the SSL task using the BeamLearning
architecture.

2) Pseudo-energy computation:
In the following, the set of Nf time-domain outputs s(i)[n]

of the filterbank subnetwork will be denoted as Si,n - where i
stands for the filter channel index, and n for the time sample -
the bold notation signifying that this a two-dimensional tensor.
Si,n is fed to the second subnetwork of the BeamLearning
DNN, which allows to compute a pseudo-energy for each of
the Nf pooled channels. As shown in Fig. 1, from a machine
learning point of view, Si,n is squared, and cropped in the
time dimension – therefore only keeping the time frames
corresponding to the valid part for all the atrous convolutional
layers used in the filterbanks subnetwork – and undergoes
an averagepool operation. This pooling operation acts as a
dimensionality reduction and has been preferred to standard
maxpool operation, since the proposed pseudo-energy can
be seen as an equivalent to a mean quadratic pressure,
which is similar to the value that is maximized by standard
model-based Beamforming algorithms [64]. The output of
this deterministic pseudo-energy computation is then fed
to a LN layer [69] in order to normalize the Selu [72]
nonlinear activations, which in this case helps to speed up
the convergence process.

3) Matching the pseudo-energy features to the source an-
gular output:

The last layer of the BeamLearning network is a standard
full connected layer, which aims at combining the previously
computed pseudo energy features in order to infer the source
DoA. In our experiments, the BeamLearning approach is
evaluated for 2D DoA determination tasks using either a
classification framework or a regression framework. For the
classification problem experiments, the BeamLearning DNN
output is a n-dimensional vector representing the probabilities
of the source belonging to n different angular partitions. For
a regression problem, and in agreement with Adavanne et
al. [8] proposal, the output corresponds to the projection of
the source position on the unit circle (in 2D) or on the unit
sphere (in 3D). This output vector therefore corresponds to
the unit vector pointing towards the source DOA. Because of
the angular periodicity of the DoA determination problem,



this allows an easier retro-propagation process of errors from
these projections, than directly from the error of a periodic
angle. The angular output DoA θ (and if needed φ in 3D) is
then deduced from this projected output.

4) Training procedure:
Using a classification framework, the BeamLearning DNN

is trained with one-hot encoded labels corresponding to the
angular area where the source is located, therefore allowing
to compute the cross-entropy loss function between estimated
labels and ground truth labels. For the regression problem
experiments, the BeamLearning DNN is trained with labels
corresponding to the projection of the source position on
the unit circle, therefore allowing to compute a standard
L2-norm loss function between estimated labels and ground
truth labels, which represents a geometrical distance between
the prediction and the true DOA using cartesian coordinates.

The DNN variables updates and the back propagation of
errors through the neural network are optimized using the
Adaptive Moment Estimation (Adam [73]) algorithm, which
performs an exponential moving average of the gradient and
the squared gradient, and allows to control the decay rates of
these moving averages. In addition to the natural decay of the
learning rate that Adam performs during the learning process,
we set an exponential learning rate decay. The learning rate λ
for each step is set to decrease exponentially at each learning
iteration k, from a maximum value λMax = 10−3 to a
minimum value λmin = 10−6 :

λ = λmin + (λMax − λmin) ∗ e
−

k

Niteration

The models have been implemented and tested using the
Python Tensorflow [62] open source software library, and
computations were carried out on a Nvidia® GTX 1080Ti
GPU card, using mini-batches of 100 raw multichannel
waveforms for each training steps. All the network variables
were initialized using a centered truncated normal distribution
with a standard deviation of 0.1. Using the proposed datasets,
the convergence of the training process requires approximately
150 epochs using a Nvidia® GTX 1080Ti GPU card.

III. EVALUATION

A. Datasets

In the present paper, we evaluate the performances of the
proposed BeamLearning DNN for a 2D DoA SSL task, using
experimental and synthetic datasets. Both dataset generation
methods have been detailed in subsection II-A. In the present
section, the source positions around the microphone array
used in the datasets are detailed, and the different propagating
environments are also presented.

In the following, the source positions are denoted using
spherical coordinates (R, θ, φ) centered on the microphone
array, where R is the distance to the central microphone, and

(θ, φ) are the azimuthal and elevation angles defined in Fig. 3.
In the present study, since we evaluate the BeamLearning
approach for a 2D DoA determination task, the θ coordinate
is the only DNN global output. However, in order to increase
the robustness to to spatial variations, the source positions are
randomly picked from a uniform distribution in a torus of
section R × (2∆R) × sin(2∆φ) and of central radius R, as
depicted in Fig. 3.

Fig. 3. Sound sources positioning strategy around the microphone array for
the generation of the experimental and synthetic datasets.

For each synthetic dataset, a set of 48000 sources
positions is randomly generated using this procedure. For the
experimental dataset, a set of 72000 sources positions has
also been randomly generated using the same geometry. The
datasets are split into training, validation and test sets in the
standard ratios of 80:10:10.

In this following, the BeamLearning DNN is trained and
tested using synthetic data in two different reverberating
environments, and using experimental data in a real room.
The first synthetic dataset is generated in a simulated room
corresponds to a typical classroom size of 7×10×3.7 m and a
reverberation time of 0.5 s. In this case, the microphone array
is positioned at coordinates [4, 6, 1.5] m, the origin of the
Cartesian coordinate system corresponding to a corner of the
room. The second simulated room exhibits an almost cubic
shape, with dimensions 5× 5× 4 m, and a reverberation time
Tr = 0.5 s. For both simulated rooms, the room boundaries
exhibit homogeneous absorbing coefficients computed using
the method proposed by Lehmann et al. [74], [75] in order to
ensure a simulated reverberation time of 0.5 s. In order to also
study the localization performances offered by the proposed
BeamLearning approach in presence of measurement noise
independantly of reverberation, a free field dataset has also
been generated for this particular experiment.

For the synthetic datasets, a dataset of multichannel RIRs
is first computed for each propagating environment using
the method detailed in II-A. These sets of multichannel
RIRs are then convoluted with several kinds of signals



emitted from the position of the simulated sound sources.
This common method [7], [21], [37] allows a great
flexibility in terms of emitted signals in a memory-
efficient way. In the present study, the signals used to
generate the synthetic datasets using the computed RIRs
are composed of anechoic recordings of symphonic music
[76] (https://users.aalto.fi/~ktlokki/Sinfrec/sinfrec.html),
outside recordings of multiple women talking in Danish
(https://odeon.dk/downloads/anechoic-recordings/), and car
horn honks from the UrbanSound8K dataset [77].

During the training phase, each multichannel recordings of
the training mini batches are added to a random multichannel
Gaussian noise with randomly picked signal-to-noise ratio
(SNR) values in the range of [x,+∞[ dB. This process can
be interpreted as a data augmentation strategy, which allows
to ease the generalization capabilities of the proposed method
during the learning process. In the following, the presented
results will include data augmentation strategies during the
training phase with x = 5 dB (section V), x = 20 dB (section
IV), x = 25 dB (section V-A), and x = +∞ dB (without
any data augmentation, section V-A). The proposed data
augmentation strategy will be shown to offer an increase of
robustness to measurement noise in comparison to state of
the art SSL algorithms.

In order to evaluate the 2D-DoA SSL performances of the
BeamLearning approach and to compare it in a reproducible
way to model-based algorithms (MUSIC [78] and SRP-PHAT
[79]), each method is tested in section V using the exact
same testing datasets. These testing datasets consist in
3600 sources, randomly distributed in the torus depicted on
Fig 3, emitting unseen signals during the training phase. In
order to evaluate the robustness of each methods to noisy
measurements in reverberating environments, the statistics of
the DoA mismatch are derived from these 3600 positions, for
each proposed propagating environments, and for different
deterministic (SNR) values, ranging from +40 dB to −1 dB.

B. Evaluation metrics

In the present paper, the BeamLearning approach is eval-
uated both in a classification framework and in a regression
framework. As a consequence, in order to analyze precisely the
performances of the proposed DNN for the task of 2D-DoA
SSL, several evaluation metrics will be used in the following.
For the task of supervised multi-class angular classification,
the overall accuracy is computed during the training phase
and for testing using the number of correctly recognized
class examples (true positives, tpi ), the number of correctly
recognized examples that do not belong to the class (true
negatives, tni

), and examples that either were incorrectly
assigned to the class (false positives, fpi

) or that were not
recognized as class examples (false negatives, fni ) [80]. Other
angular mismatch estimators will also be detailed in section
IV-C. For the task of supervised angular regression, the DoA

mismatch between the estimated angular positions ˜θ(k) and
the groundtruth angular positions θ(k) is evaluated for each
sources using statistics derived from the absolute angular
mismatch | ˜θ(k) − θ(k)| over all the sources in the testing
dataset.

IV. BEAMLEARNING NETWORK ANALYSIS

A. Learnable filterbanks inner working analysis

In this subsection, we analyse the variables learnt in the first
subnetwork described in II-B1, in order to give further insight
on the learning process involved. The architecture of this first
subnetwork of the BeamLearning DNN has been specifically
developed to automatically build a 2D map Si,n that can
be interpreted as the filtering of raw input multichannel
measurements by 128 different tunable filters. On contrary to
conventional Beamforming, these 128 time domain outputs
cannot be interpreted as beams, but rather as 128 optimized
channels which aim at achieving a joint filtering in space
and time. Since this subnetwork is composed of 3 filterbanks
constituted by 6 depthwise separable atrous convolutions with
a channel multiplier of 4 and a number of output channels
of 128, it is important to note that the global output of
this first subnet results from the combination of nonlinear
filtering achieved by the equivalent 3 × 6 × 4 × 128 = 9216
learnable filters followed by mathematical operations operated
by the LN layer, and their nonlinear activation functions.
Rather than looking at each of these filters independantly,
this analysis aims at giving insightful representations of the
spatio-temporal filtering achieved when the multichannel
input data has partially passed through the n first layers
of the learnable filterbank subnetwork. This analysis will
allow to better understand the multiresolution offered by the
residual networks of one-dimensional depthwise separable
atrous convolutions that constitute the main ingredient of this
subnetwork.

In order to perform this analysis, the BeamLearning
network is trained for a regression problem using the
synthetic dataset described in III-A. This training dataset, will
be referred in the following as D Room1

train . In this dataset, each
of the sources located in a room of dimensions 7×10×3.7 m
and a reverberation time of 0.5 s. emit ambient speech noise
signals, car horn signals, and symphonic music. The data
augmentation procedure detailed with added measurement
noise detailed in III-A is used with a SNR ≥ 20 dB.
Following the procedure detailed in III-A, the 48000 sources
positions included in D Room1

train are randomly distributed in
a torus of section R × (2∆R) × sin(2∆φ) and of central
radius R = 2 m, and with ∆R = 0.5 m and ∆φ = 7
degrees (see Fig 3). All the parameters of the BeamLearning
network are then frozen after convergence of the learning
process. This frozen BeamLearning network is then used to
build 2 dimensional (θ, f) magnitude maps of the 128 × 18
spatio-temporal filterings offered at the output of the 18
successive depthwise-separable atrous convolutional layers
used in the learnable filterbank subnetwork. Among these
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Fig. 4. Directivity maps (in dB) of one of the 128 equivalent filters obtained by passing through the first layers of the network, for the 1st (a), 4th (b), and 6th

(c) depthwise-separable atrous convolutional layers of the filterbank subnetwork. These 3 layers correspond respectively to a dilatation factor of 1, 8 and 32.

2304 possible (θ, f) transfer function magnitude maps offered
at increasing depths of the subnetwork, Fig. 4 shows three of
them. These three maps are selected from the first filterbank,
and corresponding to dilatation factors of 1, 8, and 32 in
order to illustrate the multiresolution capabilities offered by
the BeamLearning approach.

The representations in Fig. 4 are obtained using unseen
input data during the DNN training. These unseen testing
input data correspond to raw measurements on the microphone
array using 360 sources uniformly sampled on a circle of
radius 2 m at φ = π/2, emitting monochromatic signals
ranging from 100 Hz to 4000 Hz. This allows to compute
the magnitude of the filtering process for each frequency
and for each azimuthal angle at any of the layer composing
the learnable filterbank subnetwork (including nonlinear
activations and normalization layers), which is a strict
equivalent of representing the directivity maps obtained at
different depths of the subnetwork.

When analysing the obtained directivity maps on Fig. 4,
one can observe that the frequency and spatial selectivity
of the learnt filters increase with the depth through which
the input data passes into the DNN. For the very first
layer of the filterbank subnetwork corresponding to Fig. 4a,
the obtained directivity obtained for this particular filter
corresponds to a dipolar response above 1000 Hz, with
directivity notches at θ = 150 degree and θ = 330 degree. At
low frequencies, this particular filter (out of the 128 possible
filters for this layer) exhibits a global attenuation of -20 dB,
without any strong directivity pattern. It is also interesting to
note that among the 128 filters obtained for this particular
first convolutional layer (data not shown), most filters
exhibit such a dipolar angular response at high frequencies,
with various spatial notches values. This behaviour can be
explained by the fact that for this layer, the filter kernels
have a very small size of 3 samples, with a dilation factor of 1.

However, when the data passes through more depthwise-
separable atrous convolutional layers in the filterbank (Fig. 4b
and Fig. 4c), the combination of optimized filters begin to be
more and more selective, both in the frequency domain and in

the angular domain. This is even observed at low frequencies,
thanks to the kernel widthening offered by the increased
dilation factors and the combination of filters at previous layers
offered by the residual connections. This observation suggests
that the stacking of the layers composing the three successive
filterbanks converge to a global nonlinear filtering process into
128 channels, where each output channel specializes in several
frequency bands and several angle incidences. When the
source signal exhibits a particular spectrum in a reverberating
environment, the energies carried by these 128 channels are
then combined by the full connected layer in order to infer
the source position.

B. BeamLearning output analysis for a classification problem

Most published studies on SSL using a deep learning
approach treat the localization problem as an angular
classification problem, where the objective is to determine
to which discrete portion of the angular space the emitting
source belongs to [7], [20], [23], [33]. When seeking a better
angular resolution for the SSL problem, these approaches
require to increase the number of classes.

In this n-class classification approach, the source angular
position θ ∈ [−180, 180] is first converted to an integer i
representing the belonging of the source to the ith angular
partition among the n possibilities :

i = b(θ + 180)
n

360
c

Using this approach, θ is then approximated to a corre-
sponding discrete θi (the center of the ith angular partition),
which is equivalent at discretizing the space on an angular grid
:

θi = (i+
1

2
)× 360

n
− 180

The label used for classification can then be converted
using a one-hot encoded target strategy using the integer
i [20], [55]. Some authors also proposed the use of a
soft Gibbs target [23], [55] exploiting the absolute angular
distance between the true angular position θ and the attributed
discrete value θi on the grid.



In the following, we study the behaviour of the DNN output
neurons for a 8-class classification problem. The analysis of
the BeamLearning DNN outputs for a regression problem
will be carried out similarily in IV-D. For the classification
problem, the BeamLearning DNN is trained with a cross-
entropy loss function preceded by a softmax activation
function and with one-hot encoded labels. Using the same
training dataset D Room1

train as in IV-A with data augmentation
procedure with SNR ≥ 20 dB and after convergence of the
BeamLearning network, the frozen DNN is fed with unseen
input data during the DNN training. These unseen testing
inputs corresponds to 4800 sources randomly distributed over
a torus of mean radius R = 2 m, emitting unseen speech
signals. This testing dataset, which will be used several times
throughout the present paper, will be referred in the following
as DRoom1

test speech. The use of such a testing dataset allows to
represent quantitatively the probability value obtained using
the softmax function applied to the estimated multiclass label
for each of the 8 directions as a polar representation, which
can be interpreted as a directivity diagram (see Fig.5).
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Fig. 5. Directivity diagrams of 3 of the 8 output neurons for the SSL task
seen as a classification problem. The diagrams are obtained by plotting the
output probability (solid blue) obtained for each output neuron when testing
the BeamLearning network with the 4800 sources positions in DRoom1

test speech. The
sources positions where the predicted output is the ith angular partition are
depicted using light blue shaded areas.

The analysis of the obtained directivity diagrams on Fig. 5
allows to highlight the fact that during learning, each output
neuron specializes to its corresponding angular partition, with
a sharp directivity pattern. However, a precise analysis of these
directivity pattern shows that some of these directivity patterns
slightly overlap adjacent angular partitions that define the
angular classes used for the SSL problem. As a consequence, a
loss of accuracy can be observed for sound sources located in
the vicinity of angular partitions. This also clearly shows that
the misclassified sources mostly belong to contiguous angular
sectors to the estimated angular sector. This suggest that for
a rather coarse angular grid, the use of a soft Gibbs target
or a Gibbs-weighted cross-entropy loss such as proposed in
[23], [55] may only offer small accuracy improvements for
the proposed BeamLearning approach over the simple one-hot
encoded labelling strategy we use. However, for finer angular
grids and with a higher number of angular partitions, the
number of boundaries between classes increase, which could
lead to a loss of global classification accuracy, which may

justify the use of a regression approach.

C. Influence of the number of angular classes

Since an angular classification problem is directly linked
to the choice of a discrete angular grid to define angular
partitions, the present subsection aims at giving further insight
on the influence of the number of classes when aiming at
obtaining a better angular resolution for the SSL problem.
As observed in the previous section, for a small number of
classes, most misclassified source positions are located in the
vicinity of the chosen angular partitions. In order to verify
if this assumption still stands for a high count of classes,
we conducted several n-class classification experiments, with
n ranging from 8 to 128. Those experiments have been
conducted both with the experimental dataset Dexp detailed
in III-A with ∆R = 0.5 m and ∆φ = 7◦ partitionned in
Dexp

train and Dexp
test , and the same training and testing synthetic

datasets D Room1
train and DRoom1

test speech than those used in IV-A.
Though, it is interesting to note that for the experimental
dataset Dexp, the BeamLearning network has been trained
using 72000 acoustic sources generated using the laboratory’s
higher order ambisonics sound field synthesis system [57],
each source emitting a simple set of 6 pure sinusoidal signals,
whose frequencies correspond to the central frequencies of
the octave bands between 125 Hz and 4000 Hz. Since the
sound field synthesis system is located in a rather moderately
reverberating environment (TR ≈ 0.2 s) and since the
frequency content and the dynamics of those emitted signals
are much less diverse than in D Room1

train , this represents an easier
learning task than the one achieved using the synthetic dataset.

For both training datasets and for each number of classes
n, after convergence of the learning process, the frozen
Beamlearning DNNs are fed with unseen input data during
the training phase. These unseen testing inputs corresponds to
4800 sources randomly distributed over a torus of mean radius
R = 2 m around the microphone array emitting unseen signals
during the DNN training phase. Table I presents the obtained
performances in terms of multi-class accuracy and in terms of
angular accuracy. Since the SSL determination is treated here
as a classification problem, two kinds of angular accuracies can
be calculated, which both carry some insightful information
about the localization performances of the algorithm :

∆θclass = |θ̃i − θi|

∆θ = |θ̃i − θ|

, where θ is the set of continuous ground truth positions
of the 4800 testing sources, θi is the set of corresponding
groundtruth grid positions defined in IV-B, and θ̃i is the set
of discrete grid positions estimated by the BeamLearning
network.

The analysis of the results in Table I allow to show that
even with a rather low classification accuracy for a high



TABLE I
MULTICLASS CLASSIFICATION PERFORMANCES (ACCURACY, AND MEAN

ABSOLUTE ANGULAR ERRORS) WITH INCREASING NUMBER n OF
CLASSES. RESULTS ARE PRESENTED BOTH FOR AN EXPERIMENTAL

DATASET AND A SYNTHETIC DATASET IN A REVERBERATING
ENVIRONMENT, WITH A SNR = 20 DB. THE TESTING DATASET IS

COMPOSED OF 4800 POSITIONS RANDOMLY DISTRIBUTED AROUND THE
MICROPHONE ARRAY. RESULTS WITH BOTH ∆θ ≤ 5◦ AND ∆θ

α
≤ 1 ARE IN

BOLD.

n 8 16 32 64 128

Half angular width α 22.5◦ 11.25◦ 5.63◦ 2.81◦ 1.4◦

Accuracy 99.2% 97.1% 94.3% 91.3% 87.7%
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im
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da
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t

∆θclass 0.3◦ 0.6◦ 0.6◦ 0.5◦ 0.4◦

∆θ 11.1◦ 5.8◦ 3.0◦ 1.5◦ 0.9◦

Accuracy 92.1% 87.6% 79.5% 61.4% 37.9%

Sy
nt

he
tic

da
ta

se
t

∆θclass 5.9◦ 5.1◦ 3.0◦ 4.1◦ 4.7◦

∆θ 14.9◦ 8.8◦ 4.3◦ 4.5◦ 4.8◦

count of angular classes, the mean absolute angular errors
on the grid ∆θclass remain very low and almost constant
across the number of classes. This suggests that for a high
count of angular classes, the growing number misclassified
sources are attributed to grid points that remain close to their
ground truth positions. Since the angular grid refines when
n increases, the observed decrease of classification accuracy
is therefore compensated by the increasing of the angular
resolution offered by a higher count of angular classes.
However, there is a clear influence of this grid resolution
when estimating ∆θ, which also includes the uncertainty
due to the grid resolution. Indeed, the computation of ∆θ
also includes the absolute angular error for sources that are
classified in the right angular partition. One can observe that
for the synthetic dataset in a reverberating environment, ∆θ
remains smaller than the half angular width α of the angular
partitions for n ≤ 32. However, for n = 64 and n = 128, the
mean absolute angular error ∆θ exceed α, which signifies
that for such a angular resolution, a regression approach
could be more appropriate.

It is also interesting to study the spatial repartition of
the misclassified sources. Table II presents two insightful
statistics over the population Ωm of misclassified sources.
Padj represents the percentage of Ωm elements whose
groundtruth position is located in an contiguous angular
partition to the estimated angular partition. β represents the
mean absolute angular distance between the ground truth
position of misclassified sources and the boundary of the
mis-estimated angular partition.

The analysis of these metrics – and in particular of
Padj – allows to conclude that even with a high count of
classes and a refined discrete grid of possible angles, the
great majority of misclassified sources mostly belong to
contiguous angular sectors to the estimated angular sector.

TABLE II
STATISTICS OVER THE MISCLASSIFIED POPULATIONS Ωm WITH

INCREASING NUMBER OF CLASSES n (PERCENTAGE OF MISCLASSIFIED
SOURCES , AND MEAN ABSOLUTE ANGULAR ERRORS) WITH INCREASING

NUMBER n OF CLASSES. RESULTS ARE PRESENTED BOTH FOR AN
EXPERIMENTAL DATASET AND A SYNTHETIC DATASET IN A

REVERBERATING ENVIRONMENT, WITH A SNR = 20 DB. THE TESTING
DATASET IS COMPOSED OF 4800 POSITIONS RANDOMLY DISTRIBUTED
AROUND THE MICROPHONE ARRAY. RESULTS WITH BOTH Padj ≥ 85%

AND β
α
≤ 1 ARE IN BOLD.

n 8 16 32 64 128

Half angular width α 22.5◦ 11.25◦ 5.63◦ 2.81◦ 1.4◦

Card(Ωm) 34 139 273 417 591

E
xp

er
im

.
da

ta
se

t

Padj 100% 100% 100% 100% 100%

β 0.01◦ 0.03◦ 0.09◦ 0.17◦ 0.37◦

Card(Ωm) 379 595 984 1853 2981
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nt
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t

Padj 88.9% 82.2% 94.6% 88.1% 57.8%

β 1.8◦ 2.0◦ 1.0◦ 2.4◦ 3.0◦

The only situation where misclassified sources begin to
spread on non contiguous angular partitions corresponds to a
128-class classification problem in a reverberating and noisy
environment. Using the proposed BeamLearning network,
this observation again advocates for the limited interest of the
use of a proximity-aware Gibbs weighing strategy proposed
in [23], [55] for labelling the sound sources positions.
The proposed BeamLearning network is only trained for
classification with one-hot encoded labels that do not take
into account any proximity weighting. This result suggests
that the obtained representation at the output of the learnable
filterbanks and the pseudo-energy network already encodes
efficiently this information.

Furthermore, the analysis of β shows that even with a high
count of classes, the misclassified sources even remain very
close to the boundary of the estimated angular section (less
than 3◦ in all cases) . Except for n = 64 and n = 128
classification problems in a reverberating and noisy environ-
ment, the mean distance to the boundary remains smaller
than the quarter width of the angular sectors. However, when
seeking an angular resolution of less than 5◦ (corresponding
to n > 32), these results suggest that a regression approach
could be more appropriate and less dependent to the choice
of the angular partitions, which confirms the results obtained
in [55] for a similar problem in 3D, but with a completely
different DNN architecture and different kind of input signals
representation.

D. BeamLearning output analysis for a regression problem

In this subsection, the BeamLearning DNN is used for
DoA determination, in a regression scenario. As explained
in sections II-B3 and II-B4, in this case, the sound source
angular position is inferred from the output vector of the
network, which represents the estimated cartesian coordinates
of the unit vector pointing to the source DoA. The whole



BeamLearning DNN architecture remains unchanged with
respect to the classification problem, except for the last
layer and the cost function described in section II-B4. In
a regression framework though, the DNN output cannot be
used to derive directivity patterns as it was in IV-B, since
the output is directly linked to the continuous DoA space.
However, a polar representation of the absolute angular errors
committed by the DNN over a large testing dataset (see
Fig. 6) allows to represent the SSL performances of the
proposed approach in a compact way.

Fig. 6. Angular diagram of statistical performance metrics derived from
the absolute angular mismatches obtained by the BeamLearning DNN using
an unseen testing dataset DRoom1

test speech with a fixed SNR = 20 dB. Global
median over the whole dataset (dashed black line), local sliding median over
an angular window of 5 degrees (solid blue line), and local interquartile range
(light blue shaded area).

The polar diagram on Fig. 6 has been obtained by freezing
the BeamLearning network after convergence of the training
process for a DoA regression task in a reverberating envi-
ronment, trained with a variable SNR ≥ 20 dB. The training
dataset used for this task is the same synthetic dataset D Room1

train
as in IV-A, IV-B, and IV-C. The frozen BeamLearning DNN
is then fed with input data DRoom1

test speech (unseen during the
training phase), with a fixed SNR = 20 dB. For each of the
4800 testing positions, 50 different draws of random noise
have been added to the microphone measurements. Using the
4800×50 obtained DoA estimations, statistics of the absolute
angular errors are computed, including the global median over
DRoom1

test speech (1.9◦), the local median computed using a sliding
average over a window of 5 degrees (ranging from 1.5◦ to
2.2◦), and the local interquartile range (ranging from 0.7◦ to
3.9◦) which represents the confidence interval of the DoA
mismatch estimations. Since this experiment uses the same
training and testing datasets as those used for classification
experiments in previous subsections, this allows to compare
the obtained performances for this particular 2D DoA task.
The obtained results show that the proposed regression ap-
proach with the BeamLearning DNN is more accurate than

any of the classification test cases, even with a high count of
classes. As a consequence, in the following, all the results and
experiments will be conducted using a regression framework.

V. RESULTS AND DISCUSSION USING A REGRESSION
APPROACH

In this section, the SSL performances of the BeamLearning
approach will be extensively studied and systematically
compared with the performances of two state-of-the-art
model-based SSL algorithms (MUSIC and SRP-PHAT) for
a 2D DoA determination problem. This choice has been
made using extensive preliminary comparisons between the
TOPS, CSSM, wideband MUSIC, SRP-PHAT, and FRIDA
algorithms included in the Pyroomacoustics library [61] and
by selecting the most robust methods among them.

SRP-PHAT [79] is a widely used algorithm, which is often
considered by the scientific community as one of the ideal
strategies for SSL systems [81]–[83]. This algorithm aims
at increasing robustness to signal and ambient conditions
by combining the robustness of the steered response power
[84] (SRP) approach with phase transformation filtering [85]
(PHAT).

The MUSIC algorithm [78] and its wideband extensions
[86] is also a widely used and tested algorithm [86]–[89]
for DoA estimation in noisy and reverberant environments,
which also makes it an excellent choice for comparative tests.
This algorithm, which is able to handle arbitrary geometries
and multiple simultaneous sources, belongs to the family of
subspace approaches, and depends on the eigen-decomposition
of the covariance matrix of the observation vectors. In the
present paper, we used the broadband implementation of
the MUSIC algorithm proposed in [61], [86], which is
obtained by decomposing the wideband signal into multiple
frequency bins, and then applying the narrowband algorithm
for each frequency bin in order to get the source direction.
In the following, for each methods, frequency content within
[100 Hz; 4 kHz] is used for DOA estimations. This frequency
range corresponds approximately to 90 frequency bins for the
wideband MUSIC and SRP-PHAT methods.

It is also important to note that the MUSIC and SRP-PHAT
methods are both based on an angular grid search. Therefore,
we used a 1-degree angular grid resolution, which is smaller
than the observed interquartile ranges of the three compared
SSL methods. Although this affects the computational cost
of the two traditional DOA estimation algorithms, it ensures
a fair comparison of DOA estimation performance between
BeamLearning, MUSIC, and SRP-PHAT.

In the following, a particular attention will be paid to the ro-
bustness to measurement noise in reverberating environments,
to changes in the propagation environment or in the charac-
teristics of the emitted signals. The computational efficiency



of the three localization methods will also be compared for
realtime 2D-DoA determination.

A. Robustness to noisy measurements

In this subsection, we evaluate the SSL performances of
the BeamLearning DNN along with those of the MUSIC
and SRP-PHAT algorithms, which both have been developed
to accomodate to noisy measurement conditions, ranging
from sensor ego-noise and acquisition boards electronic
noise, to residual acoustic noise due to other interference
sources. As explained in III-A, during the training phase, each
multichannel recordings of the training mini batches are added
to a random multichannel Gaussian noise with randomly
picked signal-to-noise ratio (SNR) values in the range of
[x,+∞[ dB. This data augmentation procedure intends at
offering an improved robustness to noisy measurements for
SSL.

Learning
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Fig. 7. (Color online) Mean absolute angular mismatch obtained in an
anechoïc environment for different SNRs, using an unseen speech testing
dataset (3600 positions for each SNR). The DoA errors curves are plotted for
wideband MUSIC (dashed), SRP-PHAT (dotted), and the proposed Beam-
Learning approach (solid blue lines). In order to emphasize the influence
of the proposed data augmentation strategy, the BeamLearning DNN has
been pre-trained three different times using noisy measurements, with random
SNR ≥ 5 dB (thick blue line), with random SNR ≥ 25 dB (medium blue
line), and without any noise added (thin blue line). The interquartile range of
absolute angular mismatch is also represented for BeamLearning trained with
SNR ≥ 5 dB (light blue shaded area).

The BeamLearning DNN has been trained and frozen
after convergence for two different environments: a perfectly
anechoïc environment, and the same reverberating room
than in previous subsections. In the anechoïc environment,
the training procedure has been performed with three
different minimum SNR values (x = 5 dB, x = 25 dB, and
x = +∞ dB, i.e. noiseless data) for data augmentation. In
the reverberating environment, results are presented with a
data augmentation procedure with x = 5 dB. This allows
to observe the robustness to measurement noise only (see
Fig. 7), and to demonstrate the capabilities of the proposed

approach in both noisy and reverberating environments (see
Tab. III).

For both environments, the testing datasets used for the
evaluation of the MUSIC and SRP-PHAT algorithms and
the frozen BeamLearning DNNs are composed of noisy
measurements of 3600 sources positions emitting speech
signals at a distance of 2± 0.5 m from the microphone array,
with a varying SNR ranging from -1 dB to +∞ dB. Both the
sources positions and the emitted signals were unseen during
the training phases of the BeamLearning DNN. The analysis
of the obtained results presented on Fig. 7 and Tab. III shows
that the proposed BeamLearning approach is significantly
more insensitive to measurement noise than MUSIC and
SRP-PHAT, both in a free field situation and in presence of
reverberation.

TABLE III
MEAN ABSOLUTE ANGULAR MISMATCH OBTAINED IN A REVERBERATING
ENVIRONMENT (RT = 0.5 S), FOR DIFFERENT SNRS, USING AN UNSEEN

SPEECH TESTING DATASET (3600 POSITIONS). THE DNN HAS BEEN
PRE-TRAINED USING NOISY MEASUREMENTS, WITH RANDOM

SNR ≥ 5 DB. THE BEST RESULTS ARE IN BOLD.

SNR (dB) -1 2 5 10 15 20

SRP-PHAT 41.6◦ 28.7◦ 17.4◦ 7.9◦ 4.6◦ 3.4◦

MUSIC 27.5◦ 21.3◦ 17.8◦ 13.1◦ 11.0◦ 10.9◦

BeamLearning 21.1◦ 13.0◦ 8.2◦ 4.8◦ 3.4◦ 2.7◦

A comparison of the results obtained with the
BeamLearning approach on Fig. 7 allows to conclude
that the proposed data augmentation process offers a very
efficient way to improve SSL estimations. Over all the
proposed DOA estimation methods in Fig. 7, the best results
are obtained using the BeamLearning approach trained using
a data augmentation process with a random SNR ≥ 5 dB.
This result still stands when the testing dataset is used
with SNR as small as −1 dB. For a moderate noise data
augmentation (a random SNR training larger than 25 dB), the
BeamLearning approach offer very similar SSL performances
than both MUSIC and SRP-PHAT for unseen testing data
with a SNR ≥ 10 dB. Without any data augmentation,
the BeamLearning approach only outperforms MUSIC and
SRP-PHAT for unseen testing data with a SNR ≥ 30 dB. It
is also interesting to note that the use of the proposed data
augmentation mechanism does not degrade the localization
accuracy at high SNR, even if the data augmentation uses
very noisy data. This property is directly linked to the fact
that the training process is performed with randomly picked
signal-to-noise ratio (SNR) values in the range of [x,+∞[
dB, which does not give more importance to noisy data than
to noise-free data when training the BeamLearning DNN.

In free-field (Fig. 7) and for low-noise measurements, the
three methods offer very similar SSL performances. However,



as expected, the MUSIC algorithm performs significantly
better than SRP-PHAT for heavily noisy measurements
(SNR ≤ 5 dB). It is although interesting to note that the
proposed BeamLearning approach performs even better
than MUSIC at low SNRs in free field. Since the mean
absolute angular errors obtained using wideband MUSIC
and SRP-PHAT stand outside the interquartile range of the
BeamLearning approach trained with a random SNR ≥ 5 dB,
one can also conclude that the improvement offered by the
proposed BeamLearning approach is statistically significant
over those two methods at low SNR : the DOA estimation
precision is improved over MUSIC by 30% (from 10.0o to
7.0o at -1 dB).

The same trend is also observed in a reverberating envi-
ronment (Tab. III), where the BeamLearning approach offers
better angular estimations for all tested SNRs. The improve-
ments in terms of SSL accuracies range from 23% at -1 dB
to 75% at 20 dB when compared to MUSIC, and from 49%
at -1dB to 21% at 20 dB when compared to SRP-PHAT. It
is also interesting to note that for low-noise measurements
(SNR ≥ 15 dB) in this reverberating environment, the SSL
performances offered by MUSIC are degraded, since this
subspace-based algorithm relies on the assumption that signal
paths are uncorrelated or can be fully decorrelated, which does
not hold true with early reflections in room acoustics, leaving
DoA estimation a difficult problem in these situations for the
wideband MUSIC method.

B. Robustness to mismatch between the propagating environ-
ments in the learning and testing phases

One of the main common pitfalls when using machine
learning approaches resides in overfitting training data [90]. In
order to avoid this phenomenon, the authors in [7] proposed
the use of a training dataset composed by a large number
of randomly sized rooms, which is an excellent way of
circumventing these potential problems.

Still, it is interesting to study the robustness of the
BeamLearning DNN, when tested in a totally different
propagating environment than the one used for training.
Using the same frozen network as in the previous subsection,
trained using D Room1

train , the frozen BeamLearning DNN
is tested using 3600 sources positions in DRoom2

test speech in a
5 × 5 × 4 m room, and the results are compared to those
obtained using MUSIC and SRP-PHAT (see Tab. IV), for
different SNR situations.

This testing room exhibits a volume reduced by half,
when compared to the one used during the training process.
However, with a same reverberation time (Tr = 0.5 s),
the testing room walls are therefore much more reflective,
and the positions of the sources are much closer to the
room boundaries than during the training process, which is
commonly recognized as a difficult task for DoA estimation
[91]. The degraded performances obtained using MUSIC in

TABLE IV
MEAN ABSOLUTE ANGULAR MISMATCH OBTAINED FOR 3600 SOURCES

POSITIONS IN DROOM2
TEST SPEECH , FOR DIFFERENT SNRS. THE DNN HAS BEEN

PRE-TRAINED USING D ROOM1
TRAIN , WITH RANDOM SNR ≥5 DB. THE BEST
RESULTS ARE IN BOLD.

SNR (dB) -1 2 5 10 15 20

SRP-PHAT 53.7◦ 42.0◦ 30.5◦ 15.5◦ 9.2◦ 6.6◦

MUSIC 41.9◦ 36.7◦ 30.8◦ 26.9◦ 24.6◦ 25.0◦

BeamLearning 35.7◦ 25.9◦ 18.7◦ 11.1◦ 8.0◦ 6.8◦

this testing room illustrates very well this observation. On the
other hand, despite this significant change in the properties
of the room between the training dataset and the testing
dataset, the BeamLearning approach still offers significantly
enhanced performances when compared to MUSIC and SRP-
PHAT, except for a high SNR of 20 dB, where SRP-PHAT
and BeamLearning allow equivalent SSL accuracies.

C. Robustness to change of signal characteristics

Similarly, we also investigate the influence of a mismatch
between test signals emitted by the sources and the signals
used during the training procedure. We use the same frozen
network as in the previous subsection. As detailed in III-A,
the signals emitted by the labelled sources in D Room1

train
during the training process are composed of speech signals,
symphonic music, and car horn honks. Even if the speech
signals used for testing in the previous subsections were
unseen during training, it is important to check if the
performances remain satisfying when using a signal whose
temporal and spectral dynamics are dissimilar to the ones
used during the training process. This is the reason why
Tab. V shows the localization performances obtained for
SNRs of 5 dB and 15 dB using sound sources emitting
dog bark excerpts from the UrbanSound8K dataset [77],
along with the SSL results obtained with unseen voice signals.

The wideband MUSIC method allows a better localization
of dog barks when compared to voice signals, mainly due to a
smaller bandwidth occupied by the signal subspace when com-
pared to the noise subspace. Still, the BeamLearning approach
offers again better localization performances than both SRP-
PHAT and wideband MUSIC in this situation. The analysis
of these results allows to conclude that in each case, the
BeamLearning approach outperforms MUSIC and SRP-PHAT
in terms of SSL accuracy, and that the SSL performances ob-
served with the frozen DNN do not degrade significantly when
a signal with a different spectral and temporal characteristics
is emitted by the sources to be located.

D. Computational efficiency for realtime inference

Since the proposed SSL method is a learning based
method, the optimization of the 1.1 × 106 variables of
the BeamLearning DNN represents a great amount of
computational time (approx. 7 days on a Nvidia® GTX
1080TI GPU card using the Tensorflow framework). This



TABLE V
MEAN ABSOLUTE ANGULAR MISMATCH OBTAINED USING SEVERAL

UNSEEN SIGNALS IN AN REVERBERANT ENVIRONMENT (RT = 0.5 S), FOR
DIFFERENT SNRS FOR 3600 SOUND SOURCES POSITIONS. THE DNN HAS

BEEN PRE-TRAINED USING D ROOM1
TRAIN , WITH RANDOM SNR ≥5 DB. THE

BEST RESULTS ARE IN BOLD.

SNR Localization approach Voice sig-
nals

Dog bark

MUSIC 17.8◦ 8.9◦

5 dB SRP-PHAT 17.4◦ 16.9◦

BeamLearning 8.2◦ 6.7◦

MUSIC 11.0◦ 6.4◦

15 dB SRP-PHAT 4.6◦ 6.1◦

BeamLearning 3.4◦ 4.2◦

corresponds to a total of 106 successive iterations for learning
(approx. 434 epochs). Each of these learning iterations
includes the calculation of the feed forward propagation,
cross entropy loss, back-propagation, gradients computations,
and variables updates using Adam, for each mini-batch. On
this GPU architecture, and for each of the audio excerpts of
23.2 ms (1024 samples), the mean computation time for the
learning process is therefore only 6 ms for the whole learning
process involved. Given that some amount of these 6 ms
are dedicated to the gradient optimizer operations, which are
not needed for the inference with a frozen model, this gives
confidence for a realtime inference.

TABLE VI
COMPUTATION TIMES FOR 3600 SOURCES LOCALIZATIONS

Mean time (CPU) Mean time (GPU)

MUSIC 45 min 40 s not implemented

SRP-PHAT 3 min 01 s not implemented

BeamLearning 2 min 47 s 16.2 s

In order to compare the computational time required by
the three algorithms for an inference task, we benchmarked
the SSL tasks detailed in section V (see Table VI). The
BeamLearning DNN has been tested both on a Nvidia® GTX
1080TI GPU and a i7-6900K CPU (3.20GHz) with a mini-
batch of size 1. On the other hand, MUSIC and SRP-PHAT
have only been tested on the same CPU, since this is the only
possible implementation proposed by [61]. In both cases, the
BeamLearning approach allows to estimate the position of the
sources in a faster way than the model approaches tested under
the same conditions, with drastic improvements using a GPU
computation.

VI. CONCLUSION

In this paper, we have presented BeamLearning, a new deep
learning approach for the localization of acoustic sources. The
proposed DNN allows to achieve a 2D-DoA task in real-time

from raw multichannel measurements on a microphone array.
The proposed DNN architecture is partly inspired by the
principle of filter and sum beamforming. In particular, the use
of depthwise separable atrous convolutions combined with
pointwise convolutions allows to process the input audio data
at multiple timescales. The BeamLearning network acts as
a joint-feature learning process, that efficiently encodes the
spatio-temporal information contained in raw measurements,
and accomodates heavy measurement noise situations and
reverberation. An extensive analysis of the BeamLearning
approach using both a classification framework and a
regression framework also allowed to show that the regression
approach seems better suited when a fine angular resolution
is seeked, with computation times that open up the possibility
of precise and real-time localization using a deep learning
approach, without any pre-processing of microphone array
measurements. The analysis of the BeamLearning approach
for SSL tasks in noisy and reverberating environments
also proves that BeamLearning outperforms state of the art
SRP-PHAT and MUSIC in almost each test situations.

In addition to the proposed network architecture, we also
proposed the use of a fast and accurate RIR generator on
GPU in order to build large realistic training datasets in an
efficient way, using an image source method. Using these
datasets, the proposed data augmentation process allowed
to obtain increased robustness to measurement noise when
compared to state of the art model-based SSL algorithms
that were specifically crafted to handle this kind of degraded
SNR situations. We also demonstrate that even if the
propagation environment in which the localization is carried
out significantly differs from the one used during the training
phase, the BeamLearning approach remains quite robust.

The good SSL performances obtained for a 2D-DoA task
motivates under development extensions of this work, which
include realtime 3D-DoA and simultaneous localization /
sound source recognition using the BeamLearning approach.
Further developments may include the use of multi-room
datasets and multi-source localization.
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