
HAL Id: hal-03218008
https://hal.science/hal-03218008

Submitted on 24 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

An optimal instrumental variable approach for
continuous-time multiple input-single output fractional

model identification
Abir Mayoufi, Stephane Victor, Rachid Malti, Manel Chetoui, Mohamed Aoun

To cite this version:
Abir Mayoufi, Stephane Victor, Rachid Malti, Manel Chetoui, Mohamed Aoun. An optimal instrumen-
tal variable approach for continuous-time multiple input-single output fractional model identification.
21st IFAC World Congress, Jul 2020, Berlin, Germany. pp.3701-3706, �10.1016/j.ifacol.2020.12.2055�.
�hal-03218008�

https://hal.science/hal-03218008
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


An optimal instrumental variable approach
for continuous-time multiple input-single

output fractional model identification

Abir Mayoufi ∗,∗∗ Stéphane Victor ∗ Rachid Malti ∗

Manel Chetoui ∗∗ Mohamed Aoun ∗∗
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Abstract: This paper proposes an instrumental variable approach for continuous-time system
identification using fractional models with multiple input single output context. This work is an
extension of the simplified refined instrumental variable approach (srivcf ) developed for single
input-single output fractional model identification (Malti et al. (2008a); Victor et al. (2013)) to
the multiple input-single output case. Monte Carlo simulation analysis is used to demonstrate
the performance of the proposed approach. A study is then provided to motivate differentiation
order estimation, and more specifically, commensurate order estimation.
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variable filter, fractional model.

1. INTRODUCTION

System identification aims at providing mathematical
models for dynamical systems based on observed inputs
and outputs. Dynamical systems are normally formulated
in continuous-time (CT), such as differential equations,
unfortunately, most system identification algorithms have
been developed in discrete-time (DT).

This paper focusses on Multiple Input Single Output
(MISO) system identification, and especially for fractional
models. Kortmann and Unbehauen (1987) have proposed
system identification algorithms for a specific class of
MISO nonlinear Hammerstein models. Westwick et al.
(2006) proposed to use auto- and cross-correlation matri-
ces with singular value decomposition to get robust estima-
tion, unfortunately, the estimation provides high level of
uncertainties in the estimation. Least squares algorithms
can also be used for identifying MISO systems (see Zhang
and Wang (2016)), leading to high variance on the esti-
mated parameters when dealing with high level of noise. In
Garnier et al. (2007), the Refined Instrumental Variables
for Continuous-time system approach was extended to
handle MISO models. Thanks to the instrumental vari-
able mechanism, the estimates become consistent with low
estimation variance. Two variants were developed: rivc
(see Young and Jakeman (1980)) in presence of colored
noise and the Simplified rivc in presence of white noise.
An analysis of the consistency of the Simplified Refined In-
strumental Variable method for Continuous-time systems
has been discussed in Siqi et al. (2019).

Fractional system identification has become more and
more important in different fields. First works, on frac-
tional system identification, started in the late nineties.
A state of the art on fractional system identification is
carried out in Malti et al. (2008a). More recently, param-
eter estimation has been proposed by using least squares
technique (see Chen et al. (2016); Zhao et al. (2017)) with
the inconvenient of providing high estimation variance
when measurements have high level of noise. Rahmani
and Farrokhi (2019) have developed neuro-fractional-order
Hammerstein model with a Lyapunov-based identification
method by using state space representation, with a specific
method. In order to eliminate bias and to reduce estima-
tion variance, Cois et al. (2001) have proposed to add state
variable filters to cut noise in high frequencies and also to
use instrumental variable technique (ivsvf) for fractional
model identification to remove bias in the estimation. The
Simplified Refined Instrumental Variable (sriv) approach
was extended to fractional models in Malti et al. (2008b);
Victor et al. (2013) where estimates become consistent.

In this paper, a first contribution enables adjusting the
cut-off frequency of state variable filters in order to reduce
the estimation variance when using ivsvf method. Then,
an extension of the srivcf approach is developed to handle
MISO fractional model identification. Finally, a study is
provided to motivate differentiation order estimation.

The paper is organized as follows. After introducing frac-
tional calculus in section 1, the problem formulation is
presented in section 2. The main contributions are pre-
sented in section 3. Section 4 validates the developments
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on a simulation example. Finally a conclusion is drawn in
section 5.

Fractional calculus

A single-input-single-output (SISO) fractional mathema-
tical model can be described by a differential equation
containing operators of fractional order:

y(t) + a1p
α1y(t) + ...+ aNp

αN y(t) =

b0p
β0u(t) + b1p

β1u(t) + ...+ bMp
βMu(t) (1)

where u(t), y(t) respectively are the input and the noise-
free output, (ai(i = 1, ..., N), bj(j = 0, ...,M)) ∈ R2 and
the differentiation orders are positive real numbers such
as: {

0 < α1 < α2 < ... < αN
0 < β0 < β1 < ... < βM

p refers to the differential operator (p = d
dt )).

The differentiation to an arbitrary order ν of a function
f(t) in the sense of Grünwald-Letnikov is defined by:

pνf(t) =
1

T ν

H∑
h=0

(−1)
h

(
h
ν

)
f(t− Th) (2)

with H =
⌊
t
T

⌋
(b.c is the floor operator), T is the sampling

time and

(
ν
k

)
is the Newton’s binomial generalized to

fractional orders:(
ν
k

)
=

Γ(ν + 1)

Γ(k + 1)Γ(ν − k + 1)
=
ν(ν − 1)...(ν − k + 1)

k!
.

The Laplace transform of a ν order derivative, of a causal
function f (null ∀t ≤ 0), is given by :

L {pνx(t)} = sνX(s). (3)

This leads to the following non-integer transfer function:

G(s) =
B(s)

A(s)
=

M∑
j=0

bjs
βj

1 +
N∑
i=1

aisαi
. (4)

Definition 1.1. (Commensurate system). For a commen-
surate system, transfer function (4) can be rewritten in
the following form:

G(s) =
b0(sν)

β0
ν + b1(sν)

β1
ν + ...+ bM (sν)

βM
ν

1 + a1(sν)
α1
ν + ...+ aN (sν)

αN
ν

, (5)

where all powers of sν are integers.

In this case, equation (4) takes the following form:

G(s) =

m∑
j=0

b̃js
jν

1 +
n∑
i=1

ãisiν
, ν ∈ R+, (6)

with j = 1, ...,m, m = βM
ν ∈ N, i = 1, ..., n, n = αN

ν ∈ N,
and
b̃j = bj if ∃j ∈ {0, 1, ...,M} such that jν = βj
b̃j = 0 otherwise
ãi = ai if ∃i ∈ {1, ..., N} such that iν = αi
ãi = 0 otherwise.

For commensurate order systems, the most well-known
stability criterion was introduced by Matignon (1998) who

Fig. 1. MISO model

demonstrated the stability of a commensurate system with
an order between 0 and 1. This theorem has been extended
by Moze and Sabatier (2005) for a commensurate order
between 1 and 2.

Theorem 1.1. Stability theorem:
Let G be a commensurate transfer function (6) and ν its

commensurate order. G(s) = Qν(s)
Pν(s)

is BIBO (bounded

input bounded output) stable if and only if:

0 < ν < 2 (7)

and

∀sk ∈ C, Pν(sk) = 0 such as | arg(sk)| > ν
π

2
. (8)

2. PROBLEM FORMULATION

Consider a MISO fractional system (see Fig. 1) described
by: 

yuk(t) = Gk(p)uk(t)

y(t) =
nu∑
k=1

yuk(t)

y∗(th) = y(th) + e(th)

(9)

where nu is the number of inputs and u(t) = [u1(t)...unu(t)].
The input-output dataset (u(t), y(t)) are collected at regu-
lar samples. The input signals u1(t), u2(t), ..., unu(t) must
be uncorrelated. The output measurement y(t) is tainted
by a white noise e(th) and Gk(p) is the fractional transfer
function that relates the input signal uk(t) to its noise-free
output yuk(t), defined as follows:

Gk(p) =
Bk(p, θk)

Ak(p, θk)
=

Mk∑
j=0

bj,kp
βj,k

1 +
Nk∑
i=1

ai,kpαi,k
. (10)

The objective is to estimate the parameters of the
model described by equation (9) using H samples of
inputs/output data {u1(th), ..., unu(th), y∗(th)}Hh=1. The
fractional commensurate order is supposed known a priori
and only the linear coefficients are estimated.

The parameter vector is defined as{
θk = [b0,k, b1,k, ..., bMk,k, a1,k, ..., aNk,k]

T
, k = 1, ..., nu

θ = [θ1, ..., θnu ] .
(11)

It is well known that the methods based on least squares
give biased parameters in presence of noise affecting the
output measurements. To solve this problem, the use of
methods based on instrumental variable is proposed in this
work.



3. REFINED INSTRUMENTAL VARIABLE FOR
CONTINUOUS-TIME FRACTIONAL MODELS

3.1 srivcf approach for SISO models

The srivcf approach is developed in Victor et al. (2013)
for SISO system identification by fractional models. It is
based on the use of an auxiliary model.

The error function ε is given by the output error:

ε(t, θ) = y∗(t)− B(p, θ)

A(p, θ)
u(t), (12)

which can be rewritten as,

ε(t, θ) = A(p, θ)

(
1

A(p, θ)
y∗(t)

)
−B(p, θ)

(
1

A(p, θ)
u(t)

)
.

(13)
Thus a low-pass filter is applied to both input and output
signals.

Setting y∗f (t) = 1
A(p,θ)y

∗(t) and uf (t) = 1
A(p,θ)u(t), equa-

tion (13) takes the following form:

ε(t, θ) = A(p, θ)y∗f (t)−B(p, θ)uf (t). (14)

The original output error is put under an equation error
function, which yields to optimal Instrumental Variable
(IV) estimates, (as defined in Young (2011)). The filter
transfer function is defined as

Fopt(p) =
1

A(p, θ)
. (15)

However, in practice θ is unknown and so is A(p, θ).
Therefore this problem is solved in an iterative optimiza-
tion procedure, which is intended to adjust the estimates
iteratively until convergence. Hence, the following filter is
initialized and computed iteratively:

F iter(p) =
1

Â(p, θ̂iter)
=

1

1 +
N∑
i=1

âipαi
, (16)

where iter is the iteration number, iter = 1, 2, ... until
convergence, and âi is the estimate at each iteration.

Hence, expression (14) can be rewritten as:

ε(t, θ) = y∗f (t)− ϕf (t)θ, (17)

where ϕf (t) is the regression vector defined as:

ϕf (t) =

[
pβ0uf (t), ..., pβMuf (t)
− pα1y∗f (t), ...,−pαN y∗f (t)

]T
. (18)

Solving this problem with least squares minimization will
lead to biased estimates as the output is corrupted by
additive noise.

To avoid this problem, an instrumental vector ϕivf (t, θ) is
built at each iteration:

ϕivf (t, θ̂iter) =

[
pβ0uf (t)...pβMuf (t)
− pα1yiteru,f (t)...− pαN yiteru,f (t)

]T
. (19)

The noise-free output estimates yiteru,f (t) are obtained from
an auxiliary model calculated at each iteration:

yiteru,f

(
t, θ̂iter

)
=

yiteru (t)

Â(p, θ̂iter)
=

B̂(p, θ̂iter)

Â(p, θ̂iter)
2u(t). (20)

The optimal IV estimates are computed at each iteration:

θ̂iter+1 =
[
Φivf ΦTf

]−1
Φivf Y∗f (21)

where:

Φivf =
[
ϕivf (t1, θ

iter), ..., ϕivf (tH , θ
iter)

]
(22)

Φf = [ϕf (t1), ..., ϕf (tH)] (23)

Y∗f =
[
y∗f (t1), ..., y∗f (tH)

]
. (24)

The srivcf algorithm is iterated until convergence:

dim(θ̂)∑
j=1

(
θ̂iter+1
j − θ̂iterj

θ̂iter+1
j

)2

< ` (25)

where ` is a given precision factor.

An estimation of the covariance matrix on the estimation
θ̂ can be computed:

P̂θ = σ̂2
[
Φivf (Φivf )T

]−1
(26)

where σ̂2 is the empirical estimation of the noise variance
and Φivf is the instrumental vector computed at the last
iteration.

Convergence properties of the refined IV methods can be
found in Liu et al. (2011).

Suboptimal instrumental variable with state vari-
able filters The least squares-based state-variable filter
(lssvf) or the suboptimal instrumental variable state-
variable filter (ivsvf) developed by Cois et al. (2001) and
Malti et al. (2008a) can be used by replacing the filter (16)
by a state variable filter defined as a Poisson filter:

Fsvf (p) =
1(

1 + p
ωc

)Nc , (27)

ωc and Nc being two parameters to be established by the
user. Nc is determined as the integer above the maximum
of αN and βM . As the system is strictly proper, this means
αN ≥ βM , hence Nc = bαNc + 1. Concerning the cut-off
frequency ωc, the main idea of using the state-variable
filter is to let all the signal harmonics that are lower than
ωc by attenuating all frequencies above it.

3.2 srivcf approach for MISO models

For a MISO model, an algorithm is proposed to optimize
the parameters. The main idea is to decompose the MISO
model, described in (9), into nu SISO models. In this case,
the error function takes the following form:

εk(t, θ) = xk,f (t, θ)− yuk,f (t, θk), k = 1, ..., nu (28)

where, yuk is the noise-free part of xk:

xk(t, θ) = y∗(t)−
nu∑
n=1
n 6=k

yun(t, θn). (29)

At each iteration, a “for” loop is launched to estimate
each parameter vector θk (k = 1, ..., nu), assuming that θn
(with n 6= k) are known, by applying the SISO version of
the srivcf algorithm. The same steps described in Section
3.1 are used.

In this case, (17) can be expressed in the following form:

εk(t, θ) = xk(t, θk)− ϕk,f (t)θk, k = 1, ..., nu (30)



where,

ϕk,f (t, θk) =

[
pβ0uk,f (t)...pβMuk,f (t)

−pα1xk,f (t, θk)...− pαNxk,f (t, θk)

]T
(31)

noting that:

xk,f (t, θk) = Fk(p)xk(t, θk) (32)

and

Fk(p) =
1

1 +
Nk∑
i=1

ai,kpαi,k
, (33)

where Fk(p) is the filter that yields the optimal IV
estimates of θk. In practice, the estimates are unknown,
therefore Fk is updated at each iteration with F iterk (p) as
defined in (16).

The MISO version of srivcf approach is summarized by
the following steps.

Step1:
Initialize the parameters vector θ0 to calculate the auxi-
liary model outputs yuk :

yuk(t, θ0k) =
Bk(p, θ0k)

Ak(p, θ0k)
uk(t), k = 1, ..., nu (34)

Step2:
iter = 1, ..., Niter

A) for k = 1, ..., nu

a) Compute the response xiterk (t, θiterk ) to uk(t):

xiterk (t, θ̂iterk ) = y∗(t)−
nu∑
n=1
n 6=k

yun(t, θ̂itern ). (35)

b) Filter the noisy response of xiterk (t), the auxiliary
model outputs yuk , and the input signals uk:

xiterk,f (t) = F iterk (p)xiterk (t) (36)

yiteruk,f
(t) = F iterk (p)yiteruk

(t) (37)

uk,f (t) = F iterk (p)uk(t) (38)

c) Form the instrumental variable ϕivk,f and the regres-
sion ϕk,f vectors:

ϕivk,f (t) =

[
pβ0uk,f (t)...pβMkuk,f (t)
−pα1yiteruk,f

(t)...− pαNk yiteruk,f
(t)

]T
(39)

ϕk,f (t) =

[
pβ0uk,f (t)...pβMkuk,f (t)
−pα1xiterk,f (t)...− pαNkxiterk,f (t)

]T
(40)

d) Compute the IV-based solution θ̂iter+1
k

θ̂iter+1
k =

[
Φivk,fΦTk,f

]−1
Φivk,fX

iter
k,f , (41)

with
Φivk,f =

[
ϕivk,f (t1), ..., ϕivk,f (tH)

]
(42)

Φk,f = [ϕk,f (t1), ..., ϕk,f (tH)] (43)

Xiter
k,f =

[
xiterk,f (t1), ..., xiterk,f (tH)

]
(44)

e) Generate the auxiliary model output yuk(t) using

θ̂iter+1
k :

yuk(t, θ̂iter+1
k ) =

Bk(p, θ̂iter+1
k )

Ak(p, θ̂iter+1
k )

uk(t), (45)

B) Iterate step (A) until convergence:

testk =

dim(θ̂k)∑
j=1

 θ̂k,iter+1

j − θ̂k,
iter

j

θ̂k,
iter+1

j

2

< ` (46)

where ` is a sufficiently small fixed edge.

Step3:
Compute the parametric covariance matrix Pk, after con-

vergence θ̂iter is found:
for k = 1, ..., nu

P̂k = σ2
optH

−1
k (47)

with σ̂2 is the empirical estimation of the noise variance,
given by:

σ̂2 = y∗(t)−
nu∑
k=1

yiteruk
(t) (48)

where yiteruk
(t) is calculated at the last iteration.

Hk is the approximate Hessian given by:

Hk =
∂ε

∂θk

T ∂ε

∂θk
, (49)

where ∂ε
∂θk

is the error sensitivity function given by:

∂ε

∂θk
= −∂ŷuk

∂θk
= −

[
∂ŷuk
∂b0,k

, ...,
∂ŷuk
∂bMk,k

,
∂ŷuk
∂a1,k

, ...,
∂ŷuk
∂aNk,k

]T
.

(50)

Here
∂ŷuk
∂bj,k

and
∂ŷuk
∂ai,k

are the output sensitivity functions,

given by:

∂ŷuk
∂bj,k

=
p̂β̂j

1 +
Nk∑
i=1

âi,kp̂α̂i
uk(t), ∀j = 0, ...,Mk, (51)

∂ŷuk
∂ai,k

=

Mk∑
j=0

b̂j,kp̂
β̂j+α̂i

(
1 +

Nk∑
i=1

âi,kp̂α̂i
)2uk(t), ∀i = 0, ..., Nk. (52)

Initializing the srivcf MISO algorithm The srivcf
algorithm is an iterative algorithm that can be initialized
by a suboptimal method: the (lssvf) or the (ivsvf) by
using state-variable filters such as described in section 3.2.

The svf as defined in relation (27) takes the form of
a Poisson filter. Such as implemented in the CRONE
toolbox, the cut-off frequency ωc can be set either by the
user or automatically as ωs/10, where ωs is the Shannon’s
frequency.

A procedure is now proposed to enhance the setting of
the filter cut-off frequency. The svf is set to each different
frequency of Ω = [ωs2 ,

ωs
5 ,

ωs
10 ,

ωs
15 ], around Shannon’s fre-

quency ωs, then a quadratic error criterion Ji is computed

Ji = ‖εi(t)‖2, i = 1, . . . , length(Ω), (53)

with ε(t) = y∗(t) − yest(t). A table containing Ω and the
associated criterion value Ji is defined and the minimum
value is chosen as it provides the optimal cut-off frequency.

4. SIMULATION EXAMPLE

A simulation example is considered in this section.
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Fig. 2. The input/output data used for system identifica-
tion of system (54)

Data are generated using the following MISO system:

S :

{
yu(t) = 1

3p0.5+1u1(t) + 2
2p0.5+1u2(t) + 5

p0.5+1u3(t),

y(th) = yu(th) + e(th).
(54)

Three uncorrelated pseudo random binary sequences
(prbs), with amplitudes fixed between −1 and 1, are ap-
plied to system (54) as input signals ui, i = 1, 2, 3. The
length of each prbs is set to 3 × τmax, where τmax =
max(τ1, τ2, τ3) is the maximum time constant of each sub-
system (54). The noise-free output yu(t), being the sum of
the three output responses, is corrupted by a zero mean
Gaussian white noise, with a noise to signal ratio NSR
set to -20dB, to give the output measurement y∗(t) (see
Figure 1 with nu = 3). In this simulation, the sampling
period is set to T = 0.05s (see Fig.2).

4.1 Coefficient estimation with known differentiation orders

Assume that all the differentiation orders are known, set
to ν1 = ν2 = ν3 = 0.5 such as the true system (54), and
estimate all the coefficients. A Monte Carlo analysis, for
Nexp = 75 experiments, is carried out to illustrate the
efficiency of the MISO srivcf method.

Table 1 illustrates the numerical results of the Monte
Carlo simulation and the performances of srivcf and ivsvf
methods. Thanks to the IV mechanism, both methods,
ivsvf and srivcf, provide unbiased estimates with lesser
bias with the srivcf method. Comparing the estimate
variances, the srivcf method provides better results as
the estimates have lower variance (up to 2.6 times less).
Therefore, the srivcf provides more consistent estimates.

4.2 Coefficient estimations with unknown differentiation
orders

Unique commensurate order influence

Varying the commensurate order, between ν = 0.25 and
ν = 1, and applying the srivcf method on the MISO
system (54), the cost function is computed as:

Table 1. Monte Carlo simulation with 75 runs
(θ̄ being the mean, σ̂(θ) being the standard

deviation of the parameter estimates).

True ivsvf srivcf
θ̄ σ̂(θ) θ̄ σ̂(θ)

b0,1 1 1.0159 0.0233 1.0078 0.0089

a1,1 3 3.1159 0.3045 3.0451 0.1397

b0,2 2 1.9762 0.0071 2.0100 0.0043

a1,2 2 1.9801 0.0134 2.0087 0.0081

b0,3 5 5.0184 0.0012 4.9969 0.0009

a1,3 1 1.0136 0.0001 0.9995 0.0001
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Fig. 3. Cost function versus commensurate order

JdB = 10log10


H∑
h=1

(yest(hts)− y∗(hts))2

H∑
h=1

yest(hts)
2

 (55)

where yest is the estimated output.

To study the influence of the commensurate order, the cost
function JdB is plotted versus the commensurate order. As
shown in Fig.3, the minimum of the cost function is found
at ν = 0.5 which corresponds to the true commensurate
order. In fact, this minimal value corresponds to the
applied NSR of -20dB, there is no modeling error for
ν = 0.5.

Moreover, as illustrated in Fig.3, for ν = 0.8 the cost
function is around -14dB, consequently the modeling error
can be evaluated to 6dB.

Different commensurate order influence

Consider now the following MISO system where each
model has a different commensurate order:

S :

{
yu(t) = 1

3p0.25+1u1(t) + 2
2p0.5+1u2(t) + 5

p0.75+1u3(t),

y(th) = yu(th) + e(th).
(56)

The input/output data plotted in Figure 2, are again used
for the system identification. As a reminder, each model
has a different differentiation order in (56).
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Fig. 4. Cost function versus a unique commensurate order

The influence of estimating a unique commensurate order
is evaluated.

Varying the commensurate order, between ν = 0.4 and
ν = 1.35, and applying the srivcf method on MISO
system (56), the cost function, defined by equation (55),
is computed in order to study the influence of a unique
commensurate order. The cost function JdB is plotted
versus the commensurate order on Fig.4. The minimum
of the cost function is found at ν = 0.75 where the cost
function is -19dB. Consequently the modeling error is of
1dB. For ν = 0.6 the cost function is around -16dB, and
the modeling error is around 4dB.

5. CONCLUSION

In this paper, the simplified refined instrumental variable
for continuous-time fractional systems (srivcf) has been
extended to multiple input models. A process to better
initialize the srivcf algorithm is proposed by varying the
cut-off frequency of the state variable filters. In order to
validate the MISO srivcf method, a numerical example
with Monte Carlo simulation is provided. Finally a study of
the influence of the commensurate orders on the parameter
estimation have been realized. For future works, estimating
the commensurate order could be investigated.
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