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Abstract

Virtual reality simulation provides interesting opportunities to train nurses in a safe environment. While the virtual operating room has proven to be a useful training tool for technical skills, it has been less studied for non-technical skills. This study aimed to assess “Error recognition in a virtual operating room”, using a simulation scenario designed to improve situation awareness. Eighteen scrub-nurse students and 8 expert scrub-nurses took part in the experiment. They were immersed in a virtual operating room and reported any errors they observed. There were nineteen errors with various degrees of severity. Measures were retrieved from logs (number of errors, time for detection, movements) and from questionnaires (situation awareness, subjective workload, anxiety and user experience). The results showed that the participants who detected most errors had a higher level of situation awareness, detected high-risk errors faster and felt more immersed in the virtual operating room than those detecting fewer errors. They also felt the workload was lighter and
experienced more satisfaction. Students explored the operating room more than experts did and detected more errors, especially those with moderate risk. Debriefings confirmed that virtual simulation is acceptable to trainees and motivates them. It also provides useful and original material for debriefings.
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**Introduction**

Most scrub nurses discover the operating room (OR) for the first time during their nursing internships, by watching surgical interventions, under the supervision of experienced scrub nurses, surgeons and surgical residents. This clinical training is stressful for students and very demanding in terms of tutor availability. It also leads to differences in learning outcomes due to the diversity of practices, levels and pedagogical qualities of the tutors.

Virtual reality (VR) simulation technology provides interesting opportunities to train scrub nurses in a safe environment and is less demanding in tutor resources (Flurry et al., 2012). Although VR simulation has been shown to be a useful training tool for psychomotor or procedural skills, it has been less widely studied for non-technical skills (NTS) training (Author blinded, 2019a). However, NTS are crucial for patient safety and quality of care and training scrub nurses in these skills has become essential (Kang et al., 2015).

Among NTS, situation awareness (SA) appears crucial in the OR as it has a direct impact on other NTS such as communication, decision making, leadership and teamwork (Flin et al., 2015; Gluyas et al., 2019; Stubbings et al., 2012). SA is defined as the ability to gather information from the environment, recognize and understand it and anticipate its future
state (Endsley, 1995; Flin et al., 2008). SA is a major NTS for scrub nurses who are responsible for hygiene and safety and who are also expected to “think ahead of the surgeon” (Mitchell et al., 2012, 2011). Many factors can have a negative influence on SA (Endsley, 2012; Gluyas et al., 2019): environmental factors (e.g. noise, equipment, time pressure), individual factors (e.g. anxiety, fatigue, stress) and cognitive factors (e.g. attentional capacity, information overload, task interruptions). Several studies have demonstrated that specific training is required to improve SA (Endsley, 2015; Gluyas et al., 2019; Salas et al., 2008). Simulation can improve SA and facilitate clinician workflows (Brady et al., 2013; Stubbings et al., 2012). The WHO developed a set of tools to help health professionals use simulation technology to mimic professional situations for training purposes (WHO, 2017).

VR simulation technology enables the development of low-cost, realistic, easy-to-use, easily configurable simulators that reduce safety, ethical and health problems. VR simulation can be used to assist trainees acquire skills in a safe environment with low levels of anxiety (e.g., Kardong-Edgren et al., 2019). Setting up a simulation of the operating room or using a real operating theatre is expensive and unrealistic, so VR simulation technology is attractive. Since the development of head-mounted displays (HMDs) and other accessible VR systems, it has become easier to generate virtual environments. In medical education, the 3D Virtual Operating Room has been used as a safe setting to train healthcare professionals (e.g., Christensen et al., 2018; Gallagher et al., 2005; Pons Lelardeux et al., 2017). The usability and acceptability of virtual OR in nursing education has been tested and validated with expert and student nurses (Author blinded, 2019b). Some recent results suggest that VR simulation technology that promotes a high “sense of presence” improves the user’s subsequent performance (Grassini et al., 2020). VR simulation offers advantages compared with traditional training methods and can improve performance (Alhalabi, 2016; Webster, 2016),
although these findings have recently been challenged (Makransky et al., 2019, 2020). There is thus a need to examine the effectiveness of VR simulation technology in nursing education (Author blinded, 2019a; Chen et al., 2020; Kyaw et al., 2019).

In the present study, the objective was to develop a simulation in a VR operating room we called “Error recognition in a virtual OR” and examine its value as a SA training tool for scrub nurses, as it involves effective information gathering and anticipation during the surgical intervention. Based on previous studies related to factors influencing SA (e.g. Endsley, 2012, 2015; Flin et al., 2008; Gluyas et al., 2019), we expected that participants with higher SA, lower perceived workload, lower anxiety and higher immersion levels in the VR simulator would detect more errors in the OR and more rapidly. We also expected that participants who detected more errors would explore the virtual OR more thoroughly and have a better user experience.

Methods

Participants

The simulation scenario was pretested by three second-year students in a French school for scrub nurses. This gave us an overview of the reactions to the scenario and an estimate of the number of reported errors. It also allowed us to adjust the duration of the simulation.

For the virtual OR simulation session, 18 scrub nurse students (15 females, 3 males, \( M_{\text{age}} = 35 \) years) in the same class participated voluntarily. Eight expert scrub nurses (all females, \( M_{\text{age}} = 45 \) years) working in a University hospital also participated. The experiment took place in the local nursing school. The sessions were led by a doctoral student in psycho-
ergonomics and two computer engineers. The study took place over eight half-days between May and August 2019.

**Ethical approval**

The study protocol was approved by the Ethics Committee of the University Hospital of Rennes, France (No. 16.137). The student nurses were invited to participate in the VR simulation at the beginning of their semester and the expert nurses were informed of the project during a training session in the nursing school. The project and the information concerning a VR simulation was presented to students and nurses by a doctoral student in Psychology and Ergonomics and all the participants provided their written consent. They were informed that their responses would be processed anonymously and used for research purposes only. No personal information was collected.

**Materials and procedure**

The simulation session comprised the three classic steps of healthcare simulation: 1) briefing, 2) VR simulation and 3) collective debriefing, in accordance with the International Nursing Association for Clinical Simulation and Learning (INACSL).

*Briefing.* Before entering the VR simulator, participants watched a short VR scenario showing how to move around in the virtual OR. They were then briefed about the aim of the simulation session and told that their task was to check the instrument table and ensure that quality standards, safety and hygiene rules were respected. They were asked to report any surgical error they observed by indicating the non-conforming object or situation. Before entering the simulator, they read a paper version of the patient’s file, which was also
accessible in the virtual environment. The case was a craniotomy for Mr Jean Dupond, aged 54, with a left frontal meningioma.

**VR simulation equipment.** Each participant was equipped with a virtual reality headset. The equipment used for the experiment was an HTC Vive system, composed of a Head Mounted Display and two hand controllers. A large screen enabled the experimenters to monitor the progress of the scenarios. The virtual OR was developed by computer science researchers (author blind, 2019b), based on #FIVE (Bouville et al., 2015) and #SEVEN (Claude et al., 2016) tools that fit into UNITY (http://unity.com). The scenario is obtained from real observations processed by a calculation technique on Test-and-Flip networks (Caillaud, 2013). The integration in Unity allows rapid development (single interface) and multi-platform deployment (screen, headsets, tablets) of the applications.

In the “Virtual Operating Room of errors”, participants are immersed in a virtual OR with no guidance. They can move and interact freely in the environment between five categories of location: equipment, colleagues, instrument tables, patient and tactile screen (see Figure 1). The virtual OR contains 121 medically related objects and three avatars representing colleagues (surgeon and scrub nurse) and the patient.

**Task in the VR simulation.** In the “Virtual Operating Room of Errors”, scrub nurses had to make sure that quality standards, safety and hygiene rules were respected and report any surgical error they observed. The errors were selected after discussion with expert scrub nurses and a review of the literature on existing tools. “Error recognition in an OR” is a well-known simulation scenario in France, involving real-life situations in a mock-up OR aimed at raising healthcare professionals’ awareness of quality and safety standards and hygiene rules (Guilloton, 2016; Mirek & Prétot, 2019). We also took into account the representability of
errors in a virtual OR environment after discussion with VR engineers and we asked scrub nurse teachers to validate their pedagogical interest. Finally, 19 errors were introduced, related to hygiene and risk of infection (n = 12), disruptions to the surgical procedure (n = 4), identity monitoring (n = 1), trophic lesions (n = 1) and medical risk (n = 1). For each one, the level of risk was evaluated by two teachers and two scrub nurses and we differentiated between moderate- (n= 12) and high-risk errors (n = 7). The VR simulation session lasted a total of 14 minutes.

**Debriefing.** Each session was followed by a short individual debriefing (5 to 10 minutes) to obtain participants’ immediate reactions and their perception of self-efficacy (Bandura, 1977). Next, a 90-minute collective debriefing was organized with two teachers and experimenters, following the 3D model: Defusing, Deepening and Discovering (Zigmont et al., 2011). First, participants were asked to express their feelings and reactions after the simulation (Defusing phase). Next, all the errors were reviewed (Discovering phase). Finally, participants were asked about their strategies and what they had learnt for their future clinical practice (Deepening phase). At the request of the nursing students during the collective debriefing, a second session was organized six months later with the same protocol and scenario.

**Measures**

**Detected errors, time for detection and trajectory patterns in the virtual OR.** The simulator recorded objective data for each participant: number and nature of detected errors, time needed for detection, number and nature of places visited. Retrieved logs from each session provided graphical movement representations enabling us to compare trajectory patterns (Gallagher & Satava, 2002). The OR was divided into four zones: entrance with
screen and tables; centre with patient, equipment and colleagues; corner 1 with other equipment; and corner 2 with microscope (see Figure 3).

**Situation awareness.** The Situation Awareness Rating System (SART; Taylor, 1990) was used to assess participants’ SA during the simulation session. It has 10 items rated on a seven-point Likert scale, grouped in three dimensions: attentional demand, attentional supply and understanding. Scores vary from -15 to +39.

**Subjective workload.** The NASA Task Load Index (NASA-TLX; Hart and Staveland, 1988; simplified version of Byers et al., 1989) was used to assess participants’ subjective workload during the simulation session. It has six items: mental demand, physical demand, temporal demand, performance demand, effort and frustration, rated on a 0–100 scale.

**Anxiety.** The short form of the State-Trait Anxiety Inventory (STAI-Y; Spielberger, 1983; STAI: Y-6 item; Marteau & Bekker, 1992) was used to assess participants’ anxiety. It has six items rated on a four-point Likert scale, from 1= not at all to 4= very much. Total score is calculated using Marteau and Bekker’s formula. Scores range between 34 and 36 under normal conditions and between 50 and 61 under stressful conditions (Bekker et al., 2003).

**Debriefing analysis.** Debriefings were recorded and transcribed. Collective debriefing was analysed using a five-minute timeline pattern, summarizing the number of oral interactions by students, silences, interruptions such as laughter and their arguments and affect.

**Attitudes and satisfaction post-simulation.** Participants were asked to assess their perception of the simulation with 13 items rated on a seven-point Likert scale and grouped in five dimensions: ease of use, immersion, efficiency, overall satisfaction and behavioural intention.
Data analysis

Statistical analysis was performed with JASP (JASP Team, 2018). Descriptive statistics were computed for the level of performance and for the participants’ status (nursing students vs expert nurses). For level of performance, participants were median-split to create two groups: participants in the Low Detection Group (LDG) detected fewer than 7.5 errors, while those in the High Detection Group (HDG) detected more than 7.5. We decided to use a median split (variable-oriented) approach rather than a cluster analysis (person-oriented) as our objective was not to examine individual differences, but rather to split the sample into two groups based on performance (low versus high detection of errors). A dichotomized measure represents groups more appropriately and enables analyses to be conducted in terms of group rather than individual differences (MacCallum et al., 2002). Means were compared using the Wilcoxon test for paired samples and Mann-Whitney test for independent samples. A qualitative analysis was conducted to identify the pattern of movements in the virtual OR and the collective debriefing sessions were examined through thematic content analysis.

Results

Effects of the level of performance

The results for the two groups are presented in Table 1. HDG detected more errors than LDG in both categories: moderate risk (U = 7.50, p < .001) and high risk (U = 27.50, p = .001). High-risk errors were detected faster by HDG than LDG, U = 46.00, p = .043. HDG had a higher SA score than LDG, U = 48.50, p = .034 and a higher level of immersion in virtual OR, U = 43.00, p = .017. Marginally significant results show that LDG had a higher level of subjective workload than HDG, U = 115, p = .062 and that HDG felt more satisfied than LDG U = 54, p = .057.
Next, we examined the movements in the virtual OR (see Table 2). Analysis revealed four patterns: (1) Pattern A: participants moved all around the OR (See Figure 4); (2) Pattern B: one corner (1 or 2) was ignored; (3) Pattern C: both corners were ignored; (4) Pattern D, centre and corners were ignored (see Figure 5).

Participants in HDG explored the virtual OR more than those in LDG. In HDG, seven participants followed pattern A (i.e. moved all around the OR), four followed pattern B (i.e. one corner was ignored) and two followed pattern C (i.e. both corners were ignored). In LDG, six participants followed pattern A, six followed pattern B and 1 followed pattern D. Regarding the first place visited, eight participants in each group started with the screen. In HDG, the five remaining participants chose the instrumentation table first. In LDG, one participant began with the two colleagues, one with the equipment in the centre and one with the other equipment in a corner.

Effects of participants’ status

The results revealed some differences between student and expert nurses (see Table 3). Students detected more errors than the experts, $U = 113.5, p = .011$. Students detected more moderate risk errors, $U = 120.00, p = .004$ and were quicker than experts, $U = 38.00, p = .031$. Students visited more places than the experts, $U = 115, p = .009$. However, experts were more satisfied than students, $U = 41, p = .041$.

Analysis of movements revealed that 12/18 students and 4/8 experts started with the screen, while 5/18 students and 2/8 experts started with the instrumentation table. No participant started with the patient or the single colleague. Regarding movement patterns, the main difference between experts and students was for pattern A: 11/18 students explored the whole virtual OR compared with only 2/8 experts (see Table 2).
Analyses of debriefings after the 1st simulation session

During individual debriefings, students were asked how they evaluated their performance (self-efficacy): 3/18 assessed it as poor, 10/18 as average and 5/18 as good.

The details of the collective debriefing are presented in Table 4. The defusing phase lasted for 55 minutes. Defusing gave participants the opportunity to express themselves spontaneously and there were many verbal interactions, with several moments of interruption and one moment of silence. Participants discussed the simulator and the scenario: realism, immersion, need for time to get used to it, difficulty with the controllers or to read information in small print, problems identifying some elements, choice of the surgical specialty and questions about interpreting the errors. They also stressed the difference between their behaviour in the simulator and in real life, especially regarding the patient, as most of them realized they had not checked him first. They also felt divided between playing a game and being assessed and most of them asked to be given a mark. Despite positive feedback about the environment and acknowledging that they had learnt something, they mostly expressed negative affect: confusion, frustration, exhaustion, loneliness, lack of communication, fear (reaction, failure, sickness) and ambivalence.

The discovering phase lasted 10 minutes. There were fewer exchanges, no silence and fewer interruptions. However, participants commented on the errors they had or had not detected and mentioned again some difficulty in interpreting information or details. They also asked about some elements that they had identified as errors. They mainly expressed surprise when they discovered errors they had not found.

The deepening phase lasted 20 minutes. There were fewer exchanges than in the two previous phases, fewer interruptions but more silences. Students expressed their awareness
that the last OR they worked in was their reference point and that the simulation had alerted them to points for their next training period. They also asked for a second session, which was organized six months later.

**Results of the second simulation session**

Results are presented in Table 5. The mean number of detected errors was higher in session 2 than session 1, \( U= 7.50, p < .001 \). The mean number of reported non-errors was higher in session 2 than session 1, \( U=13.50, p = .004 \). Moderate risk detection rate was higher in session 2 than session 1, \( U=1, p < .001 \). High risk detection rate was higher in session 2 than session 1, \( U= 19.5, p = .020 \). SA was higher in session 1 than session 2, \( U= 162, p < .001 \). Subjective workload was higher in session 1 than session 2, \( U= 142, p = .006 \). Ease of use was higher in session 2 than session 1, \( U=19, p = .019 \).

Main results regarding movements in the virtual OR are presented in Table 2. Students generally started with the tactile screen, but unlike the first session, some of them started with the colleagues or the equipment. They explored the OR more fully in the second session, though the patterns of movements were reduced: moving through the whole OR (pattern A) or ignoring the empty corner (pattern B).

After this second session, a collective debriefing was organized (see Table 5). Students found it easier and felt they had responded faster in the virtual OR in the second than first session. They stressed the importance of immersion and the need to become familiar with the environment first. Overall, students expressed more satisfaction, more enjoyment and less pressure. Participants acknowledged the impact of their recent training periods and the simulation session on their ability to adapt and cope with novelty. Again, they expressed difficulty identifying small details and asked for a score or feedback of their performance to
check their progress between the two sessions. However, they said that they enjoyed immersion and were eager to use the virtual OR again.

**Discussion**

The objective of this study was to assess “Error recognition in a virtual OR”, a VR-based simulation scenario designed to improve the SA of scrub nurses.

Concerning the effects of the level of performance, the results partly confirm our prediction, showing that participants who detected most errors had higher SA scores and a higher level of immersion than participants who detected fewer errors. Participants who had higher SA scores perceived their workload to be lighter, felt more satisfied with the design of the scenario and also considered the simulator to be a better learning tool than those with a lower level of SA. Participants who perceived a heavier subjective workload were also more anxious and rated the scenario as a less efficient learning tool. These results suggest that this VR scenario could be a useful training tool to improve SA. It also stresses the importance of immersion in the process, not only for hedonic purposes but also for learning outcomes, by projecting oneself into the situation and engaging in it (e.g., Grassini et al. 2020; Kardong-Edgren et al., 2019).

We also observed some unexpected differences between students and experts. The results revealed that nursing students detected more errors, especially those involving moderate risk. They also explored the virtual OR more than expert nurses. However, expert nurses expressed more satisfaction with the scenario than students. Several elements can explain these differences. First, the sample of experts was small and the results should be interpreted with caution. Another explanation concerns the notion of expertise, with the idea that experts are more efficient, focusing on essential issues and wasting less time on moderate problems.
(Benner, 1982, 2004). By contrast, other studies stress that intuition or experience do not necessarily have an impact on SA and decision-making, which could explain why students detected more errors (Stubbings et al., 2012). However, our results could also simply be explained by the fact that the students had just completed a course on safety and hygiene rules. This is congruent with previous research on compliance with standard precautions by OR professionals that tends to decrease with time, stressing the need for regular reminders after a few years of practice (Erasmus et al., 2010; Gammon et al., 2008). This suggests that this scenario could be useful for both initial and in-service training, especially for expert nurses who expressed more satisfaction than students with this new training modality.

Analysis of the collective debriefing highlights the need to give participants time to discover the environment and get used to HMD material. They enjoyed the realism of the scenario and said that they would like to have another session, indicating the acceptability of the scenario, which is in line with our previous study of another VR simulator we developed (Author blinded, 2019b). Students also wondered about the differences between their behaviour in the virtual OR and in a real-life situation, as they realized that they had not given their main attention to the patient. It also made them aware of their perception of errors, which is an important issue for reflective analysis and clinical reasoning (Lavoie et al., 2013).

Finally, the results of the second session with students six months later demonstrated that learning occurred in a VR simulation. The students detected more errors in the second session and perceived the workload to be lighter. They also found the simulator easier to use and expressed more satisfaction with their performance in the debriefing. Although they still said they had some difficulty identifying certain details and wanted to be given a score or feedback, they found the session had made them more aware of their ability to cope with
novelty. They enjoyed it and were eager to use the simulator again. This second session showed that the simulator had a learning effect and that students used strategies to detect a wider range of errors.

**Limitations and future studies**

The average number of errors detected by our participants was lower than the mean value of 9.5. More sessions are needed to see if this value is stable and to determine whether it is due to our selection or the representation of errors, or to the HMD modality that may have unsettled some participants. Participants were not asked about their previous experience of video games or HMD, as the acceptability study of the environment demonstrated that it had no impact (Author blinded, 2019b), but it could have been interesting to check that this was still valid.

One experimenter was present during each simulation, to start the session and make sure that there were no problems. This social presence may have influenced participants’ behaviour and performance, especially for the expert nurses who may have felt they were being assessed. It would be interesting to control for this effect with sessions where participants are left alone.

The sample size of the present study was limited and concerned only students and professionals from one hospital. Future studies should test the external validity of the “Error Recognition in a Virtual OR” scenario in other samples and see whether its use can be extended to other professions. Future development of the scenario is also expected, introducing more errors as well as an authoring interface to enable teachers to focus on a category of errors relevant to the profile of their students or to their teaching objectives. The
use of aerial views of movements for debriefing could also be studied (Levett-Jones and Lapkin, 2014).

**Conclusion**

In this study, we studied the perceived workload, anxiety and SA of participants immersed in a virtual surgical simulation scenario called “Error Recognition in a Virtual OR”. The results confirm our expectations, namely that participants who look for more information about the situation have better SA and identify more errors in the virtual OR. However, contrary to our expectations, the students performed better than the experts, which indicates the importance of providing in-service training for healthcare professionals. Moreover, as our scenario dealt with safety and hygiene, our results confirm the need for regular reminders about this issue.

The scenario enabled SA to be assessed and thus seems to be a suitable tool to improve this NTS, in both initial and in-service training. The VR technology used for the simulator was generally well accepted and motivated trainees. It provides data that can be used constructively in debriefing. Further development will involve using the scenario with other healthcare professionals working in the OR.
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Table 1. Effects of the levels of performance on the different measures

<table>
<thead>
<tr>
<th>Measures</th>
<th>Low Detection Group</th>
<th>High Detection Group</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=13)</td>
<td>(n=13)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M (SD)</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Number of detected errors</td>
<td>4.69 (1.75)</td>
<td>2.00</td>
<td>7.00</td>
</tr>
<tr>
<td>% of detected errors</td>
<td>24.68</td>
<td>10.52</td>
<td>36.84</td>
</tr>
<tr>
<td>Mean detection rate</td>
<td>0.25 (0.09)</td>
<td>0.11</td>
<td>0.37</td>
</tr>
<tr>
<td>For moderate risk</td>
<td>0.27 (0.13)</td>
<td>0.08</td>
<td>0.50</td>
</tr>
<tr>
<td>For high risk</td>
<td>0.21 (0.14)</td>
<td>0.00</td>
<td>0.43</td>
</tr>
<tr>
<td>Mean detection time</td>
<td>5.86 (1.71)</td>
<td>2.40</td>
<td>9.22</td>
</tr>
<tr>
<td>For moderate risk</td>
<td>6.26 (2.25)</td>
<td>2.35</td>
<td>10.26</td>
</tr>
<tr>
<td>For high risk</td>
<td>5.33 (2.31)</td>
<td>1.46</td>
<td>8.32</td>
</tr>
<tr>
<td>Number of visited places</td>
<td>13.46 (3.60)</td>
<td>8.00</td>
<td>19.00</td>
</tr>
<tr>
<td>Situation awareness</td>
<td>15 (11.75)</td>
<td>-8.00</td>
<td>28.00</td>
</tr>
<tr>
<td>Subjective workload</td>
<td>54.61 (19.90)</td>
<td>11.50</td>
<td>82.00</td>
</tr>
<tr>
<td>Anxiety</td>
<td>40.26 (14.11)</td>
<td>20.00</td>
<td>70.00</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3.60 (1.19)</td>
<td>1.00</td>
<td>5.00</td>
</tr>
</tbody>
</table>
Note: We used one-tailed test (Mann-Whitney) with hypothesis of Low Detection Group $>$ High Detection Group for subjective workload and anxiety measures and Low Detection Group $<$ High Detection Group for moderate and high risk detection rates, mean, moderate and high risk detection time, SA, ease of use, immersion, efficiency, satisfaction and behavioural intention measures.

Table 2. First places visited and patterns of movements in the virtual OR according to the levels of performance and status of participants

<table>
<thead>
<tr>
<th></th>
<th>Low Detection Group</th>
<th>High Detection Group</th>
<th>Nursing Students</th>
<th>Expert Nurses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Session 1</td>
<td>Session 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screen first</td>
<td>8</td>
<td>8</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Instrumentation table first</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>2 colleagues first</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Patient first</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Equipment first</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Other equipment first</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Pattern A</td>
<td>6</td>
<td>7</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>Pattern B</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Pattern C</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3. Effects of participants' status on the different measures

<table>
<thead>
<tr>
<th>Measures</th>
<th>Nursing students</th>
<th>Expert nurses</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n= 18)</td>
<td>(n= 8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M (SD) Min Max</td>
<td>M (SD) Min Max</td>
<td>U</td>
</tr>
<tr>
<td>Number of detected errors</td>
<td>8.56 (3.57) 3.00 15.00</td>
<td>5.25 (1.91) 2.00 8.00</td>
<td>113.5</td>
</tr>
<tr>
<td>% of detected errors</td>
<td>45.05 15.79 78.95</td>
<td>27.63 10.53 42.10</td>
<td>113.5</td>
</tr>
<tr>
<td>Mean detection rate</td>
<td>0.45 (0.19) 0.16 0.79</td>
<td>0.28 (0.10) 0.11 0.42</td>
<td>113.5</td>
</tr>
<tr>
<td>For moderate risk</td>
<td>0.51 (0.21) 0.08 0.83</td>
<td>0.26 (0.09) 0.08 0.33</td>
<td>120.00</td>
</tr>
<tr>
<td>For high risk</td>
<td>0.34 (0.22) 0.00 0.71</td>
<td>0.30 (0.18) 0.00 0.57</td>
<td>75.00</td>
</tr>
<tr>
<td>Mean detection time</td>
<td>5.88 (1.26) 3.45 8.51</td>
<td>6.59 (2.62) 2.40 10.80</td>
<td>59.50</td>
</tr>
<tr>
<td>For moderate risk</td>
<td>5.54 (1.80) 3.35 9.56</td>
<td>7.32 (2.62) 2.35 10.26</td>
<td>38.00</td>
</tr>
<tr>
<td>For high risk</td>
<td>6.80 (2.20) 3.20 12.26</td>
<td>5.56 (3.66) 1.46 11.68</td>
<td>79.00</td>
</tr>
<tr>
<td>Number of visited places</td>
<td>15.67 (3.55) 9.00 24.00</td>
<td>11.12 (4.02) 4.00 16.00</td>
<td>115.00</td>
</tr>
<tr>
<td>Situation awareness</td>
<td>18.33 (10.47) -8.00 33.00</td>
<td>21.00 (11.10) 4.00 34.00</td>
<td>59.50</td>
</tr>
<tr>
<td>Subjective workload</td>
<td>51.39 (20.07) 14.00 82.00</td>
<td>47.12 (19.6) 11.50 67.50</td>
<td>83.00</td>
</tr>
<tr>
<td></td>
<td>Session 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------</td>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td></td>
<td>Defusing</td>
<td>Discovering</td>
<td>Deepening</td>
</tr>
<tr>
<td>Duration</td>
<td>55 min</td>
<td>10 min</td>
<td>20 min</td>
</tr>
<tr>
<td></td>
<td>(56.25%)</td>
<td>(12.50%)</td>
<td>(31.25%)</td>
</tr>
<tr>
<td>Oral interactions</td>
<td>161</td>
<td>52</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Laughter</td>
<td>23</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>Students’ assertions</td>
<td>Realism, immersion,</td>
<td>Comments on the errors they had</td>
<td>Awareness that the last OR they</td>
</tr>
</tbody>
</table>
time to adapt. Difficulties with controllers, reading, identification for some elements, surgical specialty (neurosurgery), interpretation of errors

Difficulties for reading information
Interpretation of errors with question on elements that were not considered as errors in the scenario

Differences with ordinary behaviours, contrast between game and assessment
Need for a score

worked is their reference point
Having a reference OR gives a feeling of security but need to detach from it before the next training period
Warning points for the next training period
Ask for a second session

Importance of immersion and time for appropriation
More perspective on their activity

Need for a score or feedback on the number of detected errors

Students’ affects
Confusion, frustration, exhaustion, loneliness, lack of communication, fear (reaction, failure, sickness), ambivalence
Admiration for the work, reassured to see the knowledge acquired

Confusion, frustration, exhaustion, loneliness, lack of communication, fear (reaction, failure, sickness), ambivalence
Admiration for the work, reassured to see the knowledge acquired

Fun aspect of simulation
Positive conclusion
Satisfaction, fun, less pressure
Enjoyed immersion, eager to go back in the virtual OR

Surprise
Table 5. Comparisons of the two simulation sessions

<table>
<thead>
<tr>
<th>Measures</th>
<th>Session 1 (n=18)</th>
<th>Session 2 (n=18)</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M (SD)</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Number of detected errors</td>
<td>8.56 (3.57)</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>% of detected errors</td>
<td>45.05</td>
<td>15.79</td>
<td>78.95</td>
</tr>
<tr>
<td>Nb of reported non errors</td>
<td>1.78 (1.66)</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Mean detection rate</td>
<td>0.45 (0.19)</td>
<td>0.16</td>
<td>0.79</td>
</tr>
<tr>
<td>For moderate risk</td>
<td>0.51 (0.21)</td>
<td>0.08</td>
<td>0.83</td>
</tr>
<tr>
<td>For high risk</td>
<td>0.34 (0.22)</td>
<td>0.00</td>
<td>0.71</td>
</tr>
<tr>
<td>Mean detection time</td>
<td>5.88 (1.36)</td>
<td>3.45</td>
<td>8.51</td>
</tr>
<tr>
<td>For moderate risk</td>
<td>5.54 (1.80)</td>
<td>3.35</td>
<td>9.56</td>
</tr>
<tr>
<td>For high risk</td>
<td>6.80 (2.20)</td>
<td>3.20</td>
<td>12.26</td>
</tr>
<tr>
<td>Number of visited places</td>
<td>15.67 (3.55)</td>
<td>9.00</td>
<td>24.00</td>
</tr>
<tr>
<td>Situation awareness</td>
<td>18.33 (10.47)</td>
<td>-8.00</td>
<td>33.00</td>
</tr>
<tr>
<td>Subjective workload</td>
<td>51.39 (20.07)</td>
<td>14.00</td>
<td>82.00</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3.66 (0.96)</td>
<td>1.33</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>Session 1</td>
<td>Session 2</td>
<td><strong>t</strong> (df)</td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td>Immersion</td>
<td>3.96 (1.08)</td>
<td>1.25</td>
<td>5.00</td>
</tr>
<tr>
<td>Efficiency</td>
<td>3.94 (0.89)</td>
<td>1.50</td>
<td>5.00</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>3.81 (1.16)</td>
<td>1.00</td>
<td>5.00</td>
</tr>
<tr>
<td>Behavioural intention</td>
<td>4.50 (1.15)</td>
<td>1.00</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Note: We used one-tailed test (Wilcoxon) with hypothesis of Session 1 > Session 2 for SA and Workload, and Session 1 < Session 2 for number of detected errors and non-errors, moderate and high risk detection rates, and ease of use measures.

Figure captions

**Figure 1**- Photo of teleportation in the virtual OR

**Figure 2**- Photo of an error
Figure 3- Photo of an aerial view of the virtual OR with the four zones

Figure 4- Movements in the OR: pattern A
Figure 5- Movements in the OR: pattern D
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Highlights

- The VR scenario allows an assessment of situation awareness
- The VR scenario is a suitable tool for initial and in-service training
- VR technology is well accepted and motivates trainees
- VR simulator provides data for personalized debriefing (patterns of movements)