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Abstract—Most of wireless sensors are dynamically changing
and execute two types of tasks: hard deadline periodic ones
and aperiodic ones with no deadline. The emergence of energy
harvesting technologies makes it possible to design self-powered
sensors through environmental energy. Nevertheless, classical
scheduling techniques need to be reconceived so as to take into
account the fluctuating energy source and energy consumptions
of tasks. Hence, we firstly describe the called TB-H and TB*-H
aperiodic task servers which are extensions of the famous Total
Bandwidth server. We show how TB-H and TB*-H permit to
provide short response times for the aperiodic tasks by computing
adequate virtual deadlines taking into account both time and
energy constraints. Our second contribution lies in extensive
simulations to bring to light the effectiveness of these two novel
Bandwidth based servers in comparison to basic background
approaches.

Index Terms—energy harvesting, aperiodic task servicing,
preemptive scheduling, energy management, Earliest Deadline
First.

I. INTRODUCTION

Wireless sensor networks (WSNs) have the ability to change
our world with online machine condition monitoring because
they are cost-effective. They can communicate wirelessly to
gather environmental data and provide more convenient and
swift solution in industry, which leads to significant savings.
One of the most important challenges on sensor nodes is to
power them and to keep them functional as long as possible,
especially when the design complexity and the topology are
not guaranteed.

To overcome this severe challenge, energy harvesting wire-
less sensor nodes are gaining more the attention of engineers.
They convert microwatt or milliwatt level power from the en-
vironment. They also support a true wireless and maintenance-
free machine condition monitoring [1] [2].

A wireless sensor node generally includes four key units: a
sensing unit, a processing unit, a communication unit and a
power unit as described in Figure 1. Since traditional batteries
have a finite lifetime, restricted energy density, and capacity,
the power unit poses a significant problem. Furthermore,
battery efficiency has not improved dramatically in relation to
the massive rise in power consumption in electronic devices.

When the batteries run out, replacing or recharging them
can be a costly and time-consuming process, particularly if
the nodes are located in remote or inaccessible locations.
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Fortunately, harvesting the wasted energy from machines
or its surrounding environments, such as thermal energy,
magnetic and electric fields and mechanical energy for use
in powering sensor nodes by means of energy harvesting
(EH) technologies, is the conversion of ambient energy
present in the environment into electrical energy. This method
significantly extends the life of sensing nodes, as well as
lowering monitoring device maintenance costs and avoiding
battery leakage in the field (see Figure I).
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Fig. 1. Framework of an energy harvesting sensor.

Task scheduling in a self-powered sensor should consider
the properties of the energy source, capacity of the energy
storage as well as the deadlines of the tasks [3]. The real-time
operating system should be able to handle not only hard dead-
line periodic tasks but also soft aperiodic tasks with irregular
arrival times and no deadlines. Periodic tasks are generally
used to implement activities such as sensory acquisition or
control loops which need to be executed at constant rates to
insure system stability. Hence periodic tasks often have hard
deadlines that must be met under all anticipated circumstances.
On the other hand, aperiodic tasks are usually employed to
implement non critical activities such as external event task,
human interaction task, etc.. Contrary to periodic tasks, most
of those aperiodic tasks are required to be completed as early
as possible rather than to be completed by deadlines. The goal
of the scheduler is to guarantee the deadlines of periodic task
while providing good response times for soft aperiodic tasks.
We have proposed a novel scheduling algorithm, namely
Energy Deadline with energy Harvesting (ED-H) and we have
proved it to be optimal [4]. If a task set is feasible on a



platform composed of given processor, energy harvester and
energy reservoir, then it can be feasibly scheduled using the
ED-H algorithm on the same platform. ED-H assigns priorities
based upon the deadlines of the tasks as the non energy aware
scheduler EDF (Earliest Deadline First) [5]. The scheduler ED-
H requires clairvoyance since its uses accurate prediction on
the energy coming from the environmental source. The study
of ED-H presented in [4] assumes that all the tasks are deadline
constrained. Real-time applications exhibit aperiodic events
leading to execute sporadically soft real-time tasks i.e. tasks
with no deadline. In this paper, we consider mixed task sets
in energy harvesting sensors where the application software
has hard deadline periodic tasks and soft aperiodic tasks. The
scheduling issue then consists in guaranteeing deadlines of the
periodic tasks while executing the aperiodic ones with minimal
responsiveness.

There have been extensive studies about scheduling hard
deadline periodic tasks and soft aperiodic tasks for several
decades. Priority driven algorithms can be found in the liter-
ature [6]. Spuri and Buttazzo proposed the Total Bandwidth
(TB) servicing approach. TB provides optimal responsiveness
in dynamic priority systems [7]. Under this method, suitable
deadline is assigned to every occurring aperiodic task which is
scheduled according to the EDF rule, jointly with the periodic
tasks.

Our work is to extend the Total Bandwidth technique so as to
take into account energy harvesting constraints.

The rest of this paper is organized as follows: Background
materials are given in the subsequent section. Section 3 de-
scribe the task model under study. The novel energy harvesting
aware schedulers for aperiodic tasks are presented in section
5 and the effectiveness of simulation are illustrated in section
6. Finally, section 7 concludes the paper.

II. BACKGROUND MATERIALS
A. Scheduling periodic tasks with ED-H

As EDF, the energy harvesting aware ED-H scheduler
selects for execution the ready task with the closest deadline.
ED-H includes dynamic power management facilities so as to
decide when the processor should be in the busy mode and
when the processor should be in the idle mode. At every time
instant, the decision depends on two dynamic variables re-
spectively called slack time and preemption slack energy. The
slack time represents the maximum length of the time interval
where the processor could be let idle while guaranteeing no
deadline violation. The preemption slack energy represents the
maximum energy which could be consumed by the active task
while no task can suffer from energy starvation. Optimality of
ED-H was established in [4].

B. Aperiodic servicing with no energy consideration

Aperiodic tasks can be simply executed by allocating them
in time slots left unused by periodic tasks. Such a background
approach does not lead to efficient responsiveness in contrast
to server based techniques. An aperiodic server is defined as
an additional periodic task, characterized by a period and a

fixed execution time called server capacity. Once active, the
server uses its capacity to execute the aperiodic tasks. The so-
called Total Bandwidth server (TB) was introduced by Spuri
and Buttazzo in [8]. TB showed excellent performance in
response time, while its design is fairly simplified. Every time
an aperiodic task arrives, the TB algorithm assigns the possible
earliest deadline to the aperiodic task. Since the aperiodic task
assumed in this paper does not have a deadline, it is a virtual
deadline. Once the task is assigned the virtual deadline, it is
scheduled by EDF jointly with the periodic tasks. We recall
how to compute the virtual deadline of any occurring aperiodic
task so that the fraction of processing time demanded never
exceeds the server utilization Ups. The formula is as follows

[8]:

Ck
Up s

where cj is the execution time of the newly occurring
aperiodic task and U, is the server utilization factor (i.e.
its time bandwidth). By definition, dy = 0. Moreover,
when a new deadline dj, is assigned, the bandwidth already
allocated to the previous requests is taken into account by
the value dj_;. Once this fictive deadline is assigned to the
aperiodic request, it is scheduled jointly with the periodic
tasks according to the EDF algorithm.

dr, = max(rg, dg—1) +

(D

The following lemma gives the schedulability condition for
applying TB:

Lemma 1: In any time interval [t1, 2], if Cype is the total
execution time demanded by aperiodic tasks arrived at ¢; or
later and served with deadlines less than or equal to ¢, then

Oape S (t2 - tl)Ups (2)

Proof: see [7]

Theorem 1: Let a set of n periodic tasks with processor
utilization U,,, and a set of aperiodic tasks served by TB with
processor utilization U,,. The application is feasible if and
only if

Upp + Ups < 1. 3)

Proof: see [7]

Theorem 1 will be extended so as to consider energy
consumption of the tasks and energy production of the en-
vironmental source.

III. ASSUMPTIONS AND TERMINOLOGY
A. Task model

A periodic task set 7 is defined as follows: 7 = {7; | 1 <
i < n}. Task 7; has period T}, relative deadline D;, worst
case execution time C; (normalized to processor computing
capacity) and worst case energy requirement F;. So, the four-
tuple (C;, E;, D;,T;) is associated to 7;. We assume that
0 < C; < D; < T;. Task 7; generates an infinite set of
jobs, released at times 0, 7;, 27;. The hyper-period H of 7
is the least common multiple (LCM) of the periods T;. So,
H = LCM(Ty,Ts,...,T,,). The processor utilization of 7 is

Upp = D rier % which is less than or equal to 1. Similarly,



Uep =D rier %, namely the energy utilization, characterizes
the average energy consumption of 7 per time unit.

The task set 7 gives rise to an infinite set of jobs which
are scheduled by the optimal uniprocessor scheduler ED-H. A
four-tuple (r;, C;, E;, d;) is associated with a job J; and gives
its release time, worst case execution time (WCET), worst
case energy consumption (WCEC) and (absolute) deadline,
respectively [9].

Aperiodic tasks arrive in the system irregularly. Each ape-
riodic task has worst case execution time and worst case
energy requirement both considered to be known at arrival
time. A stream of aperiodic tasks is defined by Ap =
Api(a;, ¢y e;),i = 1..m. a; is the arrival time, ¢; is the worst
case execution time and e; is the worst case energy require-
ment. The finish time of Ap; will be denoted by f;.

The overhead due to context (processor) switching is negli-
gible compared to computational time of the tasks. Otherwise,
it is included in it. Tasks do not suspend themselves or
synchronize with other ones.

B. Energy assumptions

At every time t, the harvester (e.g. solar panel) draws
energy from the environment. It converts energy into electricity
with instantaneous charging rate P,(t) that incorporates all
losses. The energy harvested in the interval [t1,t5) is given
by E,(t1,t2) = ttf P,(t)dt. The energy consumed in any
unit time-slot is never lower than the energy produced in the
same unit time-slot. Consequently, the residual capacity of
the energy storage never increases whenever a job executes.
The source energy is not controllable and is not necessarily
constant along time.

We may predict incoming energy accurately for near future
with negligible time and energy cost.

An ideal energy reservoir (e.g. super-capacitor or recharge-
able battery) permits to continue operation when there is no
production of energy. The nominal capacity C' of the reservoir
gives the maximum amount of energy that can be stored at
any time. The energy at given time ¢ available in the storage
is E(t). If the reservoir is fully charged at time ¢ and we
continue to charge it, energy is wasted. If the reservoir is
fully discharged at time ¢ (energy depletion), the processor
is passive and executes no task.

In subsequent sections, we assume the periodic task set is
feasible. In other terms, the optimal deadline driven sched-
uler ED-H guarantees to execute the periodic tasks with no
deadline violation and no energy starvation.

IV. THE TB-H SERVER
A. Total Bandwidth for energy harvesting settings

Let us show how to assign the virtual deadlines to the
aperiodic tasks when the energy availability is limited in
each time interval. We have to consider that the fraction of
energy consumed by the aperiodic tasks should not exceed
the aperiodic energy utilization of the server, say Us;.

Lemma 2: Let a periodic task set 7 with average energy
consumption per time unit U,,. Let a stream of aperiodic tasks
processed in FCFS order by a Bandwidth based server with
energy utilization U,s. Let Egy. the total energy demanded
by aperiodic tasks arrived at t; or later and serviced with
deadlines less than or equal to ¢2. Then, we should have

Ues
P,

p

Eape < (E(t1) + (t2 — t1)Pp) 4)

Proof: See [12]

Let us prove that the aperiodic energy utilization does not
exceed %
p

Theorem 2: Let a periodic task set 7 with average energy
consumption per time unit U,,,. Let a stream of aperiodic tasks
processed in FCES order by a Bandwidth based server with
energy utilization U.s. The task set is schedulable only if:

Uep + Ues S Pp~ (5)

Proof: See [12]

The energy required by the aperiodic tasks in a certain
interval of time should never exceed the energy available in
that interval of time. Lemma 1 states that there exists some
interval [t1,?2] where the aperiodic energy demand Egj. is
lower than the energy equal to (E(t1) + (t2 — t1)P,)Ues that
could be available in [t1,t2]. We may draw Theorem 3, the
new deadline assignment method for an aperiodic task under
energy harvesting constraints.

Theorem 3: The k-th aperiodic task that arrives at time ¢t =
r1, should be assigned a virtual deadline as follows:

~ ~ B —E(Tk)
di, = max(ri, di_1) + f%
P

] (6)

Proof: See [12]

Hereafter, the deadline assignment with TB-H (Total
Bandwidth for energy Harvesting systems) is presented.

Theorem 4: Let a periodic task set 7 with average energy
consumption per time unit U,,,. Let a stream of aperiodic tasks
processed in FCFS order by the TB-H server with energy
utilization U,s. The virtual deadline for the aperiodic task Apy
should be computed as follows:

d! = maz(dy, di,) (7

Proof: From formula 1 and formula 6 in Theorem 3, it comes
that formula 7 is satisfied. (J



The TB-H aperiodic task server is illustrated by the follow-
ing pseudo-code:
Require:
t: current time
Apy: Aperiodic task that occurs at time t
1: while True do

2:  if Ap(t) is not empty then

3 d = max(t,dy—1) + [cx/Ups]|
4: d, = maz(t, dk—Nl) + |'61€/U€s-|
5: d£ +— maz(dy, di)

6: assign df to Ap,,

7: insert Ap,, in the ready queue
8: end if

9:  execute the ED-H scheduler
10: end while

Example 1:

The following example illustrates the TB-H deadline assign-
ment procedure when any aperiodic task occurs. A set of three
periodic tasks is considered (see Table I).

TABLE I
PARAMETERS OF THE PERIODIC TASKS

Task C i El’ Di Ti
T1 4 9 9 18
T2 3 12 12 18

We assume that the reservoir capacity is C' = 10 energy
units at ¢ = 0. The rechargeable power is constant along the
hyperperiod, here equal to 4 (P, = 4).

The first aperiodic task Ap; has computation time equal to
1, energy consumption equal to 5, and release time equal to
9. The second aperiodic task with computation time equal to
3 and energy consumption equal to 15 energy units arrives at
t=18.

The periodic processor utilization is U,, = 0.7 and the
periodic energy utilization is U, = 0.875. This leads to get
a bandwidth of processing time U,, = 0.3 and bandwidth of
energy U.s = 0.125 dedicated to the aperiodic tasks.

At time 0, the residual capacity is the greatest one since the
storage unit is full. 7y, the highest priority periodic task, runs
and completes at time 4, consuming 18 energy units. At time
4, the residual capacity is given by Ey, o, —E1+PpxCp = 8. 79
gets the highest priority, and executes completely until time
7 consuming 18 energy units. The residual capacity equals
2 energy units. At time 7, the storage unit is recharging
since the processor is let idle. At time 9, Ap; arrives. The
virtual deadline d; = 13 is computed through equation 1
(due to processing time bandwidth of the server). A second
deadline d; = 17 is computed through equation 6 (due
to energy bandwidth of the server). Finally, the deadline
d{ = mazx(dy, d~1) = 17 is assigned to Ap;.

Apy will be jointly scheduled with the periodic tasks under the
ED-H scheduler using the deadline newly assigned to Ap;. As
time 17 is the earliest deadline to be met in the system, Ap; is

executed immediately, consuming 5 energy units. At time 10,
the highest priority task 7; executes completely according to
ED-H where the residual capacity equals 7. Periodic tasks run
till time 18 where the second aperiodic task Ap, arrives. Ap, is
assigned a deadline dg = 47. Ap, is not executed immediately,
since at time ¢t = 18, there is an active periodic task with
a shorter deadline equal to 27. Tasks of the system execute
timely according to ED-H till the end of the hyperperiod where
the energy reservoir has 8 energy units.

Let us notice that the response times of the aperiodic tasks
Apy and Ap, are respectively 1 unit of time (which is the
lowest possible response time) and 16 units of time.

Fig. 2. Illustrative example for the TB-H server.

We have performed a simulation study to show that TB-H
exhibits better performance in terms of responsiveness com-
pared to basic background approaches. The following section
aims to propose an improved version of TB-H, namely TB*-H.
We will demonstrate how TB*-H could optimize responsive-
ness through additional online computations in comparison to
TB-H.

V. THE TB*-H SERVER

The idea of the TB*-H Server lies in finding a virtual
deadline which is shorter than the deadline obtained by TB-H
while still guaranteeing the feasibility of the periodic tasks.
Clearly, the TB*-H Server is an improvement of the TB-H
server as TB* was an improvement of TB [10].

The deadline assignment of TB*-H works as follows: the
formula given by TB-H serves to determine the deadline of
any aperiodic task which arrives while there is no aperiodic
task present in the system. A recurring formula is then applied
to shorten as much as possible the initial deadline so as to
enhance aperiodic responsiveness. The new deadline leads to
the worst case finishing time of the aperiodic task taking
into account the interferences with the periodic tasks. This
procedure assumes that the periodic tasks are scheduled by
ED-H.

Let us recall from [10] that the formula is:

At =t + e+ L(t+d3) (8)

Where t is the current time, c¢; is the worst case execution
time of the aperiodic task and I,(¢t + dj) represents the



interference on the aperiodic task due to the jobs of the
periodic tasks between t and the deadline. Here the tasks are
scheduled by ED-H. As ED-H is an idling variant of EDF
they use the same rule to select the future active task.

The final deadline assigned to an aperiodic task Apjy by
TB*-H is computed as follows:

df = maz(dj*, dy,) ©)

The pseudo-code of TB*-H is similar to that of TB-H with a
difference in the computation of the virtual deadline. The for-
mal demonstration of optimality of TB*-H server has not been
stated yet. Sub-optimal versions of TB*-H can be implemented
according to the number of iterations which are performed
to determine the sub-optimal virtual deadline. Higher is the
number of iterations, better will be the performance of the
server and higher will be the computing overhead.

Example 2: Let us consider the previous example. The
periodic processor utilization is U,, = 0.7 and the periodic
energy utilization is U, = 0.875. We have U,, = 0.3 and
Ues = 0.125 dedicated to the aperiodic tasks. By applying
equation 8, we obtain d; = 13 for Ap; and d5 = gl% = 25 for
Aps. Through equation 6, we got d; = 17 and dy = 47 for
Ap, and Aps, respectively. Finally, 9 gives us the final dead-
lines df = max(dy,dy) = 17 and d} = max(ds, dy) = 47.
Hence, these values lead to the same schedule as illustrated
for the TB-H server in Figure 2.

VI. PERFORMANCE EVALUATION

In order to assess the performance of TB-H and TB*-H,
we performed a simulation study under Matlab and compared
them with the two servers BEP and BES [11]. Background
with Energy Surplus (BES) serves the aperiodic tasks
whenever there are no periodic tasks ready for execution and
the energy storage is fully replenished. Under Background
with Energy Preserving (BEP), any aperiodic task may
execute only if that does not lead to energy shortage for
future requests of periodic tasks.

The input data of the generator of periodic tasks are number
n of tasks, hyper-period H, processing utilization Up,, and
energy utilization U,,,. Periods and computation times of tasks
are uniformly distributed, in dependance of Uy, = Y ., %
Every task has energy consumption proportional to period.
Periodic task sets are generated so as to guarantee feasibility
in terms of processing time and energy consumption i.e.
Upp < 1 and U, < P, where P, is the average recharging
power.

The input data of the aperiodic tasks are number of desired
tasks m, processing utilization factor Up,s and energy
utilization U.s. A stream of aperiodic tasks with uniform
distribution is generated trough a Poisson arrival pattern.

A simulation run consists of one task set composed of 20
periodic tasks. Simulations are performed on 10 hyperperiods

and every point corresponds to 100 runs. The total processing
load U, incorporates 50% of the periodic processor utilization
Upp and 50% of the aperiodic utilization U,s. The total
energy utilization U, includes 50% of the periodic energy
utilization U, and 50% of the aperiodic energy utilization
Ucs. In this work, we assume that the recharging power P,
does not vary along time.

A. Experiment 1: Average response time of aperiodic tasks

In this first set of experiments, T'B* — H, TB-H, BEP, and
BES servers are compared based on the average response times
of soft aperiodic tasks with respect to the total energy load.

Simulation results are reported in Figure 3.

Up=0.8
T

T
—o— BES
—%- BEP
—%— TB-H

+ - TB*-H

Normalized Response Time

Fig. 3. Aperiodic response time with respect to U,/ Pp, for U,=0.8.

The Total Bandwidth servers offer better performance com-
pared to the two Background servers. The gain is more sig-
nificant as the energy load U, is higher. The major difference
in the performance between T'B* — H and the naive servers
(BEP and BES) appears for heavy energy loads. TB-H and
TB* — H have identical responsiveness when the energy
load is low. They show a slightly different behavior for high
energy conditions. The Total Bandwidth servers provide the
best response time performance still with a highly processing
constrained system (U, = 0.8). For example, if we consider the
performance of T'B* — H when the total energy load equal
to 90%, the aperiodic response time offered is reduced by
at least 28% in comparison with the background strategies.
The optimality of T'B* — H server has to be paid with the
increasing number of shortening steps.

B. Experiment 2: Impact of harvested power and reservoir
capacity on responsiveness

We assessed the impact of the harvested power and the
reservoir capacity on the aperiodic responsiveness of TB-H.
The aperiodic response times on the y-axis are normalized: a
value of 1 on the y-axis corresponds to the shortest response
time, and a value of zero to the worst response time. Figure 4
illustrates the three-dimensional plots of normalized response
time of the TB-H server by sweeping both harvest power and
reservoir capacity for U./P, = 0.8. Five different storage
capacities sweeping from FE,,;, to 9*F,,;, are considered.
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Fig. 4. Impact of storage capacity and harvested energy on Responsiveness
under the TB-H server.

Figure 4 shows that, in addition to the total energy uti-
lization, the harvested power P, and the reservoir capacity
E\in also affect the performance of TB-H. For weakly energy
constrained systems, TB-H exhibits good aperiodic responsive-
ness. For highly energy constrained system, its performance
degrades by at least 20%. In all experiments, the higher the
harvested power and/or the reservoir capacity, the better the
response time achieved by TB-H. This appears because of the
excess of energy introduced by the power or the reservoir.
As shown in the plots, the reservoir capacity has the most
impact on responsiveness since the improvement in reducing
the normalized response time is significant with the increase
of the reservoir capacity, e.g. the response time is reduced by
49% when rising from E,;, to 9* E,,;,, and by only 6% when
sweeping from P, to 8 x P, in Figure VI-B.

C. Experiment 3: Time overhead of the different servers

Implementation overheads are evaluated as a function of
total processing utilization U, / P,. Figure 5 shows the normal-
ized overhead introduced by BEP, BES, TB-H, and TB* — H
algorithms with U,, = 0.8.

The Total Bandwidth servers are more efficient than BEP
by 19.5%. The BES server incurs less overhead than all other
servers.

VII. CONCLUSION

Wireless sensors are used for real-time monitoring and
control. They implement both aperiodic and periodic tasks.
Periodic tasks have regular arrival times and hard deadlines
whereas aperiodic tasks have irregular arrival times and no
deadline. As a consequence, we have to provide a flexible
scheduler able to satisfy deadlines of the periodic tasks and
minimal responsiveness for the aperiodic tasks. In this paper,
we presented a new family of task schedulers for enhancing
aperiodic responsiveness in energy harvesting sensors [12].
The first server, namely TB-H is an extension of the Total
Bandwidth server introduced by Spuri and Buttazzo in 1994. It
consists first in computing a virtual deadline to any occurring
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g. 5. Overhead for high processing utilization.

aperiodic task so as to guarantee no deadline violation and
no energy starvation and second in inserting the aperiodic
task into a single ready queue. A refinement of TB-H called
T B*— H has been proposed. Even if not yet proved, optimality
of TB* — H is intuitive as regard the optimality of the
server T'B* stated in 1997 with no consideration of energy.
Simulation results bring to light that the new servers TB-
H and TB* — H allow significant reductions in aperiodic
response times compared to classical Background approaches.
This paper also outlined the advantages of the ED-H scheduler
which is the energy harvesting aware version of the famous
EDF scheduler.

Scheduling dependent tasks with resource access under energy
harvesting settings is currently under study which also shows
the potential of the dynamic priority scheduler ED-H for
designing flexible self powered sensors.
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