
HAL Id: hal-03215159
https://hal.science/hal-03215159

Submitted on 3 May 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Hydrodynamic Stability Analysis of CTEI
Jun-Ichi Yano

To cite this version:
Jun-Ichi Yano. Hydrodynamic Stability Analysis of CTEI. Journal of the Atmospheric Sciences, In
press, �10.1175/JAS-D-21-0246.1�. �hal-03215159�

https://hal.science/hal-03215159
https://hal.archives-ouvertes.fr


Hydrodynamic Stability Analysis of CTEI1

jun-ichi Yano∗2
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ABSTRACT

A key question of the cloud-topped well-mixed boundary layer, consisting

of stratocumulus clouds, is when and how this system transforms into trade-

cumulus. For years, the cloud-top entrainment instability (CTEI) has been

considered as a possible mechanism for this transition. However, being based

on the local parcel analyses, the previous theoretical investigations are limited

in applications. Here, a hydrodynamic stability analysis of CTEI is presented

that derives the linear growth rate as a function of the horizontal wavenum-

ber. For facilitating analytical progress, a drastically simplified treatment of

the buoyancy perturbation is introduced, but in a manner consistent with the

basic idea of CTEI. At the same time, the formulation is presented in a gen-

eral manner that the effects of the wind shear can also be included. Under

an absence of the wind shear, a well-mixed layer can become unstable due to

the CTEI for horizontal scales larger than the order of the mixed–layer depth

(c.a., 1 km). The characteristic time scale for the growth is about one day, thus

the CTEI is a relatively slow process compared to a typical deep-convective

time scale of the order of hours. A major condition required for the instability

is a higher efficiency of the evaporative cooling against a damping due to a

mechanical mixing by cloud–top entrainment. Regardless of relative efficien-

cies of these two processes, the entrainment damping always dominates, and

the CTEI is not realized in the small scale limit.
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1. Introduction28

The cloud-top entrainment instability (CTEI: Deardorff 1980) is considered a major potential29

mechanism for the transition of the stratocumulus to the trade cumulus over the marine subtropics30

(c f ., Stevens 2005 as an overview). The basic mechanism of CTEI resides on a possibility that31

an environmental air entrained into the cloud from the top can be dry enough so that its mixing32

with the cloudy-air leads to evaporation of the cloud water, and induces a sufficient negative buoy-33

ancy, leading to further entrainments of the environmental air from the cloud top. The process is34

expected to finally lead to a transition of stratocumulus into cumuli. A critical review of this pro-35

cess is provided by Mellado (2017), with the review itself even refuting CTEI as further discussed36

in the end in Sec. 5. Bretherton and Wyant (1997), and Lewellen and Lewellen (2002) propose37

decoupling as an alternative theoretical possibility.38

However, the existing literature examines CTEI, mostly, in terms of a local condition, such as39

a buoyancy anomaly at the cloud top (inversion height). Such a parcel–based analysis leads to40

a criterion for instability in terms of a sign of buoyancy (e.g., Deardorff 1980, Randall 1980,41

MacVean and Mason 1990, Duynkerke 1993). This type of approaches does not provide a full42

dynamical picture of the instability, including a quantitative estimate of a growth rate as a function43

of a horizontal scale (or a wavenumber), and a spatial structure of a preferred instability mode.44

The qualitative nature of the existing criteria for CTEI makes it also difficult to test these criteria45

observationally (c f ., Albrecht et al. 1985, 1991, Kuo and Schubert 1988, Stevens et al. 2003,46

Mathieu and Lahellec 2005, Gerber et al. 2005, 2013, 2016). Most fundamentally, a finite time47

would be required for CTEI to realize. Unfortunately, bulk of existing theories does not tell how48

long we have to wait to observe CTEI.49
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A fundamental limitation of existing CTEI studies arises from a fact that these analyses concern50

only with a sign of a local buoyancy (or vertical eddy buoyancy flux), without properly putting it51

into a framework of the hydrodynamic instability (c f ., Drazin and Reid 1981). Such a dynami-52

cally consistent theoretical analysis of the instability couples a given local instability with a full53

hydrodynamics. It is a standard approach in the midlatitude large–scale dynamics to interpret the54

synoptic cyclones in this manner in terms of the baroclinic instabilities (c f ., Hoskins and James55

2014). In the author’s knowledge, a hydrodynamic stability analysis is still to be performed for56

CTEI, probably an exception of Mellado et al. (2009: c f ., Sec. 2.c). Thus is the goal of the study57

so that a growth rate of CTEI is obtained as a function of the horizontal scale.58

A basic premise of the present study is to treat the evolution of the cloud–top inversion height59

with time explicitly so that, in principle, its evolution until an ultimate transform of stratocumulus60

into trade cumulus can be evaluated. A linear analysis performed herein is a first step towards61

this goal. As of any theoretical studies, the present analysis does not intend to provide a full62

answer to the problem. A more important purpose of the study is to show how dynamically–63

consistent instability analyses can be performed in problems of cloud–topped boundary layers,64

taking CTEI as an example. The author expects that more studies will follow along this line for65

better elucidating the dynamics of the cloud–topped boundary layers.66

The present study considers an evolution of a resolved circulation under CTEI, which may be67

contrasted with some studies. The latter deal CTEI primarily as a process of generating kinetic68

energy for smaller–scale eddies, which directly contribute to vertical eddy transport at the top69

of the well–mixed layer associated with entrainment (e.g., Lock and MacVean 1999, Katzwinkel70

et al. 2012). An overall approach of the present study may be compared with that for the mesoscale71

entrainment instability by Fiedler (1984: see also Fiedler 1985, Rand and Bretherton 1993). As72

a major difference, the entrainment induces negative buoyancy by evaporative cooling of clouds73
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in the present study, whereas Fielder considered an enhancement of cloudy–air positive buoyancy74

by entrainment of stable upper–level air. At a more technical level, the present study considers75

a change of the buoyancy jump crossing the inversion with time, but fixing the entrainment rate.76

In Fiedler (1984), in contrast, the main role of the inversion jump is to constraint the entrainment77

rate.78

The model formulation, that couples a conventional parcel–based CTEI analysis with a full79

hydrodynamics, is introduced in the next section. A perturbation problem is developed in Sec. 3,80

and some simple solutions are presented in Sec. 4. The paper concludes with the discussions in81

the last section.82

2. Formulation83

A well-mixed boundary layer is considered. We assume that the mixed layer is cloud topped.84

However, the cloud physics, including the condensation, is treated only implicitly.85

a. Rationales86

An essence of CTEI is that a mixing of the free-troposphere air from the above with a cloudy air87

within stratocumulus leads to evaporation of cloud water due to a dry and relatively high tempera-88

ture of the entrained free-atmospheric air, but the evaporative cooling, in turn, makes the entrained89

air colder than the surrounding stratocumulus-cloud air, leading to a convective instability that90

drives the evaporated mixed air further downwards (Deardorff 1980, Randall 1980). Though less91

frequently considered, a possible reverse process is an intrusion of the cloudy air from the stra-92

tocumulus cloud into the free troposphere (e.g., MacVean and Mason 1990, Dyunkereke 1993).93

In this case, when the detrained air is moist enough, it can be more buoyant than the environment94

due to the virtual effect. Buoyancy induces a further ascent, the ascent leads to adiabatic cooling,95

the cooling may lead to further condensation of water vapor, and resulting condensative heating96

can drive the cloudy air further upwards.97
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The present study explicitly describes the deformation of the cloud–top inversion height with98

time, associated both with evaporation of cloudy air by cloud–top entrainment as well as intrusion99

of cloudy air into free troposphere. The resulting deformation may ultimately lead to transform of100

stratocumulus into trade cumulus. We will consider the associated processes under a drastically101

simplified mixed-layer formulation, but still taking into account of the basic CTEI processes just102

described. The drastic simplification facilitates the analysis of the coupling of these processes with103

a full dynamics in a form of hydrodynamic stability analysis.104

Based on these rationales, a simple mixed–layer formulation for describing CTEI is introduced105

in the next subsection. It is coupled with a full hydrodynamics introduced in Secs. c and d.106

b. A mixed-layer formulation for the buoyancy107

We consider a well-mixed cloud-topped boundary layer with a depth (inversion height), zi. The108

basic model configuration is shown in Fig. 1. As a key simplification, we assume that the buoy-109

ancy, b, is vertically well mixed. Clearly, this is a very drastic simplification. Under standard110

formulations (e.g., Deardorff 1980, Schubert et al. 1979), the buoyancy anomaly is expressed by111

a linear relationship with the two conservative quantities, which are expected to be vertically well112

mixed. For these two quantities, we may take the equivalent potential temperature and the total113

water, for example. However, the buoyancy is not expected to be vertically well mixed, because the114

coefficients for this linear relationship are height dependent (c f ., Eq. 3.15 of Schubert et al. 1979,115

Eqs. 15 and 22 of Deardorff 1976). Thus, a drastic simplification in the present formulation is,116

more precisely, to neglect the height-dependence of these coefficients. However, we expect that117

drawbacks with these simplifications are limited, because only a perturbation of the buoyancy field118

is considered in the following. As a major consequence, a possibility of decoupling (Bretherton119

and Wyant 1997, Lewellen and Lewellen 2002) is excluded, thus the study focuses exclusively on120

CTEI.121

6



Under these drastic simplifications, the buoyancy, b, in the well-mixed layer is described by122

zi(
∂

∂ t
+< u >

∂

∂x
)< b >= w′b′0 −w′b′−− ziQR (2.1)123

by following a standard formulation for the well-mixed boundary layer (e.g., Eqs. 3.1 and 3.3124

of Schubert et al. 1979, Eq. 2.1 of Stevens 2006). Here, the bracket, <>, designates a vertical125

average over the well-mixed layer. Strictly speaking, a deviation from a vertical average may exist,126

but we simply neglect these contributions in the formulation. A two–dimensional configuration has127

been assumed for a sake of simplicity. A full three–dimensional analysis would be substantially128

more involved without any practical benefits.129

Here, we have introduced the variables as follows: t the time, x a single horizontal coordinate130

considered, u the horizontal wind velocity, w′b′ the vertical buoyancy flux with the subscripts, 0131

and −, designating the values at the surface and at the level just below the inversion (i.e., zi−),132

respectively; QR is the loss of buoyancy due to the radiative cooling over the well-mixed layer.133

Note that the buoyancy flux is discontinuous over the inversion associated with a discontinuity of134

the buoyancy (c f ., Fig. 1).135

Under a standard formulation (c f ., Eqs. 1 and 2 of Deardorff 1980), the vertical eddy flux just136

below the inversion level may be expressed in terms of the entrainment rate, we(> 0), and a jump,137

∆b= b+−< b>, of the buoyancy over the inversion (with b+ the free troposphere value at z= zi+)138

as139

w′b′− =−we∆b. (2.2)140

Here, standard CTEI criteria (Deardorff 1980, Randall 1980) require w′b′− > 0 or ∆b < 0. When141

this condition is satisfied, the induced negative buoyancy is expected to induce further cloud–top142

entrainment, which induces further negative buoyancy: that is an essence of CTEI as described in143

the last subsection. Extensive CTEI literature focuses on defining this condition carefully due to a144
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subtle difference between the inversion buoyancy jump and an actual buoyancy anomaly generated145

by a cloud–top mixing (c f ., Duynkerke 1993). However, the present study bypasses this subtlety,146

being consistent with the already–introduced simplifications concerning the buoyancy.147

In the following, we only consider the perturbations by setting:148

zi = z̄i +η,149

< b >=< b̄ >+< b >′,150

151

where a bar and a prime designate equilibrium and perturbation values, respectively. An exception152

to this rule is the perturbation inversion height designated as η . For simplicity, we assume that we,153

w′b′0, and QR do not change by perturbations. See the next subsection for the discussions on the154

basic state, z̄i and < b̄ >.155

A perturbation on the buoyancy jump may be given by156

∆b′ =

(

db̄

dz

)

η−< b >′ . (2.3)157

Here, the first term is obtained from a geometrical consideration (Fig. 2), assuming that the158

buoyancy profile above the inversion does not change by deepening of the mixed layer, thus159

b′+ = (db̄/dz)η , where db̄/dz (> 0) is a vertical gradient of the free–troposphere buoyancy. Thus,160

a positive displacement, η > 0, of the inversion induces a positive buoyancy perturbation, ∆b′ > 0.161

We further extrapolate this formula downwards, thus ∆b′ < 0 with η < 0 (i.e., entraining air into162

the mixed layer), as expected by evaporative cooling under the CTEI. Note that under the present163

formulation, entrainment directly induces a deformation of the inversion height, as a consequence164

of cloud evaporation. Both tendencies would induce further displacements of the inversion, and165

this positive feedback chain would induce an instability. To see this process more explicitly, the166

buoyancy equation must be coupled with a hydrodynamic system, as going to be introduced in167

next two subsections.168
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The second term in Eq. (2.3) simply states how a buoyancy perturbation, < b >′, of the mixed169

layer modifies the buoyancy jump, ∆b′, at the inversion. As we see immediately below, these two170

terms have different consequences by entrainment.171

Substitution of Eq. (2.3) into Eq. (2.2) reduces Eq. (2.1) into172

[z̄i(
∂

∂ t
+< u >

∂

∂x
)+we]< b >′= αη, (2.4)173

where174

α = we

(

db̄

dz

)

−QR (2.5)175

measures a feedback of the inversion height anomaly, η , on the buoyancy anomaly, < b >′. Here,176

we expect α > 0. As already discussed above, the first term in Eq. (2.5) shows that displacements177

of the inversion tend to enhance the buoyancy perturbation. The second term is a negative radiative178

feedback, arising from the fact the total radiative cooling rate of the mixed layer changes by the179

inversion–height displacement. Negative feedback of radiation on CTEI has been pointed out by180

e.g., Moeng and Schumann (1991), Moeng et al. (1995).181

Eq. (2.4) contains the two competitive processes arising from the cloud–top entrainment: the182

first is a mechanical mixing as its direct consequence, that leads to a damping, as indicated by183

the last term in the left–hand side. The second is the evaporative cooling induced as an indirect184

consequence of the cloud–top entrainment, but more directly as a consequence of the inversion–185

height displacement, as seen in the right–hand side. The latter may induce instability. The first186

effect is independent of scales, whereas the second depends on scales, as further discussed with187

Eq. (3.8) below. The scale–dependence of the latter leads to a scale dependence of the CTEI188

growth rate as will be shown in Sec. 4.189

c. Basic state190
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To introduce a hydrodynamics, we adopt a two-layer system with constant densities (c f ., Fig. 1),191

closely follozing a standard formulation for the analysis of the Kelvin–Helmholz instability as192

presented e.g., in Ch. 4 of Drazin and Reid (1981). The first layer with a density, ρ1, represents193

the well-mixed layer below, and the second with a density, ρ2, the free troposphere above. To194

some extent, this formulation can be considered a local description of the dynamics around the195

top of the well-mixed layer (the inversion height), z = zi, although the bottom (surface: z = 0)196

and the top (z → +∞) boundary conditions are considered explicitly in the following. A height197

dependence of the density can be introduced to this system, and so long as the density-gradient198

scale is much larger than a vertical scale of the interest, the given system is still considered a good199

approximation. Under this generalization, for the most parts in the following, the density values,200

ρ1 and ρ2, refer to those at the inversion height, z = zi. We also assume that the horizontal winds,201

given by U1 and U2, are constant with height in each layer. Thus, we may re-set U1 =< u > in the202

formulation of the last subsection.203

Here, an assumed sharp interface is a necessary simplification for treating the essential fea-204

tures of the CTEI in lucid manner, although both recent observational (Lenschow et al. 2000,205

Katzwinkel et al. 2012) and modeling (Moeng et al. 2005) studies show that the inversion actually206

constitutes a finite–depth layer with rich morphologies. Mellado et al. (2009) consider a Rayleigh-207

Taylor instability problem by inserting a positive density anomaly over this thin inversion layer.208

Their study may be considered an extension to three layers of the present formulation. However,209

in contrast to the present study, the fluid density is assumed a passive scalar and no possibility of210

its change associated with evaporation effects is considered.211
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We assume that the basic state is under a hydrostatic balance, thus the pressure field is given by212

p =



















pi −ρ1g(z− zi) 0 ≤ z ≤ zi

pi −ρ2g(z− zi) z > zi

(2.6)213

where pi is a constant pressure value at the inversion height.214

The inversion height, zi, is described by (c f ., Eq. 4 of Stevens 2002, Eq. 31 of Stevens 2006):215

(
∂

∂ t
+u j

∂

∂x
)zi = w+we (2.7)216

for both layers with j = 1, 2. Its steady basic state, z̄i, is defined by the balance:217

w̄+we = 0. (2.8)218

Here, w̄ is a height-dependent background vertical velocity defined below. When w̄ < 0, we iden-219

tify an equilibrium state at a certain height. Especially, when w̄ is a monotonous function of the220

height, the equilibrium inversion height is unique. On the other hand, when w̄ > 0, there is no221

equilibrium height for the inversion, thus we may generalize above as222

˙̄zi = w̄+we223

with the rate, ˙̄zi, of change of the basic inversion height. In the latter case, the perturbation is224

applied against an unsteady state with ˙̄zi 6= 0. In the following, we further assume a constant225

background divergence, D, thus226

w̄ =−Dz.227

Finally, the basic state, < b̄ >, for the mixed-layer buoyancy is defined from Eq. (2.1) assuming228

a steady and homogeneous state. It transpires that the basic state is obtained from a balance229

between three terms in the right hand side. Unfortunately, deriving the basic-state explicitly for230

< b̄ > is rather involved with a need of specifying the dependence of w′b′0 and QR on < b > (i.e.,231
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specifications of physical processes). Here, we do not discuss this procedure, because this problem232

is, for the present purpose, circumvented by simply prescribing a mean state, < b̄ >. As it turns233

out, the value of < b̄ > does not play any direct role in the instability problem.234

d. Perturbation problem235

For developing a perturbation problem, we assume that the perturbations satisfy the following236

boundary conditions (with the prime suggesting perturbation variables):237

(i) u′ → 0 as z →+∞ (2.9a)238

(ii) w′ = 0 at the bottom surface, z = 0 (2.9b)239

(iii) The pressure is continuous by crossing the inversion, z = zi, thus240

p′1 −ρ1gη = p′2 −ρ2gη (2.9c)241

at z = z̄i after linearization. Furthermore, we may note that the perturbation equation for the242

inversion height is given by243

(
∂η

∂ t
+U j

∂η

∂x
) =−Dη +w′ (2.9d)244

for j = 1 and 2.245

The perturbation equations for the dynamics are given by246

(
∂

∂ t
+U j

∂

∂x
)w′

j =−
1

ρ j

∂ p′j

∂ z
+b′j (2.10a)247

(
∂

∂ t
+U j

∂

∂x
)u′j =−

1

ρ j

∂ p′j

∂x
(2.10b)248

249

for j = 1 and 2. Here, the buoyancy perturbation equation for the lower layer ( j = 1) is given250

by setting b′1 = b′ in Eq. (2.4). In the upper layer ( j = 2), we simply set b′2 = 0. Nonvanishing251

buoyancy perturbation in the upper layer (free troposphere) would contribute to the gravity-wave252

dynamics (c f ., Fiedler 1984). We simply neglect this contribution.253
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We further introduce the perturbation vorticity, ζ ′, and streamfunction, ψ ′, so that254

ζ ′ =
∂u′

∂ z
−

∂w′

∂x
=△ψ ′, w′ =−

∂ψ ′

∂x
, u′ =

∂ψ ′

∂ z
, (2.11a, b, c)255

and for a later purpose, it is useful to note from Eqs. (2.11a, b):256

∂ζ ′

∂x
=−△w′. (2.11d)257

The perturbation equations for the vorticity in both layers are obtained from Eqs. (2.10a, b):258

(
∂

∂ t
+U1

∂

∂x
)ζ ′

1 =−
∂b′1
∂x

, (2.12a)259

(
∂

∂ t
+U2

∂

∂x
)ζ ′

2 = 0. (2.12b)260

261

3. Stability Analysis262

The perturbation problem is solved for the dynamics and the buoyancy separately in the follow-263

ing two subsections. Each leads to an eigenvalue problem.264

a. Dynamics problem265

The solutions for the upper layer is obtained in a relatively straightforward manner. From266

Eq. (2.12b), we find an only solution satisfying the condition of the vanishing perturbation flow267

towards z →+∞ (2.9a) is ζ ′
2 = 0, thus268

△ψ ′
2 = 0,269

whose solution consistent with the boundary condition (2.9a) is270

ψ ′
2 = ζ̂2eikx−k(z−z̄i)+σt .271

Here, both the horizontal and the vertical scales are characterized by a single parameter, k, which272

is assumed to be positive; σ is a growth rate. It immediately follows that we may set273

w′
2 = ŵ2eikx−k(z−z̄i)+σt , (3.1a)274

p′2 = p̂2eikx−k(z−z̄i)+σt , (3.1b)275

276
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where ζ̂2, ŵ2, and p̂2 are the constants to be determined. The same conventions for the notation277

are also applied to the lower-layer solutions below.278

The treatment of the lower layer is slightly more involved, because the vorticity is forced by the279

buoyancy. Nevertheless, by taking into account of the bottom boundary condition (2.9b), we may280

set:281

ζ ′
1 = ζ̂1 sinmzeikx+σt , (3.2a)282

w′
1 = ŵ1 sinmzeikx+σt , (3.2b)283

p′1 = p̂1 cosmzeikx+σt , (3.2c)284

b′1 = b̂1 sinmzeikx+σt . (3.2d)285

286

Here, in the lower layer, the horizontal and the vertical scales are characterized by different287

wavenumbers, k and m. Note that at this stage, a possibility that the vertical wavenumber, m,288

is purely imaginary as in the upper layer is not excluded, but it is only excluded a posteori.289

From Eq. (2.12a), we find290

ζ̂1 =−
ikb̂1

σ + ikU1
.291

It immediately follow from Eq. (2.11d) that292

ŵ1 =
k2

(k2 +m2)(σ + ikU1)
b̂1 (3.3a)293

or294

b̂1 =
(k2 +m2)(σ + ikU1)

k2
ŵ1. (3.3b)295

Note that Eq. (3.3a) corresponds to Eq. (2.53) of Fiedler (1984). Substitution of Eq. (3.3b) into296

Eq. (2.10a) further finds:297

p̂1 =−
ρ1m

k2
(σ + ikU1)ŵ1. (3.4a)298
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A similar procedure applied to the upper layer leads to:299

p̂2 =
ρ2

k
(σ + ikU2 + k ˙̄zi)ŵ2. (3.4b)300

Application of the height perturbation equation (2.9d) to both layers leads to:301

ŵ1 =
σ + ikU1 +D

sinmz̄i
η̂ , (3.5a)302

ŵ2 = (σ + ikU2 +D)η̂, (3.5b)303

304

and further substitution of Eqs. (3.5a) and (3.5b), respectively, into Eqs. (3.4a) and (3.4b) results305

in306

p̂1 =−
ρ1m

k2
(σ + ikU1)(σ + ikU1+D)

η̂

sinmz̄i

, (3.6a)307

p̂2 =
ρ2

k
(σ + ikU2 +D)(σ + ikU2 + k ˙̄zi)η̂. (3.6b)308

309

Finally, substitution of Eqs. (3.6a, b) into the pressure boundary condition (2.9c) leads to an eigen-310

value problem to be solved:311

−ρ1
m

k2
(σ + ikU1)(σ + ikU1 +D)cotmz̄i −

ρ2

k
(σ + ikU2 +D)(σ + ikU2 + k ˙̄zi)− (ρ1−ρ2)g = 0.

(3.7)312

b. Buoyancy problem313

Another eigenvalue problem is obtained from the buoyancy equation (2.4). By substitution of314

the general solutions, we obtain315

[z̄i(σ + ikU1)+we]< sinmz > b̂1 = αη̂.316

Here, the vertical average, < sinmz >, is evaluated by317

< sinmz >=
1

z̄i

∫ z̄i

0
sinmzdz =−

1

mz̄i
cosmz

∣

∣

∣

∣

z̄i

0

=
1− cosmz̄i

mz̄i
.318

Thus,319

η̂ =
1

αmz̄i
[z̄i(σ + ikU1)+we](1− cosmz̄i)b̂1. (3.8)320
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On the other hand, by combining Eqs. (3.3b) and (3.5a), we obtain321

b̂1 =
(k2 +m2)(σ + ikU1)(σ + ikU1 +D)

k2 sinmz̄i
η̂ . (3.9)322

By substituting Eq. (3.9) into Eq. (3.8), we obtain the second eigenvalue problem323

(k2+m2)(σ + ikU1)(σ + ikU1+D)[z̄i(σ + ikU1)+we](1−cosmz̄i)−αmk2z̄i sinmz̄i = 0. (3.10)324

As it turns out from the result of Sec. 4, a main balance in Eq. (3.9) that controls the system is:325

(k2 +m2)η̂ ∼ b̂1, (3.11)326

thus the interface is displaced by the buoyancy more efficiently for larger horizontal scales (i.e.,327

the smaller k2). A larger interface displacement, η̂ , leads to stronger evaporative cooling, thus the328

system becomes more unstable for the larger scales as will be found in Sec. 4.329

c. Eigenvalue problems330

As the analysis of the last two subsections show, the stability problem reduces to that of solving331

the two eigenvalue problems given by Eqs. (3.7) and (3.10). Here, the problem consists of defining332

two eigenvalues: the growth rate, σ , and the vertical wavenumber, m, of the mixed layer for a given333

horizontal wavenumber, k. Thus, two eigen-equations must be solved for these two eigenvalues.334

In the following, we first nondimensionalize these two eigen-equations, then after general dis-335

cussions, derive a general solution for the growth rate obtained from a nondimensionalized version336

of Eq. (3.7). This solution has a general validity. It also constitutes a self-contained solution when337

a coupling of the dynamical system considered in Secs. 2.c and 3.a with the buoyancy is turned338

off by setting α = 0 in Eq. (2.4).339

We note in Eq. (3.7) that a key free parameter of the problem is:340

µ =
m

k
cotmz̄i. (3.12a)341
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A key parameter in Eq. (3.10) is α , which is nondimensionalized into:342

α̃ = (kg3)−1/2α. (3.12b)343

Nondimensional versions of Eqs. (3.7) and (3.10) are given by344

µ(σ̃ + iŨ1)(σ̃ + iŨ1 + D̃)+ ρ̃(σ̃ + iŨ2 + D̃)(σ̃ + iŨ2 + ˙̃zi)+(1− ρ̃) = 0,345

(3.13a)346

(1+ m̃2)(σ̃ + iŨ1)(σ̃ + iŨ1+ D̃)[z̃i(σ̃ + iŨ1)+ w̃e](1− cosm̃z̃i)− α̃m̃z̃i sin m̃z̃i = 0,347

(3.13b)348

349

where the nondimensional parameters and variables are introduced by:350

σ̃ = (kg)−1/2σ , Ũ j = (k/g)1/2U j, D̃ = (kg)−1/2D, (3.14a, b, c)351

ρ̃ = ρ2/ρ1, ˙̃zi = (k/g)1/2 ˙̄zi, w̃e = (k/g)1/2we, (3.14d, e, f)352

m̃ = m/k, z̃i = kz̄i (3.14h, g)353

354

for j = 1, 2. Note that a tilde ˜ is added for designating the nondimensional variables.355

A convenient general strategy for solving this set of eigen-equations would be to first solve356

Eq. (3.13a) for σ̃ , and by substituting this result, solve Eq. (3.13b) for m̃. Note that Eq. (3.13a)357

is only the second order in respect to σ̃ , thus an analytical solution for the latter is readily ob-358

tained. On the other hand, the resulting equation by substituting this result into Eq. (3.13b) is359

transcendental in respect to m̃. Thus the solution for m̃ must be sought numerically in general360

cases.361

The general solution for the growth rate, σ̃ , obtained from Eq. (3.13a) is:362

σ̃ =−iŨ1
µ + ρ̃∆U

µ + ρ̃
−

(µ + ρ̃)∆D̃+ ρ̃∆ ˙̃zi

2(µ + ρ̃)
Ũ1363

±
(µρ̃)1/2Ũ1

µ + ρ̃
{(1−∆U)2(1− R̃i)+

ρ̃

4µ
[∆ ˙̃zi +

µ + ρ̃

ρ̃
∆D̃]2 + i(1−∆U)∆ ˙̃zi}

1/2. (3.15)364

365
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Here, for simplifying the final expression, some nondimensional parameters have been normalized366

by Ũ1:367

∆U = Ũ2/Ũ1, ∆ ˙̃zi = ˙̃zi/Ũ1, ∆D̃ = D̃/Ũ1. (3.16a, b, c)368

Furthermore, a Richardson number, R̃i, is introduced by:369

R̃i =
(µ + ρ̃)(1− ρ̃)

µρ̃Ũ2
1 (1−∆U)2

=
(g

k

) (µρ1 +ρ2)(ρ1 −ρ2)

µρ1ρ2(U1 −U2)2
. (3.16d)370

Note especially that the system is unstable when R̃i < 1 and the shear is strong enough. However,371

both the deepening, ˙̃zi(> 0), of the mixed layer and the divergence, D̃(> 0) tend to suppresses the372

destabilization tendency.373

4. Simple Solutions374

a. Simplest case375

The general solution (3.15) is clearly a rich source of instabilities, including a contribution of the376

shear with Ri, that is clearly worthwhile for further investigations (c f ., Brost et al. 1982, Kurowski377

et al. 2009, Mellado et al. 2009, Katzwinkel et al. 2012, Malinowski et al. 2013). However, for378

focusing on the CTEI problem, we turn off here the background winds Ũ1 = Ũ2 = 0. In this379

subsection, we consider the simplest case by further setting ˙̃zi = D̃ = 0. As a result, the growth380

rate obtained from Eq. (3.13a) reduces to:381

σ̃ 2 =−
1− ρ̃

µ + ρ̃
. (4.1a)382

It suggests that when the system is unstable (i.e., R(σ̃)> 0), the mode is purely growing with no383

imaginary component. These simplifications also make the structure of the solution much simpler:384

we find immediately from Eq. (3.3a) that the mixed–layer vertical velocity, w′
1, is in phase with385

the buoyancy perturbation, b′1, with the same sign, i.e., w′
1 ∼ b′1. Same wise, we find w′

1 ∼ w′
2 ∼ η386

from Eqs. (3.5a, b), and −p′1 ∼ p′2 ∼ η from Eqs. (3.6a, b).387
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Remainder of this subsection provides a self–contained mathematical description of how a388

closed analytic solution is derived. Readers who wish only to see the final results may proceed389

directly to the last two paragraphs of this subsection.390

Eq. (3.13b) reduces to:391

(1+ m̃2)σ̃ 2(z̃iσ̃ + w̃e)(1− cosm̃z̃i)− α̃m̃z̃i sinm̃z̃i = 0. (4.1b)392

We immediately notice that by substituting an explicit expression (4.1a) for σ̃ 2 into Eq. (4.1b), the393

latter further reduces to:394

−(1+ m̃2)
1− ρ̃

µ + ρ̃
(z̃iσ̃ + w̃e)(1− cosm̃z̃i)− α̃m̃z̃i sinm̃z̃i = 0. (4.1c)395

Here, a term with σ̃ is left unsubstituted for an ease of obtaining a final result later.396

When the dynamics is not coupled with the buoyancy anomaly with α̃ = 0, there are three397

possible manners for satisfying Eq. (4.1c): setting m̃2 =−1, σ̃ =−w̃e/z̃i, or cos m̃z̃i = 1. The first398

possibility leads to399

µ = coth z̃i.400

In this case, µ is always positive so long as z̃i > 0. Thus, the system is always stable so long as it401

is stably stratified with ρ̃ < 1 according to Eq. (4.1a). The second gives a damping mode with the402

value of µ to be defined from Eq. (4.1a) by substituting this expression for σ̃ . The last possibility403

leads to µ →+∞, thus the system becomes neutrally stable.404

On the other hand, when the dynamics is coupled with the buoyancy anomaly with α̃ 6= 0, the405

parameter µ may turn negative, thus the solution (4.1a) may become unstable. Here, recall the406

definition (3.12a) of this parameter, in which cot m̃z̃i is a monotonously decreasing function of407

m̃z̃i, and it changes from +∞ to −∞ as m̃z̃i changes from 0 to π , passing cot m̃z̃i = 0 at m̃z̃i = π/2.408

For focusing on the state with cot m̃z̃i negative enough, we take the limit towards m̃z̃i → π , and set:409

m̃z̃i = π −∆m̃z̃i. (4.2)410
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We expect that (0 <)∆m̃z̃i ≪ 1411

Note that m̃z̃i = π corresponds to a solution that the perturbation vertical velocity vanishes ex-412

actly at the inversion level, z = z̄i, and as a result, the disturbance is strictly confined to the mixed413

layer without disturbing the inversion interface. In this case, no buoyancy anomaly is induced.414

Eq. (4.2) with m̃z̄i < π suggests that the perturbation vertical velocity slightly intrudes into the415

free atmosphere.416

Under the approximation (4.2), we obtain417

sinm̃z̃i ≃ ∆m̃z̃i, (4.3a)418

cos m̃z̃i ≃−1 (4.3b)419

420

as well as421

µ ≃−m̃(∆m̃z̃i)
−1, (4.4)422

where423

m̃ ≃ π/z̃i = π/kz̄i (4.5)424

from the leading-order expression in Eq. (4.2). Note that from Eq. (4.4) and an assumption of425

|∆m̃z̃i| ≪ 1, we also expect |µ| ≫ 1. As a result, in the growth rate (4.1a), µ becomes dominant in426

denominator, and it reduces to:427

σ̃ 2 ≃−
1− ρ̃

µ
≃

1− ρ̃

m̃
∆m̃z̃i. (4.6)428

By substituting all the approximations introduced so far into Eq. (4.1c):429

2(1+ m̃2)
1− ρ̃

m̃
(∆m̃z̃i) [z̃iσ̃ + w̃e]− α̃m̃z̃i∆m̃z̃i ≃ 0.430

Two major terms share a common factor, ∆m̃z̃i, that can simply be dropped off, and a slight re-431

arrangement gives:432

σ̃ +
w̃e

z̃i
≃

α̃

2(1− ρ̃)

m̃2

1+ m̃2
.433
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It leads to a final expression:434

σ̃ =−D̃+ Ã, (4.7)435

where436

D̃ =
w̃e

z̃i
= k−1/2D̃0, (4.8a)437

Ã =
α̃

2(1− ρ̃)

(

m̃2

1+ m̃2

)

= k−1/2ϖ̃(k)Ã0 (4.8b)438

439

with the coefficients, D̃0 and Ã0, and a function, ϖ̃(k), defined by:440

D̃0 =
we

g1/2z̄i

∼ 10−4km−1/2, (4.9a)441

Ã0 =
α

2(1− ρ̃)g3/2
∼ 10−4km−1/2, (4.9b)442

ϖ̃(k) = [1+(kz̄i/π)2]−1. (4.9c)443

444

Here, the order of magnitude estimates above are based on the values listed in the Appendix. By445

further substituting the expressions (4.8a, b) into Eq. (4.7):446

σ̃ ≃ (−D̃0 + ϖ̃(k)Ã0)k
−1/2, (4.10)447

Finally, the growth rate of the instability is given by448

σ = g1/2(−D̃0 + ϖ̃(k)Ã0) (4.11)449

after dimensionalizing the result (4.10) by following Eq. (3.14a). Here, ϖ̃(k) is a decreasing func-450

tion of k, and asymptotically ϖ̃(k) → 1 and 0, respectively, towards k → 0 and +∞. Thus, the451

growth rate is asymptotically σ → g1/2(−D̃0 + Ã0) and σ → −g1/2D̃0, respectively, as k → 0452

and +∞. It is seen that the sign of the growth rate with k → 0 is defined by relative magni-453

tudes of the mechanical entrainment, D̃0, and the evaporative–cooling feedback, Ã0. When the454

latter dominates the system is unstable in the large–scale limit, whereas when the former dom-455

inates it is damping. As the horizontal scale decreases (towards k → +∞), contribution of the456
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evaporative–cooling feedback gradually decreases, and the system becomes simply damping due457

to the mechanical entrainment effect. These points are visually demonstrated in Fig. ?? by plotting458

the growth rates for selected values of Ã0/D̃0. Here, the order of magnitude of the growth rate is459

estimated as σ ∼ g1/2D̃0 ∼ g1/2Ã0 ∼ 10−5 1/s.460

Recall that this solution is derived under an approximation of Eq. (4.2). Under this approxi-461

mation, we seek a solution with convective plumes in the mixed layer slightly intruding into the462

free troposphere (c f ., Fig. ??), as inferred by examining the assumed solution forms (3.2a–d). By463

combining this fact with the phase relations between the variables already identified (Eqs. 3.3a, b,464

3.4a, b, 3.5a, b, 3.6a, b), we can easily add spatial distributions of the other variables to Fig. ??, as465

already outlined after Eq. (4.1a) in Sec. 4.a.466

b. Large-scale divergence effect467

The simplest case considered in the last subsection illustrates well how a dynamically consistent468

CTEI arises as a natural extension of the Rayleigh-Taylor instability. However, the setting is rather469

unrealistic by neglecting a contribution of the large-scale divergence rate, D̃, to the problem. An470

existence of a positive finite divergence rate, D̃, defines the equilibrium height, z̄i, of the inversion471

under its balance with the entrainment is a crucial part of the well–mixed boundary–layer problem.472

Thus, in this subsection, we consider the modification of the problem by including a contribution473

of nonvanishing D̃.474

The equation (3.13a) for the growth rate is modified to:475

σ̃(σ̃ + D̃) =−
1− ρ̃

µ + ρ̃
, (4.12a)476

and its solution is477

σ̃ =−
D̃

2
±

[

(

D̃

2

)2

−
1− ρ̃

µ + ρ̃

]1/2

. (4.12b)478
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Note that as suggested by the first term of the growth–rate expression (4.12b), a primarily role of479

the environmental descent is to damp the inversion–interface instability. However, as seen below,480

the full role of the environmental descent is subtler than just seen here.481

The second eigenvalue equation (3.13b) reduces to:482

(1+ m̃2)σ̃(σ̃ + D̃)(z̃iσ̃ + w̃e)(1− cosm̃z̃i)− α̃m̃z̃i sin m̃z̃i = 0. (4.12c)483

Note that the first two appearance of σ̃ in Eq. (4.12c) exactly constitutes the expression of the left484

hand side of Eq. (4.12a). A direct substitution of this expression leads to:485

−(1+ m̃2)(σ̃ +
w̃e

z̃i

)
1− ρ̃

µ + ρ̃
(1− cosm̃z̃i)− α̃m̃sin m̃z̃i = 0,486

that is identical to Eq. (4.1c) obtained for the case without the background divergence, D̃. In other487

words, the effect of the environmental descent cancel out under the inversion–interface buoyancy488

condition. It immediately follows that we obtain the identical growth rate as the case without489

background divergence.490

c. Under steady deepening by entrainment491

Alternative consistent treatment is to turn off the environmental descent, i.e., D̃ = 0, but instead,492

to assume that the well–mixed layer deepens steadily by entrainment, thus ˙̃zi 6= 0 (and we will set493

˙̃zi = w̃e at the last stage). In this case, Eq. (3.13b) still reduces to Eq. (4.1b) as in Sec. 4.a. On the494

other hand, Eq. (3.13a) leads to:495

σ̃ 2 =−
1

µ + ρ̃
[ρ̃ ˙̃ziσ̃ +(1− ρ̃)]. (4.13)496

Substituting this expression for σ̃ 2 into Eq. (4.1b), and only where σ̃ 2 itself is found, leads to497

−
ρ̃ ˙̃zi

µ + ρ̃
(1+ m̃2)[σ̃ 2 +(

1− ρ̃

ρ̃ ˙̃zi

+
w̃e

z̃i
)σ̃ +

1− ρ̃

ρ̃ z̃i ˙̃zi

w̃e](1− cosm̃z̃i)− α̃m̃sinm̃z̃i = 0.498

Finally, as before, we introduce approximations (4.3a, b) and (4.4) obtained under ∆m̃z̃i ≪ 1. We499

retain only the terms with O(∆m̃z̃i). Thus, the term with σ̃ 2 drops off in the above, because it is500
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expected to be O(∆m̃z̃i) by itself. After further reductions, we obtain501

σ̃ = (1+
ρ̃

1− ρ̃

w̃e ˙̃zi

z̃i
)−1(Ã− D̃). (4.14)502

The result is the same as before apart from a prefactor containing ˙̃zi 6= 0 to the front. The growth503

rate diminishes by this prefactor. The order of this correction is:504

ρ̃

1− ρ̃

w̃e ˙̃zi

z̃i
=

ρ̃

1− ρ̃

w2
e

gz̄i
∼ 10−6,505

thus the contribution of the prefactor is negligible, and the same conclusion as before holds.506

5. Discussions507

A hydrodynamic stability analysis of the CTEI has been performed so that the growth rate of the508

CTEI is evaluated as a function of the horizontal wavenumber.509

The degree of the CTEI is defined under a competition between the destabilization tendency510

due to the cloud–top evaporative cooling and the stabilization tendency due to the mechanical511

cloud–top entrainment. An important finding from the present study is to show that the entrain-512

ment effects can be separated into these two separate processes. Although the evaporative cooling513

associated with an intrusion of the free-troposphere air into the cloud is ultimately induced by514

the cloud top entrainment, the subsequent evolution of the inversion–interface can be described515

without directly invoking the entrainment, as presented in Sec. 2.a, by another parameter, α . The516

remaining role of the entrainment is a mechanical damping on the buoyancy perturbation as seen517

in the last term in the left–hand side of Eq. (2.14).518

Obtained growth–rate tendencies with changing horizontal scales are consistent with qualitative519

arguments in Sec. 3 associated with Eq. (3.11). In the small scale limit, the damping effect due to520

the cloud–top entrainment dominates over the evaporative cooling, and as a result, the perturbation521

is always damping. In the large scale limit, instability may arise when the magnitude of the522

evaporative cooling rate is stronger than that of the entrainment as measured by a ratio between523
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the two parameters, Ã0 and D̃0, defined by Eqs. (4.9a, b). A transition from the small–scale524

damping regime to the large–scale unstable regime is defined by the scale kz̄i/π ∼ 1, where the525

horizontal scale, π/k, of the disturbance is comparable to the mixed–layer depth, z̄i (∼ 1 km),526

with an exact transition scale depending on the ratio Ã0/D̃0. It can easily be shown that this ratio527

is essentially proportional to the vertical gradient of the buoyancy in the free troposphere, and a528

contribution of the entrainment rate is completely removed when a radiative feedback is set QR = 0529

in Eq. (2.5). Thus, the CTEI considered under the present formulation does not strongly depend530

on the entrainment rate, when only these essential effects are retained to the problem.531

The CTEI identified herein is inherently a large–scale instability, and a reasonably large domain532

is required to numerically realize it, as suggested by Fig. 3. This could be a reason why the533

evidence for the CTEI by LES studies so far is rather inconclusive (e.g., Kuo and Schubert 1988,534

Siems et al. 1990, MacVean 1993, Yamaguchi and Randall, 2008). In these simulations, relatively535

small domain sizes (5 km square or less) are taken, that may prevent us from observing a full536

growth of the CTEI. The growth time scale for CTEI identified by the present analysis is also537

very slow, about an order of a day. With typically short simulation times with LESs (about few538

hours), that could be another reason for a difficulty for realizing a CTEI with these simulations.539

Direct numerical simulations (DNSs) by Mellado (2010), in spite of an advantage of resolving540

everything explicitly, are even in less favorable position for simulating a full CTEI due to an even541

smaller modeling domain. Unfortunately, dismissal of a possibility for CTEI by Mellado (2017)542

in his review is mostly based on this DNS result.543

In contrast to these more recent studies, it may be worthwhile to note that an earlier study by544

Moeng and Arakawa (1980) identifies a reasonably clear evidence for CTEI over a high SST (sea545

surface temperature) region of their two–dimensional nonhydrostatic experiment with a 1000 km546

horizontal domain, assuming a linear SST distribution. A preferred scale identified by their ex-547
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periment is 30–50 km, qualitatively consistent with the present linear stability analysis, although548

it is also close to the minimum resolved scale in their experiment due a crude resolution. A time549

scale estimated from the present study is also consistent with a finding by Moeng and Arakawa550

(1980) that their CTEI–like structure develops taking over 24 hours. However, due to limitations551

of their simulations with parameterizations of eddy effects, a full LES is still required to verify552

their result. From an observational point of view, an assumption of horizontal homogeneity of the553

stratocumulus over such a great distance may simply be considered unrealistic in respect of ex-554

tensive spatial inhomogeneity associated with the stratocumulus as realized in LESs (e.g., Chung555

et al. 2012, Zhou and Bretherton 2019).556

In this respect, it may be interesting to note that a recent observational study by Zhou557

et al. (2015) suggests a possibility of a certain cloud–top instability, if not CTEI, leading to a558

decoupling, which ultimately induces a transition to trade cumulus regime. We should realize559

that a rather slow time scale for CTEI identified by the present study may be another reason for560

difficulties of identifying it observationally. Previous observational diagnoses on CTEI criterions561

have been based on instantaneous comparisons (e.g., Albrecht et al. 1985, 1991, Kuo and Schubert562

1988, Stevens et al. 2003, Mathieu and Lahellec 2005, Gerber et al. 2005, 2013, 2016). A finite563

time lag could be a key missing element for a successful observational identification of CTEI. If564

that is the case, data analyses from a point of view of the dynamical system as advocated by Yano565

and Plant (2012) as well as Novak et al. (2017) becomes a vital alternative approach.566

In the present study, a full solution is considered only for the simplest cases with no background567

wind. Nevertheless, a basic formulation is presented in fully general manner. Thus, a simple ex-568

tension of the present study can consider rich possibilities of the mixed-layer inversion–interface569

instabilities under a coupling with the buoyancy anomaly. Especially, the present formulation al-570

lows us to explicitly examine a possibility of the Kelvin-Helmholtz instability over the mixed-layer571
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observationally suggested by Brost et al. (1982), Kurowski et al. (2009), Katzwinkel et al. (2012),572

Malinowski et al. (2013).573

A question may still remain whether the present study actually considers the CTEI. In standard574

local analyses (e.g., Lilly 1968, Deardorff 1980, Randall 1980), the main quantities considered are575

the signs of the mean vertical eddy buoyancy flux, (w′b′)−, just below the inversion and the mean576

jump, ∆b, of the buoyancy by crossing the inversion–interface. These parcel mixing analyses do577

not explicitly consider a finite displacement of the air masses. By focusing on the perturbation578

problem, these mean quantities do not play a role in the present analysis. Instead, the analysis is579

based on the formulation (2.3) for the perturbation on the buoyancy jump, ∆b′. The present for-580

mulation estimates the buoyancy anomaly solely based on the inversion–interface displacement,581

η , which may only loosely be translated into a standard parcel–mass displacement framework.582

The mixing process remains totally implicit. Arguably, a full justification for the formulation (2.3)583

may be still to be developed. Nevertheless, an introduced simplified formulation is designed to584

well mimic the processes associated with the evaporative cooling associated with cloud–top en-585

trainment albeit in a very crude manner.586

A main problem with the present formulation could be, as pointed out in the Appendix, a rather587

small evaporative cooling rate estimated from the feedback parameter, α , defined by Eq. (2.5).588

However, the logic for the derivation of this definition based on the background buoyancy profile589

rather suggests that a strong buoyancy anomaly estimated by conventional parcel theories can exist590

only in a very transient manner. Mellado et al. (2009) examine this process by a linear stability591

analysis, and Mellado (2010) its full nonlinear evolution by DNSs. The present study, in turn,592

examines the subsequent possible development of a full instability after such an initial transient593

adjustment is completed.594
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A crucial aspect of the present formulation is to treat a deformation process of the inversion–595

interface explicitly, that could ultimately lead to transform of stratocumulus into trade cumulus as596

an expected consequence of CTEI. The main original contribution of the present study is, under a597

crude representation of CTEI, to present its linear growth rate as a function of the horizontal scale.598

More elaborated studies would certainly be anticipated, and the present study suggests that they are599

actually feasible. A main next challenge is to proceed to a fully nonlinear formulation, probably,600

by taking an analogy with the contour dynamics for the vortex dynamics (c f ., Dritschel 1989,601

Dritschel and Ambaum 1997), but by considering a full nonlinear evolution of the inversion height602

as a contour. Such as extension would be able to simulate a transformation of stratocumulus into603

trade cumulus in terms of a finite amplitude deformation of the inversion height. Both modeling604

and observational studies are further expected to follow.605
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Appendix: Typical physical values609

Typical physical values (in the orders of magnitudes) of the problem are:610

Acceleration of the gravity : g ∼ 10 m/s2
611

Entrainment rate : we ∼ 10−2 m/s (c f ., Stevens et al. 2003, Gerber et al. 2013)612

Inversion height : z̄i ∼ 103 m (c f ., Schubert et al. 1979)613

Here, the values for we and z̄i may be considered upper bounds, but they provide convenient614

rounded-up values. These two values further provide an estimate of a typical divergence rate:615

D = we/z̄i ∼ 10−5 1/s616
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(c f ., Schubert et al. 1979).617

The feedback rate, α , of the inversion height anomaly, η , to the buoyancy anomaly, < b >′, is618

estimated by substituting these typical values into Eq. (2.5) as:619

α ∼ we
db̄

dz
∼ 10−2 m/s×10−4 1/s2 ∼ 10−6 m/s3,620

where621

db̄

dz
∼

g

θ̄

dθ̄

dz
∼ 10m/s2×

3×10−3 K/m

300K
∼ 10−4 1/s2,622

and θ̄ is the basic state for the potential temperature. It further provides a rate of the change of623

buoyancy-anomaly by:624

α
η

zi
∼ α ∼ 10−6 m/s3,625

which leads to a buoyancy anomaly of the order < b >′∼ 10−2 m/s2 over a period of an hour626

(∼ 104 s). This value may be considered an underestimate compared with those obtained by local627

analyses: 0.01 m/s2 < b < 0.2 m/s2 (Fig. 3 of Stevens 2002), -2 K < b < 1 K (Fig. 2 of Duynkerke628

1993). Implications are discussed in Sec. 5.629

We also set 1− ρ̃ ≃ 10−2 assuming a jump of the temperature ∆T ≃ 3 K crossing the inversion630

in estimating the parameter values in the main text.631
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FIG. 1. Schematic configuration of the model.
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FIG. 2. Schematic presentation of a change, ∆b′, of the buoyancy jump associated

with a change, η, of the inversion height.
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FIG. 3. Nondimensional growth rate, σ/g1/2D̃0 (Eq. 4.11), as a function of the

horizontal wavenumber, k (km−1). The curves are with the fractional contribution

of the cloud-top re-evaporation of: Ã0/D̃0 = 0.5 (solid), Ã0/D̃0 = 1 (long-dash),

Ã0/D̃0 = 2 (short-dash). Note that the dimensional order of the growth rate is

g1/2D̃0 ∼ 1 day−1.
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FIG. 4. Schematic structure of the perturbation solution: the streamfunction, ψ,

as contours, and the inversion--height deformation as a thick solid curve.
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