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Abstract

The authors transpose a discrete notion of indetermination coupling in the case of contin-
uous probabilities. They show that this coupling, expressed on densities, cannot be captured
by a specific copula which acts on cumulative distribution functions without a high depen-
dence on the margins. Furthermore, they define a notion of average likelihood which extends
the discrete notion of couple matchings and demonstrate it is minimal under indetermina-
tion. Eventually, they leverage this property to build up a statistical test to distinguish
indetermination and estimate its efficiency using the Bahadur’s slope.

Keywords: Indetermination, Likelihood, Statistical test, Bahadur’s slope, Coupling Functions,
Copula

1 Introduction

A key tool in statistics is the likelihood estimator which consists, given a realization W = w of a
random variable W to estimate the probability under a candidate law P to have W’/ ~ P = w.
Typically, if P, has a density function 7 it is represented by 7(w) dw. In a discrete case it would
represent the probability to have an exact match between W and W’. Precisely, in a precedent
paper [4] we demonstrated how indetermination concept could reduce those matchings in the
discrete case. This paper is interested in the continuous transposition of this notion. Although
the definition of the continuous indetermination structure is quite simple at first glance, it is
motivated by an anticipated link with the likelihood reduction as the continuous extension of
discrete couple matchings and conveys, actually, some interesting properties.

We begin with the introduction of indetermination. Given two discrete marginal laws
=1 ... ppand v = vy ... 1, acoupling function C' constructs a probability law 7 on the prod-
uct space where 7y, = C(py, ). Theoretical considerations based on a work of Csiszar [6], a
summarized version of which is expressed in [3] lead to consider two "natural" equilibria. Shortly,
Csiszéar works on projection functions: given a set of constraints, a first guess has to be projected
into the eligible space. Then, adding some natural properties to be respected by the projection
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function, it leads to consider only two possible criteria : either least square or maximum en-
tropy. Eventually, under some reformulations each projection function is associated to a specific
coupling function, respectively: the usual independence 7, = C™ (1, V)u,p = put, ¥(u,v) and
the so-called indetermination (first quoted as such in [10]) whose formula is given by:

Tay = CJF(M? V)uﬂf =—t— -, V(u,v) (1)

Additional constructive properties of discrete indetermination together with interpretations
and applications can be found in [4] where we develop its analysis. Some demonstrations with
useful interpretations (typically justifying the name "indetermination" or "indeterminacy") re-
quire the introduction of "Mathematical Relational Analysis" which is detailed in [13], [11] or [1].
We will not present it again in this paper but we refer the interested reader to the aforementioned
articles.

By construction (related to the least square cost it minimizes), 7+ is the optimal law to reduce
matching in case margins are fixed. If we draw two couples W1 = (U1, Vi) and Wy = (Us, V2)
under 7+ the probability to have W; = W5 is minimal. The natural transposition in the
continuous case of this matching property would be possibly the motivation for a continuous
indetermination.

Actually, the idea of a continuous indetermination appears first in [12] in terms of coupling,
and in [9] in terms of "indetermination copula". Let us precise that the paper [9] though it
conveys an interesting method to detect anomalies, lacks the theoretical foundations of some
concepts it introduces. Paper [12] is more theoretical but it tackles the subject in a too short
way. In consequence the continuous "indetermination copula" must be properly introduced and
refers to a notion that deserves to be investigated in depth, it is precisely one goal of this article.

In this paper we show that we cannot define an "indetermination copula" per se but that it
can be locally defined. Shortly, whilst an independence copula is easily defined without reference
to the margins, an indetermination coupling uses a margin-dependent copula. A couple of
margins to share an indetermination copula requires them to be close in a sense that we will
define later in the paper.

Additionally, we interpret the continuous indetermination as a lower bound on the average
likelihood L, a notion that we introduce as an equivalent of discrete couple matchings. We
show that based on a list of n realizations of W a random variable under indetermination, the
correlation vanishes under the average likelihood estimator which becomes sensitive only to both
margins. Namely, if P, is the empiric measure associated with the n realizations, L(P,, ) only
depends on the margins of © whatever the underlying copula is.

Finally, we define a statistical test ¢, to reject or accept the hypothesis of continuous inde-
termination based on its property to minimize the average likelihood. Following the usual track,
detailed in [7] and dedicated to the analysis of statistical test, we compute the Bahadur’s slope
of t,, as an estimation of its quality.

This paper is composed of two sections, section 2 introduces the continuous indetermination
together with some properties and studies the notion of indetermination copula. Section 3 defines
a notion of average likelihood L between two probabilities and demonstrates that, applied to
probabilities in a product space, its value between 7 against 7T only depends on the four
associated margins. It notably implies that any 7 with the same margins as 7+ has the same
average likelihood as 7T against itself. Eventually, in subsection 3.3 we leverage on this property
to build up a test to distinguish 77 and analyse it at the light of the Bahadur’s slope.



2 Continuous indetermination

2.1 Coupling function

This chapter introduces a continuous indetermination coupling that, to our knowledge, has never
been studied in depth ’see previous remarks). Extrapolating the discrete margins situation, we
now suppose g is a probability law on a segment [a, A] and v is a same type of probability but
on a segment [b, B]. Let us also suppose they both have a density function, respectively f and
g. To define a probability measure m we can operate on the density functions as we basically
did in the discrete case (where we essentially added p,, and v,).

We follow and adapt the notations introduced in [5] and [8] as well as some lemmas or
theorems they cover and that we shall use in the sequel (section 3). First, we begin by quoting
Sq = [a, A], Sy = [b, B] and S = [a, A] X [b, B] together with the usual borelian set of probability
measures on the three: A, set of probability measures on (Sg, B), Ay on (Sp, B) and A on (S, B).

As a first step, we extend the definition of a coupling function in a continuous space.

Definition 1 (Coupling functions (continuous case)).

w € Ny and v € Ay being probability laws, a coupling function C operates on their density (f,g)
to define a density C(u,v) = C(f,g) for a measure on the product space S. That measure
respects some properties similar to the ones found in the discrete case: it is a probability law
whose margins are p and v.

A typical coupling function is the independance quoted C'* (we extend here the discrete
notation) which generates an eligible density under the formula:

C*(f,9)(x,y) = f(x)g(y), Vo € S, Yy € S

We would like to define a continuous version of the indetermination coupling. As usual, when
we transpose a concept, we can either obtain it through computations or through a prior guess.
We will follow both approaches. Let us first propose a prior guess.

Definition 2 (Continuous indetermination density).

@) g(y) 1
CH 9wy =55+~ (A—a)(B-b)

The formula comes from an adaptation of the discrete one, no guarantee is given on its
truthfulness neither on its construction. First, to simplify any future computation, we set
a=b=0and A = B = 1, converting any formula will be done using a dedicated affine
transformation.

We shall use an optimal transport problem to validate our prior guess, we transpose actually
the discrete "Minimal Transport problem" using least square cost function into the continuous
space:



Problem 1 (Minimal Trade Problem).

mln / / (z,y)dzdy

under constraints:

/ m(x,y) dydz = p, (first margin)

0
1

/ 7(z,y)dr dy = vy (second margin)
0

1
/ / m(x,y)dzdy = 1 (mass preserving)
0 JO
>0

We then add inequality 2 similar to the one used in the discrete case (see [4]) which ensures that
our prior guess function is a probability law. As well as restricting ourselves to [0, 1] we force
the margins to respect the condition:

>1 2
;rensg fz)+ ;rensri 9(y) (2)

Property 1.
Under the ad hoc hypothesis 2, the solution of problem 1 is nothing but our prior guess continuous
coupling function applied to the margins f and g, formally, the associated density function is:

CH(f,9)(x,y) = ¢ (x,y) = (f(z) + g(y) = 1)
Proof.
We use definition 2 to efficiently solve problem 1 by noticing that

1 1
|| ) - (7@) + o) - D dedy > 0
z=0 Jy=0

Which can be rewritten (using constraints on margins):

/ / xydxdy
=0

Y

/ / (—f2—92—1—27r—2fg+2f7r+297r+2f+2g)dxdy
=0 Jy=0

(=fP—g*—1-2-2fg+2f*+2¢° +2+2)dzdy

/
= /xl /yl_ (fP+9°—2fg+1)dzdy
/

[e=]

(f+g-1)dzdy

At this stage we have shown

1 1 1 1
win [ [ #earay= [ (@0 ) sy

Eventually, using hypothesis 2 we notice that C}Lg(az,y) = (f(z) + g(y) — 1) is eligible as a
density function since always positive. Margins constraints are also satisfied using the same
considerations as in the discrete case. This provides the second inequality:

1 1 1 1
min 2 ct ?
in [ [ ey [ o) aa

which allows us to conclude. O



Definition 3 (Indetermination coupling).
Given two probability laws on S1(S, with a = 1): U ~ u, (f,F) and V. ~ v, (9,G) we say
that the random variable W is an indetermination coupling of U and V', quoted U &V when its
density m" is W;g(x, y) = f(z)+g(y) — 1

Let us compute the cumulative distribution function H;G associated to the just expressed

density W}_ g it s only a quick integration of the density leading to a second characterization of
an indetermination coupling.

Property 2 (Cumulative distribution function for indetermination ).
If w}rg(x,y) = f(x) + g(y) — 1 is the density of a random variable, with f,g two densities on S
Ensuring 7'('}’— g s positive (hypothesis 2) and whose cumulative distribution functions are F and

G respectively, then the associated cumulative distribution function, quoted H;,G’ s given by:
I} = yF(z) +2G(y) — 2y

2.2 Constructive method for adapted margins

Beforehand, we assumed margins are respecting hypothesis 2, we propose here a method to
construct adapted margins out of any couple.

Property 3 (Constructive margins).
A couple (f,g) of densities fulfills hypothesis 2 if and only if, it exists an a,0 < a < 1 and a
couple of densities (r,s) such that :

f=0-a)r+a and g=as+1—-a« (3)

Proof.
Let us first suppose (f, g) are under this form, then we notice, min f > « as well as ming > 1—a,
hence, min f + min g > 1 so that the condition is respected.

Now, if the condition is respected, we define & = min f and have ¢ > 1 —«a. If « = 0 or
a = 1 then, respectively, g or f is uniform so that the corresponding coupling is independence
and condition is degenerated. If not, 0 < a < 1 and we can write:

f o= (1—(1)—{:Z+a

together with:

-1 -«
g = QM +(1—-a)
o
Quoting r = {:—g and s = #, we have 0 <7, s <1land [r = [s=1. It precisely shows
that (r, s) is a couple of densities on Sj. O

Using the last proposition, we can easily build up a couple of margins on which an indeter-
mination coupling is feasible. As mentioned during the proof, if & € {0,1} then f or g is an
uniform density for which indetermination and independence are completely equivalent. Hence
we will exclude a € {0,1} from most of our computations.

We repeatedly notice in the discrete case that properties of independence usually have a
symmetric transcript for indetermination. In the continuous case, we know we can define an
independence copula, operating on the cumulative distribution functions of the margins to gen-
erate the cumulative distribution function of an independence coupling. That property is not
as common as one would expect, notably, an indetermination copula is out of existence. Let us
properly explain where the difference comes from.



2.3 A specific indetermination copula

We first remind the definition and properties of copulas as a classic way to couple two margins
together with the well-known Sklar theorem (see [14]).

Definition 4 (Copula).
A copula C (in bold to distinguish from a coupling function) is a cumulative distribution function
n [0,1]¢ (d € N) whose margins are uniforms. It is defined by three properties valid for any

u=(u1,...,uq):
o C(u) =0 as soon as any u; is null
o C(u) = u; if u; is the only component different from 1
e C is d—non decreasing

A copula is used to construct a coupling law by defining it with its cumulative distributive
function while a coupling function (definition 1) operates on densities; the close notations in-
sist on their similarity while the type of function (density or cumulative distribution function)
distinguish them. One could expect any coupling function to generate a corresponding copula.
The transposition is not that easy: as we shall see it may depend on margins.

The Sklar’s theorem extracts and applies copulas to any probability law. More precisely, it
indicates that any function C' satisfying the properties stated in Definition 4 can be applied to
any set of d univariate cumulative functions (Fi, ..., Fy) to generate a multivariate cumulative
function whose margins will precisely be the F; respecting the formula:

F(z1,...,3q) = C(Fi(21), ..., Fy(zq))

Reciprocally, any cumulative distribution function F' corresponds to an associated copula Cg.
Typically, when the margins F; of F' have a closed formula, we have

Cr(uy,...,uq) = F(Fl_l(ul), .. ,Fd_l(ud))

Remark 1 (d— increasing).

The d—increasing property is closely tied to the positivity of the underlying probability law P.
Hence, in dimension 2, P(uy < U < uf,us < U < uh) = C(uy,ug) — C(ug,u)) — Cul’,ug) +
C(uy,ub) > 0.

2.3.1 Extraction of the indetermination copula

We begin by applying the Sklar’s theorem. We do know that when p and v are fixed and
fulfill hypothesis 2, we can couple them under indetermination operating on their densities; we
keep the usual notations previously introduced for their densities as well as for their cumulative
distribution functions.

With indetermination, we obtain a probability on the couple space whose density is given by:

w}r’g = h(z,y) = f(x) +g(y) — 1, ¥(x,y) € S (remember we restricted ourselves to S1 = [0, 1]).
Using the associated cumulative distribution function H;G, we can express the associated

copula. It is specific to the indetermination coupling (the way we generated W}" g hence H;G) as
well as to the margins F' and G a priori.

Definition 5 (Specific indetermination copula).
Given two margins U ~ p, (f,F) and V ~ v, (g9,G), their specific indetermination copula,
extracted from their indetermination coupling is given by:

CF7G(u,v) =vx F Y u)+ux G (v) = F(u) « G (v), Y(u,v) €S (4)
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Remark 2 (Extension).

CEG is defined by the margins, we shall insist on that later on. Yet, they are characterized
by their densities, their cumulative distribution function as well as by their probability measure.
Provided we can pass from one to another, we shall abusively speak of an indetermination copula
for a couple of densities (f,g) (CEL’g) or a couple of probability measures (p,v) (C:;V),

2.3.2 Example

Let us introduce an example, U and V respectively follow the cumulative distribution function
F(z) = z® and G(y) = y®. We first need to ensure that hypothesis 2 is respected. Here it
requires that the densities verify:

min f +ming—1 > 0
T y
mina * 2% ' +min gy > 1
T y
hypothesis 2 leads to o and 3 less than 1 and
a+pB > 1
Under that last hypothesis,
1 1
C;ﬁ(u,v) — B + uav — uav? (5)

Remark 3 (Dependence on margins).
A remark that we shall develop later: the presence of a (as well of B) inside the formula prevents
it from being independent from the margins.

So far, we did not define a copula of indetermination per se but a specific copula of indeter-
mination among those satisfying the formula of Definition 5 for a given couple of margins.

2.3.3 Dependence on margins

We unfold the link between a specific indetermination copula and its margins. The copula is a
way among many to couple two laws (maybe more than two but we limit ourselves). We already
defined two of them through Definition 1 which operates on densities and by Definition 4 which
operates on cumulative distribution function. Replacing ourselves in the context of indetermi-
nation, it leads to formula 2, or to apply a specific indetermination copula given by formula 4
to a pair of cumulative distribution function.

The second way for coupling exhibits a problem that we can easily isolate; it depends on mar-
gins as functions F~! and G~! appear in the formula used to mimic the application on densities
to cumulative distribution function. We notice that the copula associated to an indetermination
coupling depends on the margins we want to couple. It is not the case (for instance) when using
an independence coupling.

In general, given two margins, one can apply at least three coupling ways:

1. define a density 7(x,y) verifying the margins (typically applying a coupling function C)
2. define a cumulative distribution function II(z,y) verifying the margins

3. define a copula C and apply it to the margins (verified by construction)



In case of independence they correspond to C*(u,v) = wv, II*(z,y) = F(x)G(y) and
C*(u,v) = uv. It is a particular concept where any of the three coupling methods shall be
defined without reference to the associated margins.

For indetermination, it doesn’t work as C(u,v) = u+v—1, It (z,y) = 2G(y) + yF(z) — zy
but C*(u,v) = u* F~1(v) + v * G 1 (u) — F~'(u) * G~ (u) is highly dependent on margins.
It is quite visible on the example 5 which takes various forms when o and g vary. The only
constraints of those two parameters being less than 1 and with a sum greater than 1.

Going back to independence (defined on density), we estimate why it is so specific. C being
a copula, we suppose u = F(z) and v = G(y) for more readiness. By definition, if we quote II
the cumulative distribution function and 7 the density:

C(F(z),G(y)) = (z,y)

differentiating with respect to x and y, we get:

0C(u,v)  OII
0xdy  Oxdy
Ou 9v OC (u,v)
dx 0y Oudv =7(@y)
0C(u,v)

f(:c)g(y)m =n(v,y)
0C(u,v) _ m(x,y)
dudv  f(x)g(y)

Hence, independence coupling is quite peculiar as margins vanish: % = 1 is the second

derivative of the associated copula C* which is precisely independent of F' and G.
For an indetermination coupling, the crossed derivative of the copula C™ is: % = é +
—1
% — % whose integration leads to formula 4 using 8F8u(u) = F/(Fil(u)) = ﬁ It is dependent
on margins and one cannot define a generic indetermination copula. We shall,

a specific indetermination copula CF G

so far, only define

Remark 4.

These last computations require a division by fg. Let us go back to hypothesis 2. We know that
f+9—12>0 so that if there exists x such that f(x) = 0 then Yy, g(y) > 1 and, as fol g=1
(we are on segment [0, 1], if not we have to divide by the length as in Definition 2), we deduce
g = 1. It leads to a poorly interesting coupling: f + g — 1= f. Moreover, the computations are
actually still valid since CEG = yF~1(x) whose crossed derivative is nothing but: %

2.4 A local indetermination copula

In this section we measure the dependence of C]*_;? ¢ on its margins. The idea is to check whether
a given specific copula of indetermination can create indetermination coupling when applied to
another couple of margins than the one which defines it. The property 4 shows that it is locally
possible.

To answer, let us start with four densities f,g,7, s as well as their respective cumulative
distribution functions F,G, R, S.

First step, we couple (f,g) through indetermination using the indetermination coupling
function of Definition 2 and extract the associated specific copula of indetermination CF,G



using Definition 5. As already explained, it can be applied to any couple of margins, hence the
second step.
Second step, we apply CF ¢ to the margins defined by (R, S), it leads to:

/¢ = Cyg(R.S) =H (6)

We shall quote H this cumulative distribution function throughout this section, it can be applied
to any (x,y) in S.

Third and last step, we compare H to the coupling of (r,s) under indetermination, namely
Cg.s(R,9).

Since we do not expect a general equality it implies at least some requirements on (F, G, R, S)
so that H represents a coupling of indetermination. Obviously, if (F,G) = (R,S), the third
step is trivial as both functions are equal. The natural question being: are there any other
possibilities? The answer is yes, provided that the requirements expressed below are satisfied.

Property 4 (A local indetermination copula).

Given f,g,r,s, four densities and (R,G, R, S) the application of C;EG to (R,S) quoted H (see

equation 6) generates an indetermination coupling if and only if it exists a X > 0 respecting:
maz(g) 1

max(g) — 1 z2Azl- max(f)

such that the following equations are satisfied:
Flx)—z = MR '(z)—2) (8)
Gly) -y = (S -y 9)

Remark 5.

We notice that the cumulative distribution functions sharing the same specific indetermination
copula are those whose inverse function is inside the convex eligible space (coefficient respecting
equation 7) of F~1 or G=% and of the identity.

Proof.
See appendix A. O

Remark 6 (Transfer of the condition).

Inequality 42 which appears in the proof is quite remarkable: it expresses that having (f,g)
respecting hypothesis 2 automatically means that (r,s) also does, provided that \ respects equa-
tion 7.

In the proposition 4 we used two couples of cumulative distribution functions ((F, G), (R, S))
representing margins and expressed a condition for the specific indetermination copula of the
first couple (F, G) to generate indetermination when we apply it to the second (R, S); formally:

Cf o(R.S5) = Ch g(R, S)

in summary: both copula agree on one point. It does not demonstrate that they are equal.
Proposition 5 completes the previous proposition 4 and ensures the copula are the same.

Property 5 (Shared Indetermination Copula).
The hypotheses of proposition 4 apply if and only if CF c= CE S



Proof.
We begin with a simple remark, if for two couples ((f,g), (r,s)) we have C;rg = C/ then, in

particular, C;rg(r, s) = CI (7, s), hence, proposition 4 applies and its hypotheses are satisfied.

Now, if it exists a A as defined in the quoted proposition linking F~! to R~! and G~' to
S~1, we use it to express Cg g as a function of (r, s):

C;g(u, v) = vF ' (u)+uG (v) — F 1 (u)G 1 (v)
= vfu+ AR (uv) —u)] +uG " (v) = [u+ MR (u) — )] G (v)
o fut AR )~ w)] — AR ) - )] G10)

= [u + )\(R_l(u) — u)] — [)\(R_l(u) — u)] v+ %(S_l(v) —v)
= wv— [R_l(u) — u] [S_l(v) —v]

= Cf{s(u, v)

It completes the proof. O

2.5 Maximal spread between the two copulas

Let us estimate the difference between the two copulas we just introduced. As the indetermi-
nation copula is defined locally, we compute it for any suited couple of margins (F,G) before
trying to maximize it. The expression under the L' norm amounts to:

1 1
A(F,G) = ||C* — C;“F,GHl /_0 /_0 |uv —vF (u) —uG (v) + Fﬁl(u)Gfl(v)‘ dudv

1 1
= / / |(F71(u) —u)(G1(v) —v)‘dudv
u=0 Jv=0
1 1
= / |F~ 1 (u) — ul du/ |G~ (v) — v| dv
u=0 v=0
We have a closed formula of the difference between the two couplings (the common choice
of the IL! norm shall be motivated later). But we already know the value is null in case any of
the two margins is uniform, we do not know neither the maximum, nor for which couple it is
realized. Both questions are solved within Property 6.

Property 6.
Quoting ET the set of couples of cumulative distribution functions (F, Q) such that their densities
couple (f,g) respects condition 2 we have:

1
A(F.G) = =
e T

Moreover, the couple of densities corresponding to the mazximum is:

(fo,90) = <U = %(1 + du=0), v+ %(1 + 5vo)>

Proof.
Working with (F,G) € £7 is fairly inconvenient as it adds hypothesis on f that we have to
convey to F~! through F and similarly with G. To get rid of it, we use proposition 3 and

10



extract « together with two densities 7, s (respectively two cumulative distribution functions
(R, S)). Finally, we obtain:
F(u)=ou+ (1 —a)R(u)

as well as
Gw)=(1—-a)v+aS(v)
Let us report those functions in Ay (F, G):

A(F,G) = 1 |F71(u)—u|du 1 |G71(v)—v|dv
=0 =0

! 1
= [ r@ = du [ 1G0) = vlgwan

The expression of A; falsely separates F' and G: they are linked one to another using the
constant «. Though, we can maximize each integral on its own, while the respect of condition
defining £ will appear after. We run the computations on the "F-part" of Ay:

1
o= [P =l ) du
1
_ / o + (1 — @) R(u) — ul f(u) du

=0
1
- —a)/ZO\R(u) —uf(a+ (1 — a)r(u)) du
1 1
= —a) |« u) —uldu -« *lu—uu
= -afa [ R —ddut 1 -a) [ 1R - uld
(1—-a)

<
B 2

We immediately derive, conducting the same analysis on G:

1-— 1
A (F,G) < (706)04 < — reached for o = %
4 16
Besides, it turns out that it becomes and equality if we choose (F,G) as proposed in the
property, namely f(u) = 1+5“ 0 which finishes the proof. O

Remark 7 (Transposition of the discrete case).

The couple ( fo, go) which emphasizes most the difference between independence and indetermina-
tion appears to be the natural transposition of the discrete case. Indeed, for contingency values,
each probability is QLp + %6u:0 where p is the number of values u.

Remark 8 (Motivation of the Li-norm).

Application of the Scheffé’s Lemma enables us to convert the norm we used in the above property
to the Loo-norm. Formally, we also have, ¥(F,G) € E¥,Y(U,V) € B([0,1])2:

1
/ / FG“U )dudv — / C*(u,v)dudv| < —
uel JoveV uel JveV 16

Remark 9 (Discrete case).

In a precedent paper, we showed a similar result in the discrete case. Given two marginal laws
w and v uniformly drawn inside the set of probability laws on p and q elements respectively, the

expected L? norm between an indetermination and an independence coupling is less than L 2a-

11



2.6 Conclusions about an indetermination (or indeterminacy) copula

Through Definition 5, we introduced an indetermination copula C;{,G specific to a given couple
of margins (F,G). We also showed that dependence on margins prevents us from defining
a general indetermination copula: we end up with a collection of copulas parametrized by a
couple of eligible margins (any respecting hypothesis 2).

A priori, the association (F,G) — C;‘_,G has no reason to be injective and it is not. Precisely,
a couple (F,G) defines the same indetermination copula as another (R,S) if and only if the
four cumulative distribution functions respect the two equations 8. It basically requires that
each inverse cumulative distribution is a linear composition of the other cumulative distribution
function and of the identity. On that segment of couples of cumulative distribution functions
defined with an eligible A, all the specific indetermination copulas are identical.

From a specific indetermination copula, we built up an indetermination copula that shall be
defined and applied to a segment of couples of cumulative distribution functions and we also
showed that it cannot be further extended.

3 Indetermination and average likelihood

Given a set of n realizations of a variable W, a common problem is to determine the underlying
probability law P, that is supposed unknown and that we shall abusively quote by its corre-
sponding density w. It often comes with a subset 2 C A of probability laws among which we
search for the most approaching one. Here we also suppose that P, € A applies to a product
space S as previously defined.

A usual method is the Maximum Likelihood Paradigm (MLP), under which for a given
realization W = w and for any probability law P, in ), we compute the probability that
W' ~ Py belongs to [w,w + dw].

P (W' e [w,w+ dw]) = 7' (w) dw

If we integrate on the values W can take, we obtain the average likelihood L(m,n’) of W
under 7':

Definition 6 (Average likelihood).
Giwen two probability laws P, and Py whose densities are m and ' respectively we define the
average likelihood between Py and Py or abusively between m and 7' as:

L(P;, Py) = L(m, 7)) = Eywp, (7' (W)) (10)

Remark 10.
Finally, L(Pr, Py) rewrites [¢m(s)n'(s)ds with S the set where Py and Py take their values
(non necessarily a product space). It immediately appears symmetric.

Now, motivated by the discrete properties of 7 (see [4]), we link L with a discrete notion
of couple matching.

Let us go back to the discrete case, and select m among probability laws defined on a product
space of pg elements with fixed margins p and v. Then, if W ~ 7, the probability of a couple
matching, that is to say the case where two independent realizations Wy = (U, V;) and Wy =
(Ug, Vo) are equal, is minimal when 7 = 77 = C*(p, v).

Similarly, in the continuous case, we expect L(m, ) to be minimal when 7 = 7 and this is
precisely what happens since it amounts to computing the cost function of problem 1:

12



L(m, ) :/Swz(w) dw (11)

Furthermore, in the discrete case a couple matching between 7+ and a second probability
law 7w only depends upon the margins of m. We show this property stays true in a continuous
domain in the next section.

3.1 Indetermination prevents correlation extraction

Going back to the definition of average likelihood given in Equation 10, we suppose 7 takes the
form 71 given in 2 and compute its average likelihood with any P, € A:

L(h,7%) = Epop+ (W(W))
1 1
= /O/ 7t (z, y)h(z,y) de dy

r=

=0
1 1
= [ [ 4@+ -0 ny) deay
z=0 Jy=0

1

1
_ / F(2)01 Py(z) da + / 9(9)0Pa(y) dy — 1 (12)
x=0 Y

=0

where 01 Py, corresponds to the density of the first margin of P, and ds P, for the second margin.

The equality of equation 12 proves that the average likelihood between h and 7+ only depends
essentially on the four underlying margins. Furthermore leveraging on this decomposition we
can derive the Theorem 1

Theorem 1.
Given two densities f and g on S1, we quote Qy 4 the set of densities on S with margins (f,g).
Among Qy.4, T realizes the optimum of:

min L(7, 7); (13)
Weﬂf’g
and, for any my in Qf , we have:
min L(m,7) = L(nt, 7). (14)

WSO

Proof.

The first part amounts to noticing, using Equation 11, that it corresponds to the cost of Prob-
lem 1 which is precisely minimized among Qf , by 7w+, For the second part, we rewrite equa-
tion 12:

-E(W+7ﬂ0):;z(faf)+_zxg7g)__1

so that we have:
L(z", 7o) = L(zT,7)

13



3.2 Average likelihood as a continuous couple matching notion

In any application, 7 is not given and one must compute L using a set of n realizations of
W. We describe hereafter a method to approach L; in addition we show L corresponds to the
probability of couple matchings in the discrete case.

Suppose s, = W1,...,W,, are n i.i.d. points drawn under a law P, € A. We quote P, the
empirical measure given by:

Pals) == > bw, (15)
=1

A natural question would be, under a hypothesis of fixed margins densities (f, g) and lever-
aging only on P,, can we decide whether the underlying density 7 equals 7+ = C*(f,g) ? In
the discrete case we could typically estimate the probability of a couple matching under P, and
check it is minimal:

|
Pox(popy Wi =Ws) = Y Epn(Wi)
=1
= IEVV’NPn (Pn(W/))

= L(P,, P,)

This last equality precisely shows that the average likelihood corresponds to the discrete notion
of couple matchings. Yet, in the continuous case (since P, has a density: ), two W; are never
equal leading to a null probability for any m whatever the correlation between margins is. This
property prevents us from checking that L(P,, P,) is minimal since it is always null.

We leverage on L(nT, n ") = L(n", my) whatever my € Q4 to rely on L(P,, m) for a fixed mo
as a way to estimate continuous couple matchings. Later on, we will choose 7y = 7% = C*(f, g).

Eventually, provided P, — P.+ in a certain sense, we expect L(P,, ) to converge to
L(7",m) that is to say to L(zm, 7 ") which is minimal among 2 ,; section 3.3 formalizes the
approach notably by introducing a topology on A.

3.3 Statistical test based on average likelihood
3.3.1 Definition of ¢,

Since 7* and 7t are close in a certain sense (property 6) we expect L(7*,7%) = Iy and
L(m*,m*) = I; to be close. Then, using property 1, since 77 and 7> have the same mar-
gins we know we always have [y < [;. Eventually, provided f and g are not uniform,

n=h—10>0 (16)

We shall take advantage on that difference to build up a statistical test of indeterminacy.

First, we define: B
Q={Pr€Qsy / L(m, ) > 11} (17)

and now we build up two hypotheses: Hy the hypothesis m# = 7" while the opposite H; corre-
sponds to m € Q.

Remark 11.
Using the p—topology we shall introduce shortly, we show in Proposition 7 that both hypotheses
correspond to non void and separable subsets of A.
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Given n observations s, = Wi,...,W,,, we quote s the whole sequence and we define a
statistical test t,, depending only on the first n coordinates of s to distinguish between both
hypotheses:

tals) = L(Par™) = [ 7Py (13)
S

where P, is defined as in Equation 15. Observing s, Hy will be rejected if ¢,(s) is greater
than a specific value. The just-introduced test is motivated by the combination of subsection 3.2
which allows us to interpret it as an estimation of continuous couple matchings and of Theorem 1
which enables us (under Hp) to estimate L using any 7o, in particular using 7. We will study
t, under the two eligible hypotheses to calibrate the threshold. Specifically, we follow the track
of the second section of [7] dedicated to Bahadur’s slope. It requires the introduction of some
notations that we report hereafter.

3.3.2 Usual notations and basic lemmas

As common in the literature and notably in the two articles ([5] and [8]) cited beforehand, we
apply the 7-topology on A which is defined by the basic neighborhoods:

U(P’P’ 6) = {Q/ Vi, |P(Bl) - Q(Bz)| < 6} (19)

where P € A, ¢ > 0 and P ranges over all B-measurable partitions P = (By,...,By) of S.
Consequently, for any set © C A, we will quote 2° and Q the interior and the closure of  in
the sense of the T-topology.

A sequence of probability measures (Q,)nen converges to @ for this topology if and only if
limy, 00 f]R fdQ, — fR fd@Q for each B-measurable and bounded function f: 5 — R.

We also introduce the usual Kullback-Leibler divergence quoted Dy whose properties are
gathered in [15] and which is defined by:

dP )
/Slog <@> dP if Q << P (20)

= oo otherwise

Dkr(P|Q)

together with the usual conventions log0 = —o0, 0 - (£00) = 0 and log(a/0) = oo, Va > 0.
An usual result is the lower semi-continuous property of Dy :

Lemma 1 (Divergence lower semi-continuous).
For any P € A, the function:
Q — DKL(Q7 P)

18 T-lower semi-continuous.

Proof.
It corresponds to Lemma 2.2 of [8]. O

Furthermore, for any subset 2 C A and any probability law P € A we extend the definition
of the divergence:

Dgr(QP) = CigrelgDKL(@P) (21)

with the convention that it equals oo if {2 is empty.
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Eventually, we introduce a second topology for A, the p-topology which is induced by the
supremum metric d defined on the ordered set S = [0, 1] x [0, 1]:

d(P,Q) = sup [P(0,2) —Q(0,z)|. (22)

Enabled with those notations we list a bench of lemmas extracted from [8] or [5]. The first
lemma links the two previously defined topologies and enables us to interpret the open space of
one in the second.

Lemma 2 (7 is finer than p).
The T-topology is finer than the p-topology.

Proof.
It corresponds to Lemma 2.1 of [8]. O

The p-topology is handier since it is associated to a distance d and notably to define the
subset neighborhood of a probability law P as exposed below:

Ve(P) ={Q/d(P,Q) < ¢} (23)

A first result regarding ¢, is related to the separability of {P,+} and Q*. The following
proposition shows the two subsets of A are separable using the p—topology.

Property 7. [Separable hypotheses]
Supposing l1 > ly, it exists an € > 0 such that:

NV (Prt) =10 (24)

Proof.
Let us suppose for a given € > 0, P € V¢(P,+) then

/WXdP = /WX(dP—W++7T+)
S S

S

< o+ €||7 |0

For € small enough this last quantity is strictly less than [; which concludes the proof:
PeVips+) = P&Q~
O
With the p—topology on A we can formally define the hypotheses P, — P, as quoted below:

P, —2>p,. (25)

n—oo

We suppose this convergence granted in the rest of the paper. Additionally, we suppose the two
densities f and g are bounded (it implies 7 and 7+ also are).
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3.3.3 Analysis of ¢,

To estimate the efficiency of a test, the authors of [7] define G,,(t) = Py(t, < t) together with its
opposite L, (t) =1 — G,(t) called the tail probability of the test based on ¢,. Then, they apply
it for t = t(s) which corresponds to the current empiric observations and define the random
variable:

Definition 7 (Tail probability of a test).
Ln(s) = Ln(tn(s)) =1 = Gn(tn(s)) = Po(tn = tn(s)) (26)

As quoted, in their paper, "the smaller the value of L, (s) the more untenable is the hypothesis
Hy in the light of the observations". Having said that they study the behavior of L,, under each
hypothesis ; we report the corresponding computations for our test t,, hereafter.

Convergence under H; Let us suppose Hy : m € Q* then we have almost surely the conver-
gence of our statistical test.

Property 8 (Convergence under Hy).
Under Hy : m € Q%,

Proof.
Almost surely, P, L s pP.eQx.
n—oo

Since 7* : § — R is a B-measurable and bounded function it implies in particular

/7T>< dP, 2> | n%n = L(n*, ).
S

n—oo S
Eventually, given that m € Q*, L(m*,7) > [;. O

Remark 12. [Realizations under n2]
7 being bounded on S = [0, 1%, we want to simulate under P2 whose density is fﬂ—jﬂ We notice
S

that we always have 72 < ||7||oom. Then, applying an usual reject method we simulate a couple

e <w2<X> ol ).

Jsm®’ fs”zw

where X ~ P and U is the uniform law on S.

The reject method stands that keeping M only if M1 > My conveys a My under P2: it gives
a method to draw under P2 by leveraging on a method to draw under Py.

Furthermore, in our particular application of the reject method, My > My can be simplified:

2

20l
fs”Q fs”z
(X)) > Ul|7||co-

(X);

Fventually it amounts to simulate independently M = (X,U) ~ Pr @ U and keep X if and only
if m(X) > Ul|7|oo-

Remark 13.
According to the previous remark, a low under P2 will concentrate its values around the mode
of . Indeed, the higher mw(X) is the most chance we have to keep X in the reject test.
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Divergence under H; Let us now suppose Hg : ™ = 71 then we similarly show:

Property 9 (Convergence under Hy).
Under Hy : m =7,

ty —2 5 L(r*, 7)) =1
n—oo

We want to estimate the asymptotic probability under Hy to be close to [1. A deviation
proposition is given below to validate it is exponentially rare in a certain sense.

A first result is the estimation of the probability that ¢, (s) with s drawn under Hy : 7 = 7
is larger than a fixed value ¢. To do so we introduce the random variables Y = 7% (X) where X
is under the law 7" and its logarithmic moment generating function defined by:

90(t) = log Eo(exp(t)) = log ( / exp@ms)w(s)) (27)

Jr

that we suppose is finite for |¢| small enough. Out of ¢ is coined its Legendre transform defined
by:
I(t) = sup {tx — (1)} (28)

z€R
Eventually, we introduce the subset of A in which P, (s) must stay so that we have ¢, (s) > t:

Qy={P €A st L(P7*)>t} (29)
We can now write a deviation theorem for ¢, under H as stated in Theorem 2.

Theorem 2 (Cramér).
For any t > ly, we have

lim l log (PO(tn > t)) = _I(t) - _DKL(Qt’PW+)' (30)

n—o0 M

Proof.
We rewrite t,, using Y

A direct application of Cramér’s theorem gives us:

lim % log <IP0 <Zn: Y; > nt)) = —I(t) = —Dr (| Py+) (31)

=1

which concludes the proof. O

The previous theorem provides an estimation of how unlikely it is to have t¢,, higher than a
fixed value t under Hy. More interesting is to get the probability, under Hy, that ¢, > t,(s)
where s is a sequence of realizations under Hy, namely the probability of the event "we do not
reject Hy while we should do" ; this estimation relies on the Bahadur slope [2] as we shall precise
later.

Combining, with s drawn under P, € Q% t,(s) —>— L(n*, ) > I; and theorem 2 precisely
n—o0

provides this estimation as stated in theorem 3.
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Theorem 3 (Bahadur’s slope).
A whole given sequence s being drawn under Hy through a probability P, € Q* we estimate the
limit of Ly, (s") where s’ ~ Hy : Py :

lim %bg (Po(tn(s") > tn(s))) = —1(1) = =Drr(ulPrt) > —1(l) = =Dr (| Prt)  (32)

n—oo
where | = L(m*, 7).
Proof.
s being drawn under Py, we have almost surely, as stated in proposition 8
tn(s) 22 1. (33)
n—oo

Furthermore, since Py € Q*, [ > 1} > ly. Therefore, we select ¢ such that % > ¢ > 0 and the
almost sure convergence provides us with an ng such that for any n > ny,

[tn(s) — 1] <. (34)
It notably implies that for any n > ny,
Po(tn(s') > 1+ 8) < Po(tn(s) > ta(s)) < Po(ta(s') <1-19). (35)
Applying theorem 2 with t =1+ § > lp and t =1 — § > |y we immediately obtain
I(46) < lim % log (Po(ta(s') > ta(s))) < —I(l - 6). (36)

Since ¢ is arbitrary it suffices to conclude after invoking the continuity of I.
Finally, the lower-bound comes from the hypothesis H; itself: P, € Q* requires [ > ;. [

The result of Theorem 3 actually consists in showing that the Bahadur slope (see [7]) is
2I(ly). Furthermore, property 7 shows that it is strictly positive. Eventually we have shown
that the Bahadur slope of t,, is given by 27(l;) and is strictly positive hence that the probability
of the event "we do not reject Hy while we should" is exponentially small in n.

4 Conclusion

In this article, we extended the discrete notion of coupling functions in a continuous version
which operates on the densities of margins as a copula does on their cumulative distribution.
Historical theoretical considerations on divergences conveyed a dual and exhaustive approach:
either entropy or least squares, either independence or indetermination (called indeterminacy as
well).

The transposition of the second one in the continuous case led us to consider the existence
of a classic copula to capture the associated dependence. While we coined it following natural
computations based on its density we proved one cannot extract the indeterminacy dependence
without a deep reference to the underlying margins. Namely, although they share the same
coupling function by construction, two indeterminacy laws with two respective couples of margins
will (almost) never share the same indeterminacy copula. Furthermore, we computed the exact
sets of couples of margins with the same indeterminacy copula.

Extending a discrete notion of couple matchings in a continuous space required the definition
of the so-called average likelihood L. Similarly to the discrete case, we demonstrated that the
indeterminacy minimises the average likelihood. Using this property, we built up a test to reject
or accept the indeterminacy out of the value of L. Eventually, we followed a classic analysis of a
statistic test to estimate its efficiency by the associated Bahadur slope and proving it is strictly
positive.
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A Proof of proposition 4

Proof.
We split the proof in four parts:

e express the required relation between (F,G) and (R, S) (part A.1)
e define two bounds of A according to its sign (part A.2)
e climinate the case A negative (part A.3)

e verify h (the density extracted from H) is positive (part A.4)

A.1 relation between (F,G) and (R, S5)

In case an indetermination occurs, the crossed derivation of H equals 7 + s — 1. Let us compute
that derivative function and compare it to the required expression.

O*H (z,y) & (R(x) * G~'(S(y)) + S(y) * F ' (R(z)) = F'(R(x))G~'(S(y)))
0xdy 0x0y
r(x)s(y) r(z)s(y) r(z)s(y)

9(G71(S(y)  fFH(R(@)  fEHR(@))g(GH(SW)))
Requiring an equality with r(x) + s(y) — 1 leads to:

(z)s(y) r(z)s(y)
“HR(x)  fFTH(R()))9(G(S(y))

r(z)s(y) r
9(G=HSW)  FF

r(x) +s(y) —1=

If we divide by r(x)s(y) motivated by the details we bring up in remark 14:

1 1 1 1 1 1
r@) s r@s) | FERE) | 9GIBw)) | FER@)AGISW))

Aggregating similar terms:

L(l_L>: ;O_ 1 > 1 1!
r(x) s(y) f(FH(R(x))) g(G=X(S(y)/)  9(G=HS(y)) s(y)

To simplify computations, we introduce some notations: « represents the "simple" part and
B its "complex" analogue; the x or y subscript is natural.

_l’_

It rewrites:

(1) i (7t ) &



If we divide by .8, on each side to isolate terms according to their underlying variable
(please refer to remark 15 for a justification of the division) we deduce the existence of a constant
A such that:

ay P
5@/ Qg

As requested by the expected conclusion, we have to go back to the cumulative distribution
functions. They are contained in « and 8 and the relation g—z = A can be written:
) ~ s = Ar(a) 1)

If we integrate on [0, x]:
R(z) — F~'(R(z)) = A(R(z) — z)

As R is a cumulative distribution function whose derivative (its density) never equals 0
(hypothesis already mentioned), R has an inverse function so that for all z :

F7l(z)=z(1 = \) + AR (2) (37)
and symmetrically for any y:
_ 1 1.
Gy =y =)+ 157 W) (38)

Equations 37 et 38 can be written:
Flz)—z = MR Yz) -2 (39)
_ 1 -
Gl -y = (5@ -v)

We eventually check by applying C}L g o (R, S
have:

~—

that those relations are sufficient to formally

H =Cy (R,S)(z,y) = xS(y) + yR(z) — xy = C; (R, S)(z,y)

This does not ensures H is an eligible cumulative distribution function as we shall precise it
below.

A.2 Two bounds of A

We defined a A linking the four cumulative distribution functions as announced in the proposition
and verified it suffices to formally have the expected equality. Yet, defining (R, S) from (F,G)
using equation 37 and equation 38 does not always generate appropriate functions.

Indeed, the non-decreasing hypothesis on R as well as on S conveys hypothesis on A.

Let us first suppose that A is positive then AR™!(z) = F~!(z) — (1 — )) is a non-decreasing
function as well so that for all x, ﬁ > 1 — A. Applying similar computations on y for g we
eventually obtain:

maz(g)
—_ — 40
mazx(g)—1 — maz(f) (40)
Similarly, if we suppose A is negative, we obtain:
1 min(g)
- 2>\ — 41
min(f) = — min(g) — 1 (41)

Those values exist unless g equals 1 in which case G = Id and C’JlF g = C’fX ;- Hence, without
restriction, min(f) < 1 < maz(f),min(g) < 1 < maz(g).
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A.3 ) positive

Eventually, we notice that the hypothesis 2 which guarantees that we can couple r,s using
indetermination is not automatically transferred a priori. Then, as equations 39 are continuous
around A = 1, the hypothesis on (f, g) should be enough as soon as A is close to 1. Let us unfold
this remark.

We go back to equations 37 and 38 in order to extract an expression of the densities r and s.

1 A
ey - YT R
_ 1

T(R 1(1.)) = 1 + 1 _ 1

NETE) T
1
r(z) = T T

srEtEEy Ty

where & = R™!(z) runs over all the segment [0, 1] as well as . We similarly have:

1

s(y): b
scTsmy TAT!

Hypothesis 2 requires that for any (z,y)
r(x)+sy)—1=0
equivalently:
r(@)+s(y)—1>0
it precisely means:

1 + 1 >1
L 1i_ A 1=
+5-1 g(y)+)\ 1

Using inequalities 41 and 40 we know that r, s > 0, so, we can multiply each side by s leading
to N
-~ +A-1 A
g(ly)—l +1>——+A-1
ORI 9(v)
Multiplying one more time on each side but by r:

A 1 1 A 1 1
etz G ) Gre )

Which can be finally rewritten:

A/~ 7
>
&'1|’_‘k%|r—‘
T+
—_
[ > =
o |
> bO
\_/v
/\\/\\
QIE o>
T+
’T >
|
>N )
N
IN A
— —

The last equality definitely excludes A < 0 leading to the bounds in equation 40.
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A.4 Transfer of hypothesis 2

At the end of the previous section, we concluded that A is positive. Yet, the computations began
by requiring r(x) + s(y) > 0; let us resume them to obtain a second degree equation to solve.
Indeed, the last line is equivalent to:

1 1 2
= 41— [——r1-2) <1
(1) (g +1-3) =
Which can be written (with obvious notations):

(2my + 2mg)A* — (1 4+ my + mg + 4mpmg) A + 2my + 2my > 0

and that last inequality is verified if and only if:

1+my+mg+4mymyg <9
2mf—|—2mg -

Additionally we notice:

3 1
=4+ —— <2 (42)
2 2myg+2my

1+myp+mg+4dmpmy < 1+3mys+3m,
2mf+2mg - 2mf+2mg

The last inequality coming from the condition 2 valid on (f, g) which is thus transferred to (r, s)
as soon as A is suitable (meaning verifying equation 7).

Remark 14 (Division by 7s).
If r equals 0, hypothesis 2 rewrites r > 1 hence R = Id. In that case, Cﬁ:s = C*. It can be
shared with C’;{g if and only if ' or G equals Id but it doesn’t cover any interesting case.

Remark 15 (Division by 1 — %)
As we supposed [ and g different from 1, we can set ourselves on a interval where they never
equal 1. The division is then allowed and the proof similarly conveys the expected constant .

O
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