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• CPFE viscoplastic coefficients were
uniquely identified using
microcompression tests up to 100/s in
the [100] orientation

• The problem well-conditioning result
from strain rate localization in the
shear bands

• Microcompression tests revealed an ori-
entation dependent strain-rate
sensitivity
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Microcompression tests were performed on single crystal copper micropillars at 10−2 s−1 and 102 s−1 in
the [100], [110] and [111] orientations, to provide inputs for crystal plasticity strain rate sensitive param-
eters inverse identification. The identification procedure used full pillar geometry finite element simula-
tions. An identifiability indicator based on the cost function's hessian matrix approximate close to the
minimum was used to assess the uniqueness and stability of the identified coefficients. Experimental
microcompression tests displayed a strain rate sensitive behaviour in the [100] crystal orientation. The
[110] and [111] orientations were less sensitive and were not used for identification. Stress-strain curve
sensitivity plots revealed that the higher the strain rate, the better the sensitivity. This was attributed to
high strain rates concentration in the shear bands as the strain rate increases. Identification on experimen-
tal data well represented the single crystal strain rate sensitivity in the [100] orientations. A unique solu-
tion was found using only a single orientation.

© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Shot-peening is a mechanical surface treatment that consists
in projecting high velocity particles onto a ductile material
).

Ltd. This is an open access article
surface. It is widely used to enhance material's fatigue life by
subsurface hardening [38] and compressive residual stresses in-
troduction [7].

Modeling such process requires the knowledge of the treated
material's behaviour for strain rates ranging up to 106 s−1 [23]. Thus, pa-
rameters identification for such models is classically performed based
on Split Hopkinson Pressure Bar tests (SHPB) [12,15,35,41]. However,
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Table 1
Single crystal's experimentally measured orientation Euler angles.

Target ϕ1(∘) Φ(∘) ϕ2(∘)

[100] 128,2 3,42 59
[110] 84,15 44,22 0.1
[111] 290,96 51,37 47,22
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SHPB remains a macroscopic mechanical test since the solicited vol-
umes range from a few cubic millimeters to a few cubic centimeters
[1]. Thus it cannot be used to characterize material's surface behav-
iour as it is only applicable on low surface to volume ratio speci-
mens. Dynamic indentation was also used by several authors
[22,37] to obtain metals high-strain rates load displacement
curves for plastic zone radius down to a few hundreds of microme-
ters [1].

However, recent studies [2,4,26,34] pointed out the necessity to
model the shot-peening process at the grain scale. Musinski et al. [26]
modeled the stress and strain redistribution in a shot-peened polycrys-
talwith a Crystal Plasticity Finite Element framework (CPFE). Several fa-
tigue cycles were then simulated on the resulting field. It revealed that
an heterogeneous strain distribution influences the global stress relaxa-
tion through the fatigue cycles, which supported previous experimental
studies [7].

Breumier et al. [2] analyzed the residual stress field induced
by spherical indentation on copper single crystals with various
orientations using High Resolution Electron BackScattered Dif-
fraction (HR-EBSD) and CPFE analyses. It revealed that a spheri-
cal loading could induce tensile stresses at the grain scale for
several orientations.

Castro-Moreno et al. [4] modeled several impacts on polycrys-
talline Representative Elementary Volumes (REV) with various
grain sizes. The initial grain size only had an impact on the residual
stress distribution at the grain level. Accurate local crystal plastic-
ity models are therefore required to model the process at this
scale.

The previous studies relied on crystal plasticity finite element
frameworks (CPFE) whose input properties were extracted from
macroscopic SHPB or cyclic tests. High strain rate tests performed
at the crystal scale are however required to identify CPFE coefficients
representative of the material behaviour during peening. Macro-
scopic tests such as SHPB are therefore highly impractical in such
context as it is usually difficult to produce large single crystals for
most alloys shot peened in the industry [42]. Also, tests used for
identification must be representative of the surface behaviour as
the depth affected by shot-peening is usually of a few hundreds of
microns.

Nanomechanical tests such as micropillar compression could
provide such local measurements. The test consists in compressing
a micron-sized pillar using an instrumented diamond flat-punch
to generate a load displacement curve. It therefore provides local
stress-strain curves at the grain scale. Cruzado et al. [5] used such
test for material parameters identification at low strain rates. The
authors performed microcompression tests on a nickel-based
super alloy in single slip and double slip conditions. The constitutive
framework coefficients were deduced directly from the load dis-
placement curves in single slip orientations. However, the study
did not investigate the well-posedness of the inverse problem.
Also, the proposed methodology could not be used on materials
for which single crystals cannot be produced as it requires
microcompression in perfect single glide conditions. Whenmultiple
gliding planes are activated, the load displacement curves can
hardly be interpreted analytically as the pillar strains are highly
heterogeneous.

Several works used Finite Element Model Updating (FEMU) to obtain
crystal plasticity coefficients using experimentally obtained heteroge-
neous fields [10,31,36]. Themethod consists in varying the inputmaterial
parameters of a finite elementmodel tominimize the difference between
experimental and predicted observation fields. It is therefore a promising
methodology for crystal plasticity coefficients identification on multiple
glide pillar compression tests as it would consider the heterogeneous
straining of the pillar during identification. To the author's knowledge,
FEMU parameter identification using micropillar compression load-
displacement curves has never been performed.
Using a piezo-based sensor with high eigen-frequencies,
Guillonneau et al. [11] recently performed microcompression
tests at strain rates up to 103 s−1 on nanocrystalline Nickel
specimens. Such test procedure provides useful data for parame-
ters identification at high strain rates, at the local scale. Also,
microcompression at high strain rates has never been performed
on single crystals.

This work investigates the possibility to obtain a unique solution
of a CPFE framework strain rate dependent coefficients by FEMU
using high strain rates micropillar compression on single crystal
copper. This work aims to develop a methodology for identification
of a single crystal high strain rate surface behaviour. The well-
posedness of the inverse problem was thoroughly investigated
using an identifiability indicator. This ensures that the chosen exper-
imental conditions contains sufficient information for identification,
which has not yet been investigated using micropillar compression
tests. Copper single crystal has been extensively studied since the
early days of crystal plasticity and was thus chosen to validate the
proposed methodology.

The paper is organized as follows: Section 2 presents the experimen-
tal as well as the numerical models and identification methodology
used in the study. Section 3 details the performance obtained using
the inverse identification methodology, first, on a virtual material,
then, on the experimental results. Finally Section 4 discusses and con-
cludes this paper.
2. Materials and methods

2.1. Materials and specimen preparation

Micropillar compression tests were conducted on pure single crystal
copper specimens obtained by directional solidification using a conven-
tional Bridgman apparatus. Three crystals were grown in the [111],
[110] and [100] orientations, respectively. A 1×1 cm square with a
thickness of 0.5 cm was cut from each specimen using a diamond wire
saw.

The samples were mechanically polished using SiC grit paper
from P400 to P1000 and then electro-polished to provide a suffi-
ciently good surface finish for EBSD observations. This was necessary
to obtain the single crystal's exact orientation (given in Table 1) by
conventional Hough indexation, using an HKL system (Oxford in-
strument) composed of a NordlysII camera and the Channel 5 soft-
ware suite.

Micropillars were machined by Focus Ion Beam (FIB) machining
using a Thermo Scientific Helios NanoLab DualBeam microscope. First,
high currents (30 kV, 2.5 A) were used to dig the raw pillar shape.
Smaller currents (30 kV, 80 pA) were then used to refine the geometry.
Size effects were investigated using 3 μm, 6 μm and 8 μmdiameters pil-
lars for every orientation. Compression tests at different velocities were
performed on 6 μmand 8 μmdiameters pillars. The targeted pillar diam-
eter to height ratio was 1:2, as suggested by Zhang et al. [40] to prevent
pillar buckling.

The exact pillar dimensions were required to reproduce the pillar
geometry in the numerical simulations. Fig. 1 shows the measured
pillars dimensions (top (Dt) and bottom (Dd) diameters and height
(h)). The pillars dimensions means and standard deviation are



Fig. 2. Example of a typical high dynamic imposed displacement profile u(t) and resulting
measured load F(t). The indenter accelerates progressively to reach the pillar surface at a
constant displacement rate. The sudden load increase provides the time of contact. This
prevents from triggering the actuator natural frequencies.

Fig. 1. Pillars top and bottom diameters (Dt and Dd) and height (h) for the three crystal
orientations. Targeted pillar top diameters were 3 μm, 6 μm and 8 μm. The target
diameter to height ratio was 1:2.
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summarized in Table 2. The measurements were performed directly
on Scanning Electron Microscope (SEM) pictures, using one observa-
tion angle.
2.2. High dynamic micropillar compression tests

Micropillar compression tests were conducted using an
ALEMNIS in-situ nanoindenter apparatus in a Zeiss Gemini supra
55VP Scanning Electron Microscope (SEM). The test consists in
compressing a small pillar with an instrumented diamond flat-
punch to extract the local load-displacement curve. The load ap-
plied on the specimen was measured with a 50 kHz acquisition
rate using a high dynamic SmarTip load cell placed under the spec-
imen holder. Such an apparatus can reach high strain rate
microcompression testing up to 103 s−1, as detailed in the work of
Guillonneau et al. [11].

Pillars were compressed with nominal strain rates of 10−2 s−1 and
102 s−1. Note that the nominal strain rate is defined as the maximum
displacement divided by the pillar initial height and by the compression
time.

Fig. 2 shows a typical displacement profile imposed to the indenter
during a microcompression test. For high strain rate tests, the pillar is
not in contactwith the indenter at its initial position. The indenter accel-
erates progressively to reach the targeted constant displacement rate
without triggering the piezoStack actuator natural frequencies. For
each test, the contact onset was taken as the time for which the mea-
sured load exceeds the average noise value. The critical acceleration to
reach before the actuator vibrates was estimated through several tests
in the void.

The inertial force induced by the indenter acceleration was also
investigated and corrected using sinus displacement profiles in the
SEM void, following the methodology detailed by Guillonneau et al.
[11].
Table 2
Micropillar dimensions means and confidence interval (95%) for the three aimed sizes.

Target Dt Dt Dd h

3 μm 3.27 ± 0.1 3.81 ± 0.11 6.21 ± 0.20
6 μm 6.48 ± 0.07 7.54 ± 0.13 12.57 ± 0.69
8 μm 8.31 ± 0.26 9.74 ± 0.27 16.39 ± 0.76
Themeasured displacement umeswas corrected to remove the influ-
ence of the frame elastic deformation using:

upil ¼ umes−
F

Kframe
; ð1Þ

where upil, F, Kframe correspond to the pillar displacements, the
measured load and the frame stiffness respectively. Copper being a
very ductile material, the influence of the substrate displacement was
considered negligible. The load displacement curve was filtered to re-
move part of the experimental noise using a built-in moving average
smoothing filter (10 points length).

All the microcompression data generated for this article is available
for download as detailed in theData availability section. Eachpillar is as-
sociated to a file containing the raw and the treated load displacement
curve, as well as SEM pictures of the pillar both before and after
compression.

2.3. Crystal plasticity constitutive behaviour

The single crystal constitutive behaviour was modeled using
the Meric-Cailletaud large-strain formulation crystal plasticity
framework [2,25]. The deformation gradient F was decomposed
between its elastic and plastic contributions, respectively Fe and
Fp, as:

F ¼ Fe � Fp; ð2Þ

where ⋅ denotes the dot product. The plastic part was related to
the slips occurring in the different slip systems through

�Fp � Fp
� �−1 ¼

XN
s¼1

�γsms⊗ns; ð3Þ

where �γs is the s-th slip system shear strain rate, N is the number of
activable slip systems (12 for face-centered cubic structures) and
ms and ns are unit vectors representing respectively the slip direc-
tion and the normal to the slip plane.

The stress τs projected on each slip system was related to the
system's shear strain rate according to a Norton law where

�γs ¼ f s τsð Þ
K

� �n

; ð4Þ



Table 4
Elastic coefficients [25].

C11 (MPa) C22 (MPa) C44 (MPa)

159,300 122,000 81,000
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with b. N being the Macaulay brackets, defined as:

bxN ¼
0 if xb0

x if x≥0

8<
: ;

K and n being material constants, which accounts for the material's
strain rate sensitivity. An isotropic hardening term rs was added to the
flow rule fs as

f s ¼j τs j −rs: ð5Þ

The hardening term rs results from the interactions between the dif-
ferent dislocation slip systems modeled by

rs ¼ R0 þ
XN
q¼1

hsq Rq−R0
� �

; ð6Þ

with

Rq ¼ R0 þ Q 1−e−vqb
� �

; ð7Þ

where R0 is the critical resolved shear stress, Q and b are two phenom-
enological constants, vq is the cumulated plastic slip for the q-th system
and hsq is the interaction coefficient between systems (s) and (q). For
Face-Centered Cubic (FCC) structures, the interaction matrix contains
six different coefficients that account for the interaction phenomena
listed in Table 3.

2.4. Material parameters identification

2.4.1. Finite element model updating (FEMU) procedure
The Norton law K and n coefficients were identified using FEMU

to assess the material's strain rate sensitivity. The finite element
model developed for identification used the experimentally mea-
sured pillars geometries and is detailed in Section 2.5. The proce-
dure was first tested using load-displacement curves generated
by a virtual material. Those curves were obtained using the full pil-
lar geometry simulations with coefficients K = 7 MPa s1/n and n =
4.

The identification procedure consisted in varying the Norton law co-
efficients K and n to minimize the following cost function:

Ψσ K;nð Þ ¼ 1
2T

X
m¼0

Nexp XT
t¼0

σm ε tð Þ;K;nð Þ−σm; exp ε tð Þð Þ
max
t

σm; exp ε tð Þð Þ� �
0
@

1
A

2

: ð8Þ

In Eq. (8), T is the number of acquisition points which was chosen
as 100 for every simulation, Nexp is the number of stress-strain
curves used for identification, σm, exp(ε(t)) and σm(ε(t),K,n) are re-
spectively the experimental and predicted stress. Despite the finite
strain formulation of the crystal plasticity framework presented in
Section 2.3, the identification procedure was restricted to the small
strain range of the curves. The experimentally measured stress was
therefore computed using

σm; exp tð Þ ¼ Pm; exp tð Þ
πr2avg

; ð9Þ
Table 3
Hardening interaction matrix parameters [25].

h1 h2 h3 h4 h5 h6

Self-hardening Coplanar Hirth lock Collinear Glissile Lomer junction

1 4.4 4.75 4.75 4.75 5
where Pm, exp(t) is the experimental load at time t and ravg is the av-
erage of the pillar initial top and bottom radii.

Note that using the stress defined as in Eq. (9) for identification is
equivalent to using the load as the identification variable. In the present
work, the stress was used to compare the identification performance of
the present model with a single-element model, as presented in
Appendix E.

The Levenberg-Marquardt algorithm was used to minimize
Ψσ. The coefficients used as a first guess in the procedure were
those identified by Meric et al. [25] and recalled in Tables 3, 4
and 5.

To compare the experimentally measured and predicted data at the
same strain values, the experimental stress was interpolated linearly at
the strain values chosen for comparison. Only the loading part of the
curve was used.

2.4.2. Identifiability indicator
Given the computational cost of the full pillar geometry model,

the identifiability indicator I defined in the work of Richard et al.
[27,30–32] was used as an indicator of the solution uniqueness and
stability. This indicator is based on the cost function hessian close
to the cost function minimum. It is defined as:

I ¼ log10
λmax

λmin

� 	
; ð10Þ

where λmax and λmin are the eigenvalues extrema of the approxi-
mated dimensionless hessian matrix close to the solution, defined
as:

Hij ¼
XT
t¼0

XNexp

m¼1

∂Pm tð Þ
∂θi

∂Pm tð Þ
∂θ j

: ð11Þ

In the above,
∂PmðtÞ
∂θi

is the load-displacement curve sensitivity to the

θi parameters. This sensitivity was here defined as:

∂Pm tð Þ
∂θi

¼ Pm t; θi þ δθið Þ−Pm t; θið Þ
max
t

Pm t; θið Þð Þδ
ffiffiffi
T

p ; ð12Þ

where δ is a perturbation factor chosen as 5%. Eq. (12) defines the di-
mensionless load variation to a perturbation δ on parameter θi. Normal-
ization by

ffiffiffi
T

p
provides a sensitivity definition consistent with Eq. (8)

and ensures that I does not depend on the number of acquisition points.
A good identifiability of the solution can be achieved for I ≤ 2, as ex-
plained by Richard et al. [32].

As pointed out by Renner et al. [30], normalization by max
t

ðPmð
t; θiÞÞ is equivalent to consider an absolute uncertainty on the load
measurement. Such assumption relies on the highly repeatable
Table 5
Norton law and isotropic hardening parameters [3].

K (MPa s1/n) n R0 (MPa) Q (MPa) b

5 10 10 6 15



Table 6
Solution of the identification procedure using the real pillar geometry compared with the
chosen virtual material parameters. The discrepency between the input and identified K
and n are respectively of 0.57% and 4.75%.

K (MPa s1/n) n

Virtual material 7 4
Identification solution 6.96 3.81

5S. Breumier et al. / Materials and Design 193 (2020) 108789
experimentally measured stress for a given strain at a given strain-
rate, as well as by the high signal to noise ratio provided by the
piezo load sensor.

2.5. Finite element model

The experimentally measured pillar geometry was used to
model the microcompression experiment. The model used the
Abaqus 2018 software coupled with Zset using the Zmat module.
The pillar geometry and mesh is represented in Fig. 3. Substrate di-
mensions were chosen to prevent any effects of the boundary con-
ditions on the load displacement curve (see Appendix A). The mesh
was composed of linear reduced hexahedric elements (C3D8R) to
prevent locking effects arising from high plastic incompressibilty
[9].

Hourglass was corrected by adding an artificial stiffness to the ele-
ments. Only a small correction was necessary (15 MPa) as little hour-
glass was observed. The mesh size varied from 0.14 μm in the pillar to
1.4 μm in the substrate and was determined after a convergence study
(see Appendix B).

Using the convergedmodel, the computational time for each simula-
tionwas between six to ten hours using 4 threads on an Intel Xeon Gold
6132, 2.6 GHz CPU with Abaqus 6.14 version.

The indenter was explicitly modeled as a rigid surface to account
for the friction occurring between the tip and the top pillar surface.
The friction coefficient f was set to 0.2 to prevent pillar buckling (as
it was not observed experimentally). The influence of a friction co-
efficient variation on the load displacement curve was negligible
for f≥0.2, as presented in Appendix C. The indenter experimental
displacement profile was imposed to the rigid indenter reference
point.

Internal heat generation induced by the pillar high strain rate
plastic straining was not considered in the model as it was consid-
ered negligible on the pillars material properties, as detailed in
Appendix F.

3. Results

3.1. Virtual material identifications

Inverse identification was first performed on virtual data gen-
erated using the full pillar geometry model with K = 7 and n =
4. The solution obtained is given in Table 6. The Levenberg-
Marquardt minimization found the virtual material coefficients
Fig. 3. (a) Finite element mesh used for the micropillar compression simulation. The ind
coarsened toward the substrate borders. (b) Geometry of the finite element model. hsub a
and tapper angle.
in 25 iterations with a relative error of 0.57% and 4.75% for K and
n, respectively. The resulting identifiability indicator value was
I = 1.5. This confirms that the overall identification procedure
could provide a satisfying solution in terms of uniqueness and
stability.

Fig. 4 (a) shows the L2 normof the sumof all load sensitivities to a 5%
variation of the K and n coefficients around the cost function minimum,
computed as:

∂Pm tð Þ
∂θi

�����
�����
2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
k¼0

T ∂Pm tð Þ
∂θi

2
vuut : ð13Þ

Fig. 4 (a) reveals that the variation of both coefficients have a similar
effect on the global predicted load-displacement curves absolute
amplitudes.

Fig. 4 (b), (c), (d) shows the variation of the load sensitivity
with the applied displacement for each computed nominal strain
rates. The influence of the two coefficients on the curve is non
collinear for each strain rate. Also, the sensitivity values for a
given displacement reveals that the higher the nominal strain
rate, the higher the sensitivity. Experimental load-displacement
curves at the highest strain rates hence provides more valuable
data for identification as it is more sensitive to the coefficients
variation.

3.2. Identification on microcompression tests

3.2.1. Experimental results
Size effects were investigated using the three pillar sizes as pre-

sented in Appendix D. The 3 μm sized pillars systematically presented
a pronounced size effect and higher result variability andwere therefore
not accounted for. The 6 μm-sized pillars were used for high strain rate
compression (since the smaller pillars allows to reach the highest strain
enter was modeled as rigid. The mesh was refined in the pillar and is progressively
nd Rsub are the substrate height and radius. h, D and α are the pillar height, diameter



Fig. 4. Load displacement curve sensitivity to a 5% varation of K and n close to the cost function minimum using the experimentally measured pillar geometry. (a)L2 norm of the total
sensitivity. Evolution of the predicted load sensitivity with the imposed displacement at (b)1 s−1, (c)102 s−1 and (d)103 s−1 nominal strain rates. The load displacement curve is
sensitive to a variation of both coefficients with a similar amplitude. Sensitivities for each strain rates reveals that the higher the nominal strain rate, the higher the load sensitivity
amplitude.

6 S. Breumier et al. / Materials and Design 193 (2020) 108789
rates). The 8 μm pillars were used for low strain rate compression (as
they presented less variability at low strain rates than the 6 μm
pillars).

Fig. 5 shows the stress-strain curves obtained by microcompression
testing at different strain-rates for the three different orientations. In the
[100] orientations, pillars #3 and #4 presented a slightly different be-
haviour from the others. Fig. 7 shows the three 6 μmdiameter pillars de-
formed shapes aftermicrocompression atb �εN ≈ 102 s−1. Pillars #1 and
#2 both presented a clearly marked double-slip pattern. Pillar #3 pre-
sented a barrel shape with no sign of slip bands. Pillar #3 will therefore
not be considered for material parameters identification as it encoun-
tered different plasticity mechanisms than the other pillars, which
could not be represented using the presently used crystal plasticity
framework.

Pillar #4 stress-strain curve presented a constant stress shift when
compared with other stress-strain curves at b �εN ≈ 10−2 s−1. As this
compression test was performed first, load drifts due to SEM void stabi-
lization sill occurred. Such drift might explain the stress shift observed
for pillar #4. This curve was therefore also not considered for material
parameters identification.

Fig. 6 shows the averaged microcompression curves obtained after
putting aside pillars #3 and #4. A significant strain rate effect was
observed for microcompression in the [100] orientation. Also, the
stress-strain behaviour presented a good repeatability for a given ap-
proximated strain rate. A weaker effect was observed in the [110] and
[111] orientations. The large results variability for a given strain rate
prevented quantitative assessment of the stress-strain curve sensitivity
in these orientations.

The overall good repeatability of the stress-strain curves suggest that
the strain-rate dependency observed does not depend on the pillar size,
owing to the statistical nature of size-effects. Several tests would be re-
quired to confirm such results, which is not in the scope of this paper.
The pillar diameters used were however consistent with the literature
[6,20]. Kiener et al. [18] estimated that no size effectwould occur in cop-
per micropillars with diameters larger than 5 μm.

In the following, the stress-strain curves obtained in the [100] orien-
tations were used for strain-rate sensitivity material parameters identi-
fication as it presented the most repeatable results. The assessment of
the solution uniqueness was performed to ensure that a single orienta-
tion was sufficient for identification.

3.2.2. Material parameters identification
The identification procedure using the real pillar geometry was ap-

plied to the experimental load-displacement curves obtained with the



Fig. 5.Microcompression stress-strain curves for (a) [110], (b) [100] and (c) [111]-oriented pillars 6 and 8 μm top diameters compressed at average strain-rates of 10−2 s−1 and 102 s−1.
Stress-strain curves measured in the [110] orientation presented a larger discrepancy then the others. Pillar #3 and #4 were discarded for the [100] orientation.
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[100] crystal orientation at two different strain rates. The resulting
stress-strain curves obtained with the identified parameters are pre-
sented in Fig. 8 (a).

The solution represented well the copper specimen hardening
strain-rate sensitivity in the [100] orientations. The experimentally ob-
served and numerical yield stress evolution with the strain rate were
however different.

The stress-strain curve obtained using this solution in the [111] crys-
tal orientation were compared with the experimental results in Fig. 8
(b). The strain-rate sensitivity orientation-dependency was not well
reproduced by the model.

The identifiability indicator computed after identification was I =
1.31. Fig. 9 shows the cost function computed for a hundred different
parameters and confirms the well-posedness of the inverse problem.
This confirmed the quality of the solution found in terms of uniqueness
and stability. Also, it reveals that using a single orientation for identifica-
tion is sufficient to obtain a unique solution. Using both orientation for
identification would therefore not have resulted in an orientation de-
pendent sensitivity closer to the experimental one.

The material's behaviour at low strain rate was also very similar to
the experiment. This gives confidence in the physical relevance of the
hardening and interaction coefficients taken from the literature.

4. Discussion

4.1. Strain rate induced stress heterogeneities

Fig. 10 represents the σzz distribution in the pillars, for the virtual
material simulations and for three different strain rates. The figure
reveals that the higher the strain rate, the more heterogeneous the
stress state is in the pillar. As the strain rate increases, the stress distri-
bution changes from a uni-modal to a bi-modal shape. For high strain
rates, the pillar can therefore no longer be considered as homoge-
neously loaded.

Fig. 11 shows the σzz − b σzzN variations at the pillar center in the
x-z plane. The mean stress values has been subtracted from the
stress to compare the changes in stress distribution with the strain
rate, independently of the stress amplitude variations. At 1 s−1, the
highest stresses are concentrated in the shear bands. The stress
state in the zone below and above those bands is similar. This zone
therefore represents the unique peak observed in the stress distri-
bution. At 102 s−1 and 103 s−1, the stress amplitude raises above
the shear bands but not bellow. This results in a bimodal stress-
distribution.

To better understand these heterogeneities, the strain-rate vari-
ations at the pillar center in the x-z plane, normalized by the pillar
average strain rate, were represented in Fig. 12, for the three veloc-
ities. The figure shows a highly heterogeneous strain rate distribu-
tion in the pillar. The highest strain rates were found in the slip
bands. Fig. 13 shows the strain rate distribution in the whole pillar
volume. The figure confirms that a bimodal strain rate distribution
is also found in the whole pillar volume for all the modeled strain-
rate.

This strain rate localization induces different strainmechanisms in the
pillar since the global strain rate increases. Fig. 14 shows the equivalent
vonMises plastic strain field at the pillar center. For low strain rates, plas-
tic strains are localized in the slip bands, with higher values at the pillar
surfaces. As the strain rate increases, the material in the shear bands



Fig. 6.Microcompression stress-strain curves mean and standard deviation for (a) [110], (b) [100] and (c) [111]-oriented pillars compressed at average strain-rates of 10−2 s−1 and 102

s−1. Hardening strain-rate sensitivity was observed for the [100] orientation. The stress-strain curves discrepancy in the [110] and [111] orientations prevents quantitative assessment of
the orientation sensitivity.
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requires higher stresses to strain further since it deforms more rapidly.
This results in less plastic strains in the bands, when compared to
those predicted for the low strain rate simulation. As yielding occurs
in the bands, the material requires higher stresses to deform and the
strain is therefore redistributed in the zone above the shear bands.
This results in the plastic yielding of this zone, the bottom zone re-
maining elastic. This explains the bimodal stress state observed in
Fig. 10.

There is therefore a structural effect, which enhances the apparent
strain rate sensitivity influence on the load-displacement curve. As
Fig. 7. 6 μm top diameter pillars deformed shapes after microcompression at b �εN ≈ 102 s−1. P
barrel shape with no sign of slip bands. The deformed pillar shapes explains the differences in
detailed in Appendix E, modeling the pillar as single element or using
the experimental stress-strain curve for strain-rate sensitivity direct es-
timation cannot account for such structural effects. Such approxima-
tions therefore results in a non unique solution for the strain-rate
coefficients.

This structural effect could explain that using only the [100]
orientation was sufficient to obtain a good identifiability indica-
tor value. The stress contrast induced in the pillar as the strain
rate increases could explain the highest load sensitivity revealed
in Fig. 4. However, the amplitude of this structural effect should
illars #1 and #2 both presented a clearly marked double-slip pattern. Pillar #3 presented a
the stress-strain curves observed in Fig. 5.



Fig. 9.Minimization problem cost function in the viscinity of the solution. The black
dots represents the parameters used to plot the function. The convex shape of the
function close to the equilibrium confirms the well-conditioned nature of the
problem.

Fig. 8. Experimental and numerical stress-strain curves obtained after material parameters identification using the real pillar geometry, with the experimental data obtained in the [100]
crystal orientation. (a) Comparison with the experimental curves used for identification. (b) Performance of the identified model in the [111] orientation. The model captured well the
material's hardening strain-rate sensitivity in the [100] orientation. The yield stress dependency with the strain-rate was not well represented. Also, the strain-rate sensitivity
orientation dependency was not well captured by the model either.

Fig. 10. Stress distribution in the pillar volumes obtained from the virtual material sim
rate of (a) 1 s−1, (b) 102 s−1 and (c) 103 s−1. A uniform stress distribution was fou
pillar.
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be related to the material's sensitivity. For low sensitivities,
strain rate concentration in the slip bands would induce lower
hardening contrasts as with the virtual parameter values used
in this study.

4.2. Orientation-dependent strain-rate sensitivity

Copper strain rate sensitivity orientation dependency has already
been observed in the literature [13,29]. Rawat et al. [29] performed
SHPB (4.5 103 s−1) and quasi-static (3.3 10−3 s−1) tests on copper
single crystals in the [100] and [110] orientations. Despite the differ-
ent strain rate ranges, similar orientation dependent sensitivities
were observed for the stress-strain curves. The [110] orientation pre-
sented almost no strain rate sensitivity, when compared to that ob-
served for the [100] orientation. According to Horstemeyer et al.
[13], this observation cannot simply be explained by the geometry
of slip but more by the nature of dislocation interactions in a given
slip system.

Wang et al. [39] performed dislocation dynamic simulation on fcc
single crystals at different strain rates on three different orientations.
The three different orientations presented differences in the cross-slip
activity leading to higher dislocation dipole annihilation for the [111]
and [211] oriented crystals as the strain rate increases. Such differences
ulations using the real pillar geometry submitted to an average imposed strain
nd at 1 s−1. Higher strain rates induced higher stress heterogeneities inside the



Fig. 11. σzz variations around the whole pillar σzz average, on the x-z plane, obtained from the virtual material simulations for an average imposed strain rate of (a) 1 s−1, (b) 102 s−1 and
(c) 103 s−1. At 1 s−1, the stress below and above the shear bands present similar values. At 102 s−1 and 103 s−1, the stress above the pillar rises significantly, resulting in a bimodal stress
distribution in the pillar volume.

Fig. 12. Normalized strain-rate distributions in the pillar in the x-z plane obtained from the virtual material simulations for an average imposed strain rate of (a) 1 s−1, (b) 102 s−1 and
(c) 103 s−1. For the highest velocity, the highest strain rates are concentrated in the shear bands.

Fig. 13. Strain rate �εzz distribution inside the pillar obtained from the virtual material simulations using the real pillar geometry at an average imposed strain rate of (a) 1 s−1, (b) 102 s−1

and (c) 103 s−1. A bimodal strain rate distribution is observed both at low and high strain rates in the pillar.
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Fig. 14. Equivalent vonMises plastic strain εpeqdistribution in the pillar on the x-z plane obtained from the virtualmaterial simulations at an average imposed strain rate of (a) 1 s−1, (b) 102

s−1 and (c) 103 s−1. At low strain rates, plastic strain is concentrated in the shear bands. As the strain rate increases, the top of the pillar plastifiesmore homogeneously, as higher stresses
are required for further plastic straining in the shear bands.
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in plasticity mechanisms could explain the anisotropic strain rate de-
pendency observed in Fig. 6.

The mismatch in sensitivity orientation dependency between the
model and experimental observations is therefore a consequence of the
crystal plasticity model chosen. This was also observed by Khan et al.
[17]. The authors used three different crystal plasticity frameworks to
model single crystal compression at various strain rates (ranging from
10−4 s−1 to 103 s−1). The first framework used a similar formulation as
presented in Section 2.3 and could not account for orientation dependent
strain rate sensitivity. The second model consisted in adding a strain rate
dependant hardening behaviour, accounting for yield stress strain rate
sensitivity. The predicted and experimentally measured stress strain
curves were in good agreement but only for the orientation used for iden-
tification. The third approach used a dislocation based crystal plasticity
model with a Kocks-Mecking evolution law. This approach captured well
the single crystal strain rate sensitivity on the various orientation tested.

In such models, dislocations interactions and strain rate sensitivity
are implicitly related by the dislocation evolution law. This could ex-
plain its good performances on several different orientations. This con-
firms that the Meric-Cailletaud framework is not relevant to model the
crystal behaviour for a large strain rate range. However, dislocation
based framework usually involves several parameters which could
hardly be identified using experimental observations. An intermediate
scale model would therefore be required for potential high strain rate
industrial applications.

Also, such models could not account for the strain-rate dependent
recoverymechanisms evidenced byWang et al. [39] and could therefore
fail to represent the highly anisotropic strain rate dependency observed
in Fig. 6. Kocks et al. [19] and Galindo-Nava et al. [8] developed disloca-
tion density basedmodels accounting for a strain-rate dependent recov-
ery. Finite element integration of such framework however requires
further extensive work as it involve several numerical challenges. It
was therefore left for future works.

This orientation dependent effect could however be used wisely for
parameters identification. Indeed, micropillar compression enables to se-
lect the tested orientation and therefore the activated gliding systems - In
contrast with nanoindentation testing for which all gliding systems are
usually activated. It is therefore possible to select themost strain rate sen-
sitive orientations to fully capture the material's viscoplastic behaviour.

Yield stress strain rate dependency is usually very subtle at intermedi-
ate strain rates for most face-centered cubic (fcc) materials [24]. The use
of theMeric-Cailletaud framework for low strain-rates for thosematerials
relies on the fact that strain-rate sensitivity only influences hardening. In
this work, yield stress sensitivity was already visible at b �εN ≈ 102 s−1.
Future works will focus on the validation of the proposed identification
procedure using a more representative crystal plasticity framework.

In this work, copper was solely used to validate the proposed identi-
fication methodology. The results reveal that this methodology could
provide a unique solution to crystal plasticity viscoplastic coefficients
using a single crystal orientation, which, to the authors knowledge,
has never been demonstrated before. It also provided guidelines for
the choice of the most relevant crystal plasticity model to use to accu-
rately model a single crystal strain rate dependency, over a large
strain-rate range, using a limited amount of material. The proposed
methodology will therefore be applied on materials for which single
crystals are more difficult to produce in future studies.

5. Conclusion

The objective of this work was to investigate the possibility to iden-
tify crystal plasticity strain-rate dependent parameters by FEMU using
high strain rate micropillar compression experiments. The main contri-
butions are as follows:

• Crystal plasticity strain rate sensitivity coefficients were identified for
copper single crystals by FEMUusingmicrocompression tests at strain
rates up to 102 s−1.

• The quality of the identification in terms of uniqueness and stability
was assessed using an identifiability indicator.

• Identification using only compression in the [100] crystal orientation
was sufficient to obtain a unique and stable solution for the strain-
rate sensitivity coefficients.

• The satisfying quality of the solution was attributed to a strain rate
sensitivity enhancing structural effects resulting from shear band
strain localization.

• Experimental compressions revealed a strong influence of crystal ori-
entation on the material's apparent strain-rate sensitivity.

Our experimental procedure only allowed to reach strain rates up to
102 s−1. This is partly related to copper highly ductile behaviour, imply-
ing low load values in comparison to stiffer materials (such as silica
glass [21]). To reach higher strain rates, identification using alternative
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experimental set-ups (such as micro-percussion or single shot canon)
will be investigated.

Also, the model could not account for the material's yield stress
strain rate dependency, nor for the high orientation influence on strain
rate sensitivity observed experimentally. The identification procedure
will be tested using alternative crystal plasticity framework accounting
for the yield stress strain rate dependency (such as presented by Khan
et al. [17]).

Finally, the relevance of the identified coefficient will be assessed on
a different loading case than that used for identification. This will be
performed using single impact shot and micropercussion experiments.
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Appendix A. Model geometry convergence study
ht. Negligible effect of the boundary conditions were found for hsub=15 μmand Rsub=10 μm.
The substrate geometry dimensions hsub and Rsubwere chosen so that the influence of the boundary conditions on the stress-strain curvewas negligible.
Both dimensions of the substrate were therefore successively varied. The convergence criterion for the substrate geometry was chosen as:

εsubstrate hsub;i;Rsub;i
� � ¼ 1

T

X
t¼0

T σ conv ε tð Þð Þ−σhsub;i ;Rsub;i ε tð Þð Þ
max σ convð Þ

� 	2

; ð14Þ

where σconv is the stress obtained using hsub=20 μm and Rsub=20 μm and σhsub, i, Rsub, i
the stress obtained for hsub, i and Rsub, i substrate dimensions.

Fig. 15 shows the evolution of εwith the variation of (a) the sample radius size and (b) the sample height. The substrate dimensionswere chosen
as hsub=15 μm and Rsub=10 μm.

https://zenodo.org/record/3801034#.XsPF3BaxU5k
https://zenodo.org/record/3801034#.XsPF3BaxU5k
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Appendix B. Mesh density convergence study
Fig. 16. Stress-strain curve sensitivity as a function of mesh size. Convergence can be observed for N25,000 elements.
The pillar mesh size was varied to assure that the computed stress-strain curve was independent of the number of elements. As previously, the
convergence criteria was chosen as:

εmesh Nelð Þ ¼ 1
T

X
t¼0

T σ conv ε tð Þð Þ−σNel
ε tð Þð Þ

max σ convð Þ
� 	2

; ð15Þ

where Nel is the number of elements and σconv is the stress obtained for 119,264 elements. Fig. 16 shows the evolution of the convergence criteria
with the mesh size. Convergence was considered attained for 24,556 elements.

Appendix C. Influence of friction
Fig. 17. Stress-strain curve sensitivity to the friction coefficient between the indenter and the pillar surface. Negligible influence of the coefficient value was found for values N0.1.
As the friction coefficient between the indenter and the pillar surface is very difficult to assess experimentally, a sensitivity analysis of the stress-
strain curve to the friction coefficient was conducted. The stress-strain curve sensitivity to the friction coefficient was computed as:

εfriction μsð Þ ¼ 1
T

X
t¼0

T σ conv ε tð Þð Þ−σμs
ε tð Þð Þ

max σ convð Þ
� 	2

; ð16Þ

where σconv is the stress obtained a friction coefficient μs=0.3.
Fig. 17 shows the variation of ε with the friction coefficient. As reported in the literature [28,40], the effect of the friction coefficient on the

stress-strain curve is negligible. However, the absence of friction induces a very different behaviour as it generally leads to pillar buckling. In
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the present study the friction coefficient was therefore taken as μs=0.2, as pillar buckling is obtained numerically below this value and as no
buckling was observed experimentally.

Appendix D. Size effects
Fig. 18.Microcompression stress-strain curves for [110]-oriented pillars with 3,6 and 8 μm top diameters compressed at average strain-rates of (a) 10−2 s−1 and (b) 102 s−1. At low strain
rate, smaller pillars presented an almost perfectly plastic behaviour. At high strain rates, a ‘smaller is stronger’ effect was observed in most cases.

Fig. 19. 3 μm, 6 μm and 8 μmdiameter pillars deformed shape after quasi-static compression in the [110] crystal orientation. Every 3 μmpillars presented a single slip band pattern. The 6
Size effects were investigated to assure that the microcompression stress-strain curve obtained did not depend on the chosen pillar size. Pillars
with three different diameters (3 μm 6 μm and 8 μm) were compressed in the [110] orientation at low (10−2 s−1) and high (102 s−1) strain rates
to also investigate the compression rate influence on the potential size effects. The [110] orientation was chosen as fewer slip systems are activated
when compressing in this orientation as comparedwith [100] and [111]. It is thereforemore prone to starvation size effects. Fig. 18 shows the stress-
strain curved obtained.

At low strain rates, 3 μm pillars presented a much lower hardening at the onset of plasticity than the bigger pillars. In overall, the 6 μm and 8 μm
pillars presented similar hardening behaviours (except for 6 μm pillar #10 at low strain-rates).

To better understand the differences in hardening behaviour, the deformed shape of the pillars were considered. Fig. 19 presents the pillars de-
formed shapes associated to each curves at low strain rates. Most 3 μm pillars experienced the formation of a single slip band. Inversely, 6 μm and 8
μm pillars presented a double-slip behaviour. One of the three 6 μm pillar presented a single slip band. It corresponds to the only 6 μm pillar which
presented only little hardening at the onset of plasticity at low strain rate (see Fig. 18).

Such differences in strain localization behaviour was already observed, experimentally and numerically, for smaller pillars by Kiener et al. [18].
According to the authors, for smaller pillar sizes, the initial dislocation densities for each gliding systems are not evenly distributed. This results in
strain localization in systems where dislocation density is the highest. This induces a reverse size effect on the stress-strain curve.

μm and 8 μm pillars exhibited double slip patterns only, except for the 6 μm diameter pillar #10.
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Interestingly, at high strain rates, 3 μmpillars presented an overall stiffer behaviour as the bigger pillars. This could be related to a change in plas-
ticity mechanism as the strain rate increases. Hu et al. [14] performed Discrete Dislocation Dynamics simulation of micropillar compression of
submicronic copper pillars at different strain rates. According to the authors, at low strain rates, plasticity is driven by dislocation nucleation at
sources. At higher strain rates, it is mainly driven by surface dislocation nucleation. However the strain rates amplitude used by the authors were
higher and the pillar sizes were smaller than those used in this study. Also, validating such an assumption would require more tests to be conducted,
owing to the statistical nature of dislocation distribution at this length scale. It is therefore beyond the scope of this study.

In the following, pillars presenting single slip in the studied orientationwere not considered, as their strainmechanismswas not representative of the
grain scale. Also, only 6 μm and 8 μm pillars were considered.

Appendix E. Single element simulation material parameter identification

To show the influence of the micropillar strain-rate enhancing structural effect developed in Section 4.1, the pillar was alternatively modeled as a
single linear reduced hexaedric element (e.g. with a single integration point). Periodic boundary conditions were applied on the element faces. The ex-
perimental strain εzz, computed as:

εzz ¼ u
h0

; ð17Þ

was imposed at the unique integration point. In Eq. (17), u and h0 are respectively the experimental pillar displacement and the initial pillar height. This
first approach was entirely modeled using the Z-set 8.6 software suite.
Fig. 20. Cost functionΨσ variation near the virtual material parameters, when performing identification of the K and n coefficients using the single element model. The identification so-
lution was far from the virtual material parameters.

Fig. 21. Comparison of the numerical stress-strain curves obtained with the virtual material full-pillar geometry and the single-element simulations, using the [100] crystal orientation, at (a)
b �εN ≈ 1 s−1 and (b)b �εN ≈ 103 s−1. The strainwas computed using Eq. (17). The single element simulation presented a lower strain-rate sensitivity thanwhen thewhole pillarwasmodeled.
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chanical properties for the investigated strain rates.
The inverse identification was performed on virtual data generated using the full pillar geometry model with K=7 and n=4. Fig. 20 shows the
cost functionΨσ variations with coefficients K and n close to the virtual material solution. The figure reveals that the solution found by the identifi-
cation procedure using a single element is very far from the chosen virtual material parameters. A factor twowas found between the virtualmaterial
coefficients and the identified solution. Also, the cost function is stretched horizontally revealing a poor solution uniqueness.

To understand this bias induced by the identification procedure, single element simulations were performed with K=7 and n=4. Fig. 21 com-
pares the numerical stress-strain curves obtained with the virtual material full-pillar geometry and the single-element simulations, using the [100]
crystal orientation, at (a) b �εN = 1 s−1 and (b) b �εN = 103 s−1.

The single element simulation did not capture the strain-rate sensitivity observed using the full-pillar geometry.When using this model for iden-
tification, it therefore resulted in a very different solution than that expected. Such differences in the strain-rate sensitivity can be explained by a
structural effect, as a single element simulation cannot account for the high strain rate concentration in the shear bands evidenced in Section 4.1.

Appendix F. High strain rate internal heat generation

The potential influence of internal heat generation in the pillar during high strain rate plastic straining on the measured mechanical properties
was investigated. Heat generation during plastic straining in a material could be estimated using the coupled mechanical heat conduction equation
given as [33]:

ρCp
∂T
∂t

¼ div k∇Tð Þ þ β σ : �εpð Þ; ð18Þ

where Cp is the specific heat taken as 386 106mm2 s−2 K−1, ρ is thematerial's density chosen as 8.96 10−6kgmm−3 for copper, T is the temperature, k
is the thermal conductivity coefficient, β is a material constant and �εp is the plastic strain rate.

Assuming that all plastic straining is converted into heat (β=1) [16] and that, in theworst case, no conduction occurs the expected temperature
derivatives would be of the order of 104Ks−1 for �ε=102 s−1. The quickest tests performed in the present study lasting at most 4.8 ms, the expected
temperature raise in the pillar should not exceed 48 K. Internal heat generation should therefore not have any influence on the tested material me-
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